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Abstract— We have developed and present here the method for 

the detection and classification of white blood cells using 

microscopic images of peripheral blood smears. It was proposed 

describing the images using brightness, contrast, and micro-

contour orientation histograms. Each of these descriptions 

provides a coding of the image, which in turn provides n 

parameters. The extracted characteristics are presented to an 

encoder’s input of the neural network. The encoder generates a 

high-dimensional binary output vector, which is presented to the 

input of the neural classifier. This paper presents the 

performance of one classifier, the Random Threshold Classifier 

(RTC). The classifier’s output is the recognized class, which is 

either a healthy cell or an Acute Lymphoblastic Leukemia-

affected cell. The proposed RTC achieved a recognition rate of 

98.3 % when the data has partitioned in proportion: 80 % for 

training set and 20 % for testing set..  

Keywords— RTC neural classifier; image processing; cell analysis; 

detection of white blood cells; leukemia classification  

I.  INTRODUCTION  

Artificial Intelligence (AI) is currently used in a wide 
variety of fields, including the medical field. With the aid of 
various AI techniques, specialized software for the early 
diagnosis of diseases can be developed [1–3]. 

In the study [4] AI techniques are applied to analyze and 
recognize images captured by a microscope of human 
peripheral blood smear samples. A tool is developed using 
computer vision and neural networks to help detect possible 
changes in the size and shape of the different blood cells, with 
a focus on lymphocytes, for the detection of Acute 
Lymphoblastic Leukemia (ALL) [4]. The morphological assay 
can add information about the pathophysiology of COVID-19 
disease and its progression. In this type of analysis, 
hematological abnormalities that occur in patients affected by 
severe viral pneumonia with clinical consequences that can 
end in multiple organ failure were detected [5–8]. 

A normal blood consists of three main components: red 
blood cells (erythrocytes), white blood cells (WBC) or 
leukocytes, and platelets. Leukocytes are easily 
distinguishable due to the fact that their nuclei are darker than 
the background. Granulocytes are leukocytes containing 
granules, including neutrophils, basophils, and eosinophils. 
Cells without granules are called mononuclear and include 
lymphocytes and monocytes, Fig. 1. The percentage of 
lymphocytes in human blood ranges from 20 % to 45 %, and 

their size ranges from 7 to 15 micrometers. They are 
distinguished by a round nucleus and poor cytoplasm. ALL 
affects a group of leukocytes called lymphocytes and is caused 
by the excessive production of immature white blood cells 
called lymphoblasts (also known as blastic cells), which 
inhibit the production of normal white blood cells. ALL 
lymphoblasts are characterized by additional morphological 
alterations that exacerbate the severity of the disease. In 
particular, lymphocytes have a regular shape and a compact 
nucleus with regular and continuous borders. In contrast, 
lymphoblasts have an irregular shape and contain small 
cavities in the cytoplasm, called vacuoles, and spherical 
particles within the nucleus, called nucleoli [9]. Leucocyte 
classification for leukemia detection using Image Processing 
Techniques (IPT) was proposed in [10]. 

           

        a                     b                      c         d 

Fig. 1. Examples of white blood cells (leukocytes):  

a – neutrophils, b – basophils,  

c and d – lymphocytes with ALL  [4]  

Cells in human blood can be counted using image 
processing techniques, which at the same time may provide 
information on cell morphology. A system for the automatic 
detection of ALL-affected cells is first based on image 
acquisition using a camera attached to a microscope. The most 
challenging task in image processing is the segmentation of 
complex images, such as blood cells, due to their complex 
nature and overlapping of these cells. Then from each cellular 
component, different characteristics, such as shape, color, 
and/or texture as well as their combinations, most of which are 
problem-specific, are extracted, and the classifier will detect 
ALL-affected lymphocytes or not from this data. 

The problem of white blood cell identification and 
classification is focused in [11]. The proposed system first 
separates leukocytes from other blood cells in the blood 
image, then extracts morphological indices, and finally 
classifies the leukocytes using a neural classifier. To improve 
the image, low-pass, and band-pass filters are applied to 
reduce noise if they do not have good illumination [12]. The 
authors focus on the segmentation process of blood images to 
extract significant parts or regions of interest and propose an 
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intuitionistic fuzzy set approach for optimal threshold 
selection based on histogram calculations.  

Using active contour models that are initialized with 
morphological operators, cells are segmented in [13]. 
Functions based on shape and texture are used for 
classification. An effective technique for automatically 
segmenting blood cell nuclei is described in [14]. The 
technique is based on the enhancement and filtering of 
grayscale contrast. A very detailed review of the different 
proposals reported in the literature on methods of 
segmentation, extraction of characteristics, and classification 
of white blood cells or leukocytes is presented in [15] – [17]. 

Various segmentation techniques, such as, Hough 
transform, thresholding techniques, boundary-based 
segmentation, and region-based segmentation, have been 
proposed to achieve efficient and accurate results [18–20].  

Tests on public datasets for leukemia detection, SMC-IDB, 
IUMS-IDB, and ALL-IDB, were conducted and achieved an 
ALL-classification accuracy of 94.1 % [21],  

One of the ways to increase the accuracy and speed of 
recognition algorithms is to use a convolutional neural 
network (CNN). It was introduced a CNN in conjunction with 
a Kohonen network, the first to provide the system with the 
ability to detect and recognize objects and the second to find 
areas of interest. The combination of the above methods 
allows to speed up the process of searching and recognizing 
objects in images [22, 23]. 

I is important to emphasize that all of the listed works use 
different methods for the recognition and classification of 
images of healthy and ALL-affected blood cells. In this work 
let’s present our neural classifier called Random Threshold 
Classifier (RTC), as well as our approach of the extraction of 
texture features. The task of medical images recognition is 
actual and important.  

II. MATERIALS AND METHODS 

There are different proposals to detect ALL using different 
artificial intelligence methodologies. They use the ALL-IDB 
database [24]. This database is popular to compare different 
methods and algorithms. Let’s analyze the results that were 
obtained with this image database. 

There were algorithms and showed the classification of the 
acute lymphoblastic leukemia into its three respective 
categories namely: L1, L2, L3, achieved an overall accuracy 
of 98.6 % [25].  

It was used fuzzy c-means (FCM) clustering for nuclei 
segmentation [26]. They extracted, five geometrical features 
(area, perimeter, solidity, eccentricity and extent) and, 36 
statistical features (mean, standard deviation, energy, entropy, 
skewness and kurtosis) are calculated from the image 
histogram of the red, green and blue, plus the hue, saturation 
and enhanced value channels from the pixels located in nuclei, 
respectively. In this way they obtained 41 components and 
selected 13 of the best features. For the classification of L1, 
L2, L3, normal, reactive and atypical cells, Random Forest 
(RF) classifier was applied and result was in 98 % accuracy.  

It was proposed a hybrid model based on deep 
convolutional neural networks (CNNs) and a deep residual 
network named ResNet-50 V2 [27], to predict ALL. They 
trained the deep residual network using the optimized 
hyperparameters by genetic algorithms (GA), reaching higher 
performance against approaches without optimization and 
optimization using random search and Bayesian algorithms 
[28]. The results show that the GA optimization improves the 
accuracy of the classifier, obtaining 98.46 %.  

The authors did two experiments: in one of them they 
obtained 98.62 % when the data has been partitioned on 
training and testing sets as 80 % and 20 %, and in the second 
experiment they obtained 97.73 % when the data has been 
partitioned as training and testing images as 60 % and 40 % 
[29].  

It was proposed an improved Adaptive Network-Based 
Fuzzy Inference Systems (ANFIS) model to predict leukemia 
data using an Euclidean distance to measure between the 
trained feature data and the test feature data [30]. Improved 
ANFIS obtained the best accuracy of 97.14 %.  

Classification of white blood cells into healthy and 
unhealthy using Support Vector Machine (SVM) learning 
model was presented in [31]. Image features are extracted with 
transfer learning approach of deep convolutional neural 
network using AlexNet pretrained model. AlexNet is an eight 
layered convolutional neural network. This model is 
introduced by Alex Krizhevsky at University of Torento in 
2010 [32]. This approach validates the process of 
discriminating white blood cells into healthy and acute 
lymphoblastic leukemia affected unhealthy cells with 96.15 % 
of accuracy.  

A computer-aided automated diagnosis system for 
detection of acute lymphoblastic leukemia (ALL) using deep-
learning models is discussed in [33]. The work implemented 
in this paper does not require any preprocessing, the raw 
image is fed in this model for performing both feature 
extraction and classification task. This proposed method 
achieves an accuracy of 98 %. 

A micro-pattern descriptor, called Local Directional 
Number Pattern (LDNP) along with Multi-scale Weber Local 
Descriptor (MWDT) for feature extraction task to determine 
cancerous and noncancerous blood cells are discussed and 
presented in [34].  

The k-means clustering algorithm for segment the images. 
Based on the colour, texture and shape the image pixels are 
grouped as three clusters. The texture features were extracted 
as Grey Level Co-Occurrence Matrix (GLCM) and Local 
Binary Pattern (LBP) are used in [35]. Support vector machine 
(SVM) with Gaussian radial basis function (RBF) as kernel is 
used for classification. They obtained an accuracy of 95.3 % 
for ALL-IDB2 database. 

So, last year’s active attention of scientists and engineers is 
attracted to the problem of automatic recognition and 
classification of blood cells for different types of diseases. 
Analysis of WBC from blood can help to detect ALL, 
COVID-19 disease or other illness.  
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We have proposed an automated method for the 
identification and classification of white blood cells using 
microscopic images of peripheral blood smears and neural 
Random Threshold Classifier (RTC) [36] and Limited 
Receptive Area (LIRA) Neural Classifier [37] that we do not 
describe here in detail. 

The aim of this study is to develop a method for automated 
classification of blood cell images for the diagnosis of various 
diseases, which allows increasing the recognition rate in the 
diagnosis of diseases. To achieve the goal, the following tasks 
are required: 

– the development of algorithms of feature extraction from 
images; 

– the development of neural networks as element of 
decision making; 

– programming of the algorithms of feature extraction 
from images and neural network method; 

– testing them on selected image database. 

Assumptions accepted in the work are the following: 

– it is possible to extract different features of the images of 
the blood as from patients with diseases and from images of 
healthy persons; 

– neural network can be trained and after that can be used 
to recognize new images of blood cells. 

III. RESULTS AND DISCUSSION 

A. Texture Recognition in Blood Smear Images 

The task of image recognition of lymphocytes affected by 
ALL consisted from several steps. The first step requires 
selecting the cells that are affected by the disease. A typical 
blood image consists of three components: red blood cells 
(erythrocytes), leukocytes, and platelets. Therefore, let’s focus 
on leukocytes, specifically lymphocytes. Fig. 2 depicts a 
sample image from the ALL-IDB2 database [24] containing 
two healthy cells from patients without ALL and two probable 
blast cells. The second step includes the calculation of texture 
features. The third step includes the training of neural 
classifier. 

The method of French-American-British co-operative 
group (FAB) is used in medicine for a long time to classify a 
cell as a blast or normal [38]. The FAB classification for acute 
lymphoblastic leukemia is divided into three categories: 

L1: Lymphoblasts are small and homogeneous. The nuclei 
are round and regular with little cleavage and discrete 
nucleoli. The cytoplasm is scant and usually without vacuole. 

L2: Lymphoblasts are massive and diverse. The nuclei are 
irregular and frequently cleft. Nucleoli are present. The 
cytoplasm may contain vacuoles, and its volume is variable 
but typically abundant. 

 

        
a   b      c  d 

 

Fig. 2. Images from the ALL-IDB2 database [24]:  

a and b present healthy cells from patients without ALL;  
c and d present probable lymphoblasts from patients with ALL 

 

L3: Lymphoblasts range in size from moderate to large and 
are homogeneous. One or more prominent nucleoli are 
present. The shape of the nuclei is regular and round-oval. The 
cytoplasm is moderate in volume and contains numerous 
prominent vacuoles. 

The RTC includes the following blocks: Input data, 
Characteristic extractor, Encoder, Classifier, and Recognition 
class (ALL cells or Normal cells). The extracted 
characteristics are presented to the input of the encoder. The 
encoder generates the output binary vector, which is then 
presented to the input of the single-layer neural classifier, and, 
finally, the classifier’s output provides the recognized class, 
which in this case consists of two classes, healthy cell, and 
affected cell [36, 39, 40].  

B. Caracteristic Extractor 

This module is based on the image processing procedure. 
It provides with the necessary information to distinguish a 
leukocyte from the other cells in the peripheral blood image, 
as well as the characteristics that distinguish a lymphocyte 
from a lymphoblast. This system includes color, texture, and 
border characteristics represented through their histograms, 
and these characteristics are obtained from the nucleus of 
every lymphocyte or lymphoblast discovered by the system. 
To achieve this, an initial image is scanned by moving a 

(2020)-pixel window with a 10-pixel step. Three brightness, 
contrast, and contour orientation histograms were calculated 
for each window. Each histogram consists of 16 components, 
for a total of 48 components or features that will comprise the 
input vector  X  for the RTC classifier. 

C. Caracteristic Encoder 

The characteristic encoder converts the extracted 
properties given by the property or characteristics extractor 
into a binary vector. Encoding then creates a binary vector b 
for all blocks. This vector is presented as the classifier’s first 
layer. The proposed classifier’s first layer follows the same 
training rule as a one-layer perceptron. 

D. Random Threshold Classifier (RTC) 

It is proposed a neural classifier with high performance 
both in training and processing. Random Threshold Classifier 
(RTC) is the name of this classifier [39, 40]. The basic idea is 
to create multilayer perceptrons with a single layer of training 
connections, which allows a rapid training rate. Placing 
additional non-modifiable layers of connections and binary 
neurons that allow nonlinear transformations of spatial input 
parameters to binary spatial parameters with extremely high 
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dimensions improves image recognition accuracy. 

The RTC structure is depicted in Fig. 3. The network 
structure is comprised by s similar blocks with a neural output 
in each block. A complete set of X input characteristics 
supplies each block’s inputs. 

 
a  
 

 
 b 

 

Fig. 3. Random threshold neural classifier: a – the whole structure; b 

– structure of one block 

 

Now let’s describe the one block functioning (Fig. 3, b). 
Each X characteristic feeds two neurons, one neuron with high 
threshold (h) and other neuron with low threshold (l), where S 
represents the number of neuron blocks. The low threshold 
value falls always below the high threshold value. A unique 
random procedure determines these values. The output of the 
neuron with low threshold is connected to the excited input of 
the next neuron a, and the output of the neuron with high 
threshold is connected to the inhibited output of the next 
neuron a. At the output of a neuron, the signal only occurs 
when the input signal X is between low and high values of 
thresholds. All outputs of a neurons within a j block are 
connected to the excited inputs of b output neuron, which 
represents the whole neural block output.  

The b neuron is analogue of a logical element “And” i. e., 
in the b neural output, the signal is generated when all a 
neurons within the block are excited. The neural output for 

each block is connected to all the neural inputs of the last layer 
c of the classifier through trainable connections. The c neuron 
in the last or response layer are associated with class to be 
recognized. The weights of trainable connections between b 
and c neurons are modified at each training stage. Each c 
neuron represents a classification response of the system, and 
the neuron with the greatest excitation value is chosen as 
classifier response.  

The classifier works in two ways: training and recognition. 
For training connections, Hebbian’s rule is applied. 

   1 ,jc jcw t w t a                     (1) 

   1 ,ji jiw t w t a                                (2) 

in which the c index represents the correct class, and the index 
i represents the incorrect class. 

The neural network undergoes a training phase whose 
objective is to correctly recognize as many patterns as 
possible. The training consists of decreasing all the weights of 
the connections of the incorrect class and increasing those of 
the correct class, which leads us to supervised or master 
training. 

In order to understand the principles mentioned above, 
let’s interpret them geometrically, as shown in Fig. 4, for a 
case with three input variables X1, X2, and X3, so for three-
dimension task instead of n dimension as presented in Fig. 3. 

 

Fig. 4. Geometric identification of the neuron 

 

When the point representing the feature vector is inside the 
represented rectangle, the output neuron that is corresponded 
to the block output will be stimulated or active. Since the 
classifier contains a sufficient number of blocks with similar 
(neurons with thresholds) but different characteristics 
(different values of thresholds), all spatial features appear in a 
sufficient number of multidimensional parallelepipeds located 
on random planes and having random sizes. Let’s demonstrate 
the geometrical interpretation only for three input parameters. 



“Rəqəmsal tibb 4.0: problemlər, imkanlar və perspektivlər” II respublika elmi-praktiki konfransı, Bakı, 23 may 2025-ci il 

 

166 

The number of parallelepipeds is equal to the number of 
blocks. It is possible to analyze the point in space 

 * * *

1 2 3, ,X X X  shown in Fig. 5 where numerous (V) 

parallelepipeds have been covered. With the training process 
and definition of weights between penultimate and last layers 
the neural classifier can divide the parametric space on 
different classes. 

 

 
Fig. 5. A geometric representation of the classifier 

 
Taking into account the need to distinguish three classes, 

let the point  * * *

1 2 3, ,X X X  belong to the second class. If the 

point is far from the class boundary, it is covered by 
parallelepipeds whose volumes lie within the class boundary 
of the second class. This implies that during the training 
process, the weights of the connections between neurons b and 
c will contribute to the second class. Therefore, the point 

 * * *

1 2 3, ,X X X  will be recognized as belonging to the second 

class. 

E. Database Descriprion:ALL-IDB 

ALL-IDB [24] is a public imaging database of peripheral 
blood samples from healthy individuals and leukemia patients. 
These samples were gathered by professionals at the M. 
Tettamanti Research Center for Childhood Leukemia and 
Hematological Diseases in Monza, Italy. The ALL-IDB 
database is comprised of two different versions, ALL-IDB1 
and ALL-IDB2, and its images are in JPG format with 24-bit 
color depth. ALL-IDB1 is comprised of 108 original RGB 
images captured with a laboratory optical microscope and an 
Olympus Optical C2500L camera or a Canon Power Shot G5 

camera. The resolution of the first 33 images is 17121368, 

while the remaining images have a resolution of  25921944. 

The images were taken at different microscope 
magnifications, ranging from 300 to 500, which brought the 
differences in color and brightness. ALL-IDB1 provides 
complete images containing cells and agglomerates; thus, it 
can be used to evaluate the segmentation capabilities of 
algorithms, as well as the image preprocessing techniques or 
the classification systems. ALL-IDB2 is a collection of 
clipped areas of interest from blastic and healthy cells 
extracted from ALL-IDB1. It consists of 260 images, with 
50 % of these depicting lymphoblasts. 

F. Comparison of Results 

To present the results obtained by the RTC neural 
classifier, the aforementioned ALL-IDB2 database was 
employed, along with 100 images, of which 60 were used for 
training and the remaining 40 for testing.  

The graphical user interface is comprised of a menu with 
the following options: Fig. 6: Mask generation, Open Image-
Coding, Training, and Recognition. 

 

 
Fig. 6. Principle menu and scan of image with 20x20 window 

 

In the first option, “Mask generation” is the first part of the 
RTC classifier structure. The program randomly selects 
images from the ALL-IDB database for the training phase, 
where half of the images are selected for training and the other 
half for testing. The following option – “Open Image-
Coding”– is where the 100 images in the database are opened 

and encoded. It is performed a scan of a (2020) pixels 
window. Where there are three classes, one of them 
corresponds to class zero (0), which helps us identify the 
background of the image; the next class (1) for the case where 
there are no cells affected by the ALL disease, i.e., healthy 
cells, and finally, class two (2) where there are cells affected 
by the ALL disease (lymphoblasts). For each of these classes, 
the histograms of brightness, contrast, and micro-contour 
orientation for the window are computed, and thereafter those 
data are codified. 

Once this process is finished, the “Training” option will 
begin, which, as mentioned above, consists of decreasing all 
the weights of the connections of the incorrect class and 
increasing those of the correct class, the objective of which is 
to correctly recognize the most significant number of patterns. 
Finally, there is the “Recognition” option in which the 
remaining half of the images, which were not used in the 
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training phase, are used. At this stage, it is possible to 
visualize the number of errors, and with these, it is possible to 
calculate the recognition percentage of our system. It is worth 
mentioning that to obtain 48 texture characteristics of the area 
of interest which is the nucleus, as shown in Fig. 6. 

Experiments with RTC demonstrate that the results were 
superior to the best result obtained in [34] and significantly 
superior to those obtained using SVM-G in [35]. It should be 
noted that all mentioned methods utilize the ALL-IDB 
database.  

The RTC neural classifier demonstrated a higher 
recognition percentage of 98.3 % compared with 95.3 % of the 
SVM-G and of 97.69 % [36, 41]. So our neural classifier may 
be used to identify the lymphoblasts using images of the 
healthy or diseased cells. The LIRA demonstrated the best 
recognition rate of  96.56% [37]. 

As shortcomings of this study it is possible to note that it is 
used only one image database. For effective application of 
neural classifiers it is very important to increase the number of 
images for training process. The time of training may demand 
hours or days. But it is possible to use pre-trained neural 
networks.  

IV. CONCLUSIONS 

The neural classifier with the title the Random Threshold 
Classifier (RTC) was used to recognize the texture of human 
blood cells images, with a focus on white blood cells 
(leukocytes). The classification of healthy lymphocytes and 
diseased lymphocytes, also known as lymphoblasts was 
selected as test task. At the input of the RTC classifier, 
brightness histograms, contrast histograms, and micro-contour 
orientation histograms were calculated for each image from 
the ALL-IDB database, generating a characteristics vector that 
would be the input of the neural classifier. The specialized 
program is developed using C++ to extract the characteristics 
of interest and to train and test the images with RTC neural 
classifier. The program system permits us to recognize where 
the healthy or diseased cells are detected. The RTC neural 
classifier demonstrated a higher recognition percentage of 
98.3 % . So our neural classifier may be used to identify the 
lymphoblasts using images of the healthy or diseased cells. 
The LIRA demonstrated the best recognition rate of  96.56%. 
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