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Abstract — With the development of state-of-

the-art technologies, there is a need for 

convenient and natural communication 

between a person and a computer. The 

literature on automatic speech recognition 

has used many methods for various 

languages, including machine learning 

methods for speech analysis and 

classification. In terms of speech 

technologies, namely, speech synthesis and 

recognition, speaker identification, dialect 

recognition, and speaker accent, little 

research has been done on the Azerbaijani 

language. This paper analyses the issues of 

using speech technologies in the Azerbaijani 

language. The emergence of computers with 

artificial intelligence that can understand the 

Azerbaijani language will contribute to a 

new experience and a comprehensive 

intellectualization of human life. 
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I.  INTRODUCTION 

Speech is a complex signal resulting 
from several transformations occurring at 
various information levels: semantic, 
linguistic, articulatory, and acoustic. Speech 
is the easiest and most convenient way to 

exchange information and the most natural 
way of interaction between people. 

The automatic speech recognition system 
helps us with this. Such a system allows a 
computer to take an audio file or direct 
speech from a microphone as input and 
convert it to text, preferably in spoken 
language script [1]. 

The main speech technologies include 
speech synthesis, accent recognition, speech 
and language recognition, emotion 
recognition, gender detection, and speaker 
recognition (Fig. 1). 

Recent advances in speech recognition 
create a dynamic environment as this 
technology allows to: 

 access electronic services via voice 
without being distracted by the screen of 
the control device (keyboard, mouse, 
etc.); 

 increase the security of personal data by 
using voice authentication; 

 simplifies the input of search queries; 

 make web resources accessible to people 
with disabilities. 
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Human speech, dialects, and accents 
have tremendous variety, and this variation 
in speech patterns is one of the biggest 
hurdles in building an autonomous speech 
recognition system. 

 

 
Fig. 1. The different speech tasks. 

 

Furthermore, the problem arises when we 
add various factors like gender, style, and 
speed of speech. Another obstacle to 
creating an automatic speech recognition 
system is the presence of a large speech 
corpus, particularly for the Azerbaijani 
language. Along with the use of various 
methods and algorithms, it is necessary to 
consider the features of natural language in 
developing these systems. In this regard, at 
the moment, there are only some learning 
models for a small number of languages [2]. 

II. AUTOMATIC SPEECH RECOGNITION 

As one of ICT, modern speech 
technologies have unique capabilities and 
are widely used in such areas as e-medicine, 
forensic phonetics, distance learning, and 
others. 

Speech technologies using Big Data, the 
Internet of things, and cloud technologies 

contribute to convenient and natural 
communication between people and a 
computer. Various methods have been 
proposed to solve the problems of automatic 
language identification based on machine 
learning methods, including deep neural 
networks [3]. 

The main stages of state-of-the-art 
automatic speech recognition systems are 
shown in Fig. 2. 

A. Feature extraction 

The feature extraction process is used to 
remove unnecessary information from the 
signal. A good feature extraction algorithm 
should be able to extract features in real 
time and contain as much information as 
possible. Feature extraction algorithms can 
also be classified based on speech features 
into temporal and spectral features. Time 
analysis methods analyse the audio signal in 
its original form in the time domain. The 
spectral analysis uses the spectral 
representation of a speech signal, i.e., the 
frequency domain. Some of the techniques 
used for feature extraction are MFCC (Mel-
frequency cepstral coefficients), PLP 
(perceptual linear prediction), DWT 
(discrete wavelet transform), Relative 
Perceptual Spectral Linear Prediction 
(RASTA-PLP), and LPC (linear prediction 
coding). 

B. Classification 

After extracting the features, they are passed 
to the classifier's input. The task of the 
classifier is to study the relationship 
between the given sound input 
characteristics and the corresponding text. 
First, they are trained using a large enough 
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dataset to recognize specific patterns in the 
speech signal. The most commonly used 
classifiers are HMM 
(hidden Markov model), ANN (Artificial 
neural network), and SVM (support vector 
machine) [3]. 

C.  Language model 

An efficient language model is needed to 
create a real-time automatic speech 
recognition system. It uses the structural 
constraints of the language to predict the 
probability of a word occurring for a 
particular sequence of words. The difference 
between a classifier and a language model is 
that the classifier matches speech signals to 
the closest possible sequence of words. In 
contrast, the language model tests the 
probability of occurrence of the sequence of 
words generated by the classifier. Since in 
all world languages, some phrases sound the 
same but with different meanings. It can be 
fixed using a language model in conjunction 
with a classification model. 

D. Acoustic model 

Acoustic modeling analyses the training 
data in terms of relevant characteristics, for 
example, using various possibilities, 
expressing them as probabilities, and then 
combining these probabilities into a model, 
for example, HMM [4]. Various types of 
acoustic models have been used for 
automatic speech recognition, such as 
GMM (Gaussian mixture model), DNN 
(deep neural network), and LSTM (long 
short-term memory) in combination with 
HMM, and CNN (convolutional neural 
network) [5]. 

E. Decoding 

Feature vectors are decoded into the 
linguistic units that make up speech using 
acoustic models derived from the recordings 
and their corresponding transcripts. 
Linguistic and pronunciation knowledge is 
often used to improve decoding 
performance. 

III. PROBLEMS OF AUTOMATIC SPEECH 

RECOGNITION 

Automatic speech recognition systems 
differ in the type of speaker, style of speech, 
and vocabulary size. 

 

 

Fig. 2. Typical automatic speech 
recognition process. 

 

They can be speaker-dependent, speaker-
independent, and speaker-adaptive (Fig. 3). 
The efficiency of an automatic speech 
recognition system's efficiency depends on 
the dictionary's size. 

The main problems of speech recognition 
are as follows: 

 the same speech fragments have different 
characteristics and different duration; 
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Fig. 3. Speech recognition systems 
classification. 

 

 faulty and unclear pronunciation; 

 poor diction of the speaker; 

 high level of extraneous noise; 

 insufficient or poor training of AI 
models; 

 significant similarity of dictionary words; 

 pronunciation with different intonation; 

 the grammar used by the speaker and 
received by the system, the position of 
the microphone, and the user's speech 
speed; 

 accent and dialect of the speaker. 

IV. SPEECH TECHNOLOGIES IN THE 

AZERBAIJANI LANGUAGE 

One of the main challenges for state-of-
the-art research on speech production and 
speech technologies is the understanding 
and modeling of individual variations in 
spoken language. People have their 
speaking styles, depending on many factors. 
These differences demonstrate the difficulty 
of modeling large-scale speaker-
independent systems designed to process 
information in a particular language. People 

learn over the years, to some extent, to 
identify and interpret most of these speech 
aspects. 

Over the past few decades, significant 
progress has been made in automatic speech 
recognition for various languages based on a 
given speech pattern [6, 7]. 

The Azerbaijani language belongs to the 
Turkic group of languages. This language 
group has more than 50 languages. 

Azerbaijan is currently developing 
automatic speech recognition systems using 
the most modern methods [2, 8, 9]. 

Deep learning is fast becoming the 
method of choice over traditional automatic 
speech recognition methods. In addition, 
most research is developing toward 
multimodal and unsupervised speech 
recognition and Natural Language 
Processing (NLP) [9, 10]. 

CONCLUSION 

Voice recognition of the language 
ensures its entry into all modern machine 
learning and artificial intelligence systems. 
Recognition, processing, and translation of 
speech require complex engineering and 
linguistic solutions. This paper considered 
the issues of using speech technologies in 
the Azerbaijani language. 

Summing up, the following priority areas 
can be identified: 

 Development of large speech corpora. 

 Development of continuous speech 
recognition technologies, including 
ready-made acoustic-phonetic models. 



Ümummilli lider Heydər Əliyevin 100 illik yubileyinə və Beynəlxalq Ana dili gününə həsr olunmuş “Azərbaycan dilinin İKT 

problemləri, İKT-nin Azərbaycan dili problemləri” respublika elmi-praktiki konfransı, 21-22 fevral 2023-cü il 

35 
 

 Creation of a program complex for 
restoring distorted and noisy speech 
messages in both a limited (thematic) 
dictionary and a mixed one. 

 Creation of interpreters that correctly 
convey the meaning of a highly distorted 
speech message. 

 Automated detection of linguistic 
information in texts and speech messages 
for biometric control. 
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