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Abstract — In the study a comparative 

analysis of the recognition effectiveness of 

the use of text features used in the author 

recognition computer system in combination 

with different methods and models of 

machine learning to recognize the authors of 

literary works in the Azerbaijani language 
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I.  INTRODUCTION 

Text authorship recognition has actual 
applications, such as the authorship of 
unattributed fictional works, as well as 
authorship identification of e-mails, texts on 
online forum pages, and blog posts. 

Recognition of the authorship of texts is 
understood as selection of the author of a 
given text among certain author candidates 
based on the texts of those author 
candidates. For this, text samples known to 
be written by those author candidates are 
used [1]. Various methods and models of 
machine learning were used to establish the 
relationship between the features of these 
text samples and their authors. 

After T.C. Mendenhall showed that the 
number of words of certain lengths (e.g. 

number of 1-letter words, number of 2-letter 
words, etc.) remained invariant within the 
text of C.J.H. Dickens' Oliver Twist, he 
compared the features of the texts of 
Shakespeare's and Bacon's works [2], [3]. 
A.A. Markov used the frequency of 
occurrence of vowel-vowel, consonant-
vowel, and so on in A.S. Pushkin's "Eugene 
Onegin" in his work devoted to an 
application of statistics [4]. Mosteller and 
Wallace used frequencies of selected words 
to identify the authors of twelve unknown 
authors among the Federalist papers [5]. 

In another study, recognition of the 
authorship of texts was carried out on 634 
fictions by 55 authors [6]. However, as a 
result of the increase in Internet resources, 
in recent years there have been more works 
devoted to authorship identification of short, 
non-fiction texts such as articles in 
newspaper columns [7]-[9]. 

Statistical methods, machine learning 
methods and models were used to recognize 
the authorship of texts in the Azerbaijani 
language [10]-[13]. 

In the study based on the results of 
computer experiments, a comparative 
analysis of the effectiveness of a number of 
text features and several machine learning 
methods and models that can be used to 
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recognize the authorship of texts in the 
Azerbaijani language on an example of 
artistic works was conducted. 

II. PROBLEM STATEMENT 

In this study, the problem authorship 

recognition was considered on an example 

of the works of several famous Azerbaijani 

writers. A comparative analysis of the 

recognition effectiveness of the use of 

different feature sets with different methods 

and models of machine learning for use in a 

computer system that recognizes the 

authorship of texts in the Azerbaijani 

language was carried out. 

A. Used Dataset 

The dataset (dataset-0) consisting of 23 

large-volume, 128 small-volume, total 151 

works of 11 Azerbaijani writers was used in 

this work. Each of the large-volume works 

was divided into 10 parts (with almost 

equal number of characters), which were 

considered as separate texts, thus another 

dataset (dataset-1) consisting of 

23x10+128=403 texts was prepared. The 

observations in this dataset-1 are split into 

training and test sets on 80-20 ratio (325 

and 78 observations). 

The recognition models were trained with 

the training set obtained from dataset-1, and 

their accuracy was evaluated on both the 

test set obtained from dataset-1 and dataset-

0 itself. At the same time, accuracies were 

also evaluated on the test base obtained 

from dataset-1 with a certain confidence 

(recognition is rejected if a certain degree 

of confidence is not obtained, even if the 

recognition result is correct for that 

observation, it is considered wrong). 

B. Used Text Features 

Here, as text features, the frequencies of 

letter n-grams (a letter n-gram is a 

combination of n letters), the frequencies of 

words of a certain length (for example, the 

frequency of 5-letter words, the frequency 

of 6-letter words, etc.), the frequencies of 

sentences of a certain length (for example, 

the frequency of 5-word sentences, the 

frequency of 6-word sentences, etc.), letter 

n-gram variance features, which express 

how letter n-grams are distributed within a 

text (a given text is divided into parts, n-

gram frequencies are calculated in each 

part, variance of them are found) were used. 

The feature sets consisting of different 

numbers of features selected from these 

features are described in Section III. 

C. Used Machine Learning Methods and 

Models 

Artificial Neural Network (ANN), 

Support Vector Method (SVM) and 

Random Forest (RF) were used in the 

study. Radial Basis Function was used as 

kernel in SVM. The characteristics of ANN 

architectures were defined according to the 

number of features. One set of letter 2-

grams has also been used with a 

Convolutional Neural Network (CNN) in 

the form of a two-dimensional matrix.  



Ümummilli lider Heydər Əliyevin 100 illik yubileyinə və Beynəlxalq Ana dili gününə həsr olunmuş “Azərbaycan dilinin İKT 

problemləri, İKT-nin Azərbaycan dili problemləri” respublika elmi-praktiki konfransı, 21-22 fevral 2023-cü il 

24 
 

III. DESCRIPTION OF USED FEATURE SETS 

AND INFORMATIVE FEATURES SELECTION 

ALGORITHM 

A. Used Feature Sets 

From the features of the frequencies of 

sentences of a certain length and the 

frequencies of words of a certain length 

(let's call them sentence frequencies and 

word frequencies for short), two feature sets 

were made each. In one of the sentence 

frequency set, there are frequencies of 5-

word, 6-word, ..., 14-word sentences, and in 

the other, there are frequencies of 5-word, 

6-word, ..., 29-word sentences. One of the 

word frequency feature sets contains the 

frequencies of 3-letter, 4-letter, ..., 7-letter 

words, and the other has the frequencies of 

3-letter, 4-letter, ..., 12-letter words. The 

frequencies of 5-word, 6-word, ..., 14-word 

sentences and the frequencies of 3-letter, 4-

letter, ..., 12-letter words were also used. 

Letter 1-grams and selected letter 2-

grams (The selection of informative letter 

2-grams is described in the next paragraph) 

feature groups were also used. Seven 

feature sets were obtained by choosing 5, 

10, ..., 25, 50, 100 letter 2-grams from the 

possible letter 2-grams. Feature sets 

consisting of the variances of frequencies of 

letter 1-grams and selected 2-grams in 

separate parts of the given text were also 

created. Several mixed feature sets 

consisting of letter n-grams and their 

within-text variances were also used (4 

feature sets with 10, 20, 30, 40 features 

using 5, 10, 15, 20 features from each of 

these feature classes). 

B. Selection of Informative Letter bigrams 

For the selection of informative letter 2-

grams, all the texts in the training database 

were combined into one text, the 

frequencies of all possible letter 2-grams in 

this single text were calculated, and the 

high-frequency 2-grams were selected. 

IV. RESULTS OF COMPUTER EXPERIMENTS 

The maximum recognition accuracies 

obtained on dataset-0 when using different 

models and methods of machine learning 

with different feature sets are given in 

Table I. 

TABLE I.  RECOGNITION ACCURACIES OF 

FEATURE SETS 

Feature 

classes 

ANN CNN SVM RF 

n-gram 31.13% 44.3% 93.38% 96.69% 

variation 31.13% - 39.74% 68.21% 

n-gram + 

variation 
9.93% - 58.94% 85.43% 

sentence 

frequencies 
42.38% - 65.56% 78.81% 

word 

frequencies 
5.30% - 56.95% 74.83% 

sentence-

word 

frequencies 

15.89% - 66.89% 86.75% 

CONCLUSION 

In this study based on the results of 

computer experiments, a comparative 

analysis of the effectiveness of different 

methods and models of machine learning to 

recognize the use of different feature sets, 

composed of different numbers of features 

belonging to different classes of features for 

use in a system that recognizes the 

authorship of texts on an example of the 
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fictional works of several Azerbaijani 

authors, is given. 

The feature sets consisting of letter n-

grams outperformed other features in 

recognition accuracy. Although Random 

Forest gives the highest recognition 

accuracy among the models and methods, 

more reliable results were obtained with 

Support Vector Machine. 
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