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Abstract—      In this paper we discuss the case study approach 
to learning Text Mining techniques. We propose a novel 
framework that supports case-based learning and implements the 
SMART-goal setting methodology. 

Index Terms— case study, Text Mining, learning approach. 

I. INTRODUCTION

In this paper, we propose a novel framework that provide 
students to learn Text Mining in a smart practical way. The key 
idea of a proposed framework is based on the SMART-goal 
setting technique. The technique is used for creating goals, 
which are specific (S), measurable (M), attainable (A), realistic 
(R) and timed (T). Nowadays this technique is actively used in
pedagogy to improve students’ motivation and engagement.

When the technique is applied to learning Text Mining, 
learning smart goals can be defined on the base of a simple and 
an efficient template (see table 1). For example, a learning goal 
can be set as follows: «Learn to solve the task of keyword 
extraction with the precision more than 60% using the Chi-
squared method for the geology domain texts by the 16th June». 

TABLE I.    THE SMART GOAL TEMPLATE 

S Learn to solve the <SPECIFIC TASK> 
M With the <SUCCESS CRITERIA>  
A Using the <SET OF AVAILABLE TOOLS> 
R For the <REAL DOMAIN> 
T By the <DATE> 

We believe that the most efficient way to achieve learning 
goals formulated in such “smart” manner is case-based learning. 
Case-based learning also referred to as case study learning is a 
pedagogical method, which used “to generate an in-depth, multi-
faceted understanding of a complex issue in its real-life context” 
[1]. For this reason it is very capable to cover any real tasks and 
solve any real problems however complicated they may appear 
at first sight.  

In our opinion, case study learning is completely relevant to 
realizing smart goals of the learning process. Firstly, case studies 
are specific, realistic and time-bounded by default. Secondly, 
when using case study learning, a teacher aims to prepare case 

materials in order to make learning outcomes attainable and 
measurable.  

Therefore, the aim of the paper is to discuss the design of a 
framework that provides smart-goals oriented case study 
learning. The proposed framework should be an effective tool 
for setting case study goals, for organizing case study materials 
to achieve defined goals, for providing all necessary means and 
methods to fulfill a case study research.     

The rest part of the paper is organized as follows. The related 
work is given in Section 2. In Section 3, we formulate the 
ideology of the proposed framework. The paper is concluded in 
Section 4. 

II. RELATED WORK

Text Mining and broader Information Technology are 
demanding “with respect to professional skills in problem-
solving, teamwork, project management, professional ethics and 
values” [2]. This motivates pedagogues to focus on using of 
problem-based and case-based learning tools. Nowadays the 
market of learning systems is saturated with a great number of 
tools that help pedagogues and students to hone students’ 
professional skills in project and time management, as well as in 
collaboration work.  

However, professional skills are not limited only to 
management and job performance; the main goal of any course 
is to increase the level of problem-oriented knowledge of 
students. In that regard, it is especially important to create new 
programs and interfaces for case-based learning, which is a very 
efficient way to augmentation of problem-oriented knowledge 
in Information Technology and its branches.  

As it pointed out in [3], “case studies on their own do not 
help students to learn – by themselves they are just collections 
of information”. To make cases more valuable and useful it is 
necessary to link them with “authentic activities that reflect the 
experience of real word practitioners” [4].  

This idea is widely used in many research works. For 
example, authors of [5] propose a case library, which is a 
collection of usability engineering case studies for teaching 
human-computer interaction. In addition, they develop a 
browser that presents case structures in a direct manner. Authors 
of [3] create a tool called Visualizing a Development Record. Its 
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function is the trail of information that others can follow to trace 
the creation of an interface.  

Work [6] is the most relevant to our study. It presents “a 
generalized interactive case-based learning system with 
multimedia support, which is easy to generate and play cases”. 
The system is designed to teach programming languages. It is 
based on XML, describing the information of cases, including 
the case’s title, problem, analysis, playing sections’ information, 
and path information of all the files (program files, text, audio, 
video, image files) in the database. The most important module 
of the system is case generating module. With the help of this 
module, teachers can generate a case courseware by uploading a 
program code and audio, video, image file for explanation of 
code lines.  

At last, we should to mention some works, which are 
devoted to issues of realization of case-based learning systems. 
For example, authors of [2] propose four requirements for 
interactive case study libraries design. The requirements can be 
summarized into for concepts: authenticity, social interaction, 
resource accumulation/updates and communities of practice. 
Work [7] examines case-based learning in online education from 
three aspects: instructional design, facilitation and technology 
support. It formulates several recommendations and limitations 
for better designing case-based learning activities. 

III. PROPOSED FRAMEWORK

The proposed framework consists of five modules by the 
number of components of the smart goal (see Figure 1). The first 
module (S) allows to define a specific case study (enter a title, 
enter case description, upload video and audio materials, etc.). 
The second module (M) allows selecting criteria that will 
measure if the case is solved successfully. The third module (A) 
allows selecting a set of predefined methods (services) that will 
be used to solve the case. The forth module (R) allows select a 
domain for the case. And, the last module (T) allows setting a 
duration of the case.  

Figure 1 Architecture of the proposed framework 

Selecting criteria means that one or more indicators can be 
selected from a dropdown list. There are three main indictors in 
Text Mining area. These are precision, recall and F-measure. 

However, a teacher can be add new indicators to the list and 
associate them with predefined methods and cases.  The list of 
indicators associated with ontology construction cases is shown 
in Figure 2. 

Figure 2 Selection of indicators 

Predefined methods are realized as units (services) that can 
be compiled together in order to solve the case. For example, the 
full set of predefined methods can consists of lemmatization, 
tokenization, stop-words excluding, terms-by-documents matrix 
construction and other similar services. It is a student’s privilege 
to select or reject any method when constructing the solution of 
the case. Connection of units into the common solution shown 
in Figure 3.   

Figure 3 Connection of units into the solution 

Domains are realized as predefined collections of texts 
related to different topics. Domain selection means that case 
experiments will be conducted on texts of a specific topic. 
Domain selection module is shown on Figure 4. 

Module S •Define a case

Module M
•Select success criteria and define
threshold values for them

Module A
•Select predefined methods to
compile a case solution

Module R •Select domain (topic)

Module T
•Set a duration of solution
construction proccess
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Figure 4 Domain selection module 

A pilot version of the proposed framework was implemented 
in the form of web-application. This application was proposed 
to master students of Informatics to implement their experiments 
during course project development. The results of two specific 
case studies are shown in figure 5 and 6. 

 

 
Figure 5 The result of a case study devoted to ontology 

construction  

 
Figure 6 The result of a case study devoted to keyword 

extraction 

IV. CONCLUSION 
In this paper, we explore the problem of computer-supported 

case learning for Text Mining area. We realize the computer 
framework that is based on smart goal setting approach. The 
proposed framework consists of five modules by the number of 
components of a smart goal. The most important module is the 
third one, which provides case solution building by choosing 
methods from the predefined set of services. Through the 
implementation of services, we can make the proposed 
framework flexible and a really smart. Therefore, we provide 
students with a tool, which assists them to create solutions of any 
complexity.  

Our future work will be directed towards integration of the 
proposed framework with the curriculum development system. 
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Abstract — Processing Big Data in large scale system is a new 
direction of development of information technologies, including 
methods and algorithms of streaming data in real time mode. In 
the paper, application of Markov Decision Process System for 
large scale system management based on Big Data concept is 
proposed. 

Index Terms — large scale system, efficiency, Markov decision 
process, lifecycle, modeling, Big Data. 

I. INTRODUCTION

Nowadays, under condition of economy complexity and 
globalization, most of service and production industries, for 
example, aviation industry, are considered as large scale 
systems. 

However, the main findings of the analysis undertaken in 
this area of research should be pointed as lack of engineering 
management methods in regarding aviation industry. It disables 
considering aviation as a complex system. So, currently, it’s 
impossible to manage and develop aviation industry integrally. 

Modern aviation industry is a complex large scale system 
that includes designing, testing, production, operation, 
maintains services etc. Thus, it seems reasonable to provide 
information logistical support throughout the life cycle of 
single processes in this area. On the other hand, it allows 
building stochastic models to manage aviation industry in real-
time mode under uncertainties and risks conditions. It is 
possible to provide using Big Data concept [1 – 4]. 

The concept of Big Data combines techniques and 
technologies that extract knowledge from huge data streams. 
Active interest from researchers and practitioners in the field of 
aviation to Big Data technology due to the implementation of 
high-speed telecommunication data channels for dynamic 
objects, the implementation of MapReduce, Hadoop 
technologies as well as Cloud Computing [5 – 8]. 

An important place in the framework of standardization of 
design solutions based on the idea of open systems takes 
implementation of CALS technologies. It allows forming the 
basis for the creation and usage of the unified information 
environment during the design, production, testing, and 
operation. At the same time, the application of Big Data on the 
stages of design, testing and operation of control systems and 
aircraft power plant is only at the initial stage today. 

In the paper, Markov decision process system building for 
large scale system management based on Big Data concept is 
considered. 

II. MARKOV DECISION PROCESS SYSTEM BUILDING FOR 
LARGE SCALE SYSTEM MANAGEMENT 

As the decision making approach in the case of large scale 
system, Markov decision processes (MDP) can be applied [9]. 
MDP is a mathematical model applied for decision making in 
situations where outcomes are partly random and partly under 
the control of a decision maker. 

Definition 1. MDP means a stochastic system characterized 
by a 5-tuple gpA ,,,,�S , where the components are as 
follows: S is a finite set of discrete states and A is a finite set of 
control actions. Mapping A: S � p(A) is the availability 
function that renders a set of actions available to each state 
where p denotes the power set. The transition function is given 
by p: S×A � �(S), where �(S) is the set of all probability 
distributions over S. Let p(y | x, a) denote the probability of 
arrival at state y after executing action a  A(x) in state x. The 
immediate-cost function is defined by g: S×A � R, where g(x, 
a) is the cost of taking action a in state x.

Definition 2. A control policy determines the action to take
in each state. A deterministic policy, π : S � A, is simply a 
function from states to control actions. A randomized policy, 
π : S � �(A), is a function from states to probability
distributions over actions. We denote the probability of
executing action a in state x by π(x)(a) or, for short, by π(x, a).

In terms of logistics approach, models of large scale system 
services can be represented as a Markov chain (Fig. 1), where 
p1,2 – the probability of transition from state S1 to state S2 
relevant to processes of production to operation, p2,1 – the 
probability of transition from state S2 to state S1. 

Let us consider a more detailed representation of the 
scheme. Traditionally, production and operation stages of life 
cycle of large scale system products have week information 
logistics interconnection Ik, Im (Fig. 1). 

The responsibility for production to operation stages 
transition as rule is problem of large scale system (transitions 
p1,2 and p2,1). 

It is possible to decompose each transition to some more 
detailed stages. For instance testing of new production units 
can be considered as separate processes too. 
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Fig. 1.  Transition graph corresponding to the processes of life cycle of large 

scale system services in general 
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Fig. 2.  Detailed transition graph corresponding to the processes of life cycle 

of large scale system products 

Thus, it is appropriate to make the presented in Fig. 1 graph 
more detailed (Fig. 2). 

It is possible to describe the graph in Fig. 2 as the 
following. Let S = {s1, ... , sL} (j = 1 ... L) be the state space 
which is the same for every step of different processes 
presenting life cycle of large scale system objects. One-
dimensional array of probability distribution on the set of 
indices j for the n-th step (transition) is denoted as 

1( )( ) ( L )
n n n,...,π = π π . Herewith 

( )j
nπ  is probability of the event 

when an large scale system object is in a state j on n-th step. 

Let’s determine a state probability nπ  distribution on 
every single step. Let us define � as an event corresponding to 
the situation when large scale system object is in a state j on 
(n + 1)-th step. In accordance with agreed notation, the event 
probability will be 1( ) ( j )

nP T += π . Let us define Si as an event 
when aviation object is in a state i on n-th step, therefore 

( ) ( i )
i nP S = π . Thus pij is probability the aviation object is state j 

on (n + 1)-th step if he was in a state i on n-th step, i.e. pij = 
�(� | Si). We can find the event probability by the total 
probability equation: 

 1
1

1
L

( j ) ( i )
n n ij

i
p , j ,...,L .+

=

π = π =�  (1) 

Equation (1) allows sequential (step by step) determining 
the change in the probability distribution of aviation object’s 
states while aviation industry service providing. The initial 
distribution of probabilities should be a priori given. 

The probabilities are directly dependent on the risk of 
failure Ri(I) at each step of the product life cycle. 
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Fig. 3.  General scheme of information flows in large scale system for Markov 
Decision model building 

The components of information vector I are presented on 
the example of general scheme of information flows in industry 
as a large scale complex system (Fig. 3). 

For example, in aviation industry, service industries and 
supply industries may be allocated. Service industries interact 
with a product directly on the base of different organizational 
technical system. Supply industries are related with product 
indirectly and include power engineering and so on. All these 
subsystems are connected with material and information flows. 
In this case, we need to minimize the risk of service failure 
Ri(I): 

 �
−

→
L

i
i IR

1

min)(   (2) 

Interrupting the information flows or information lack or 
invalidation lead to increasing the risks Ri(I). 

Therefore, on authors’ opinion, it is need to provide 
Markov decision process system for aviation industry services 
as well as system information support through all the aviation 
industry life cycle elements. 

III. BIG DATA PROCESSING FOR MARKOV DECISION PROCESS 
SYSTEM BUILDING  

As it can be seen, such the approach requires huge 
information content processed at national and world wide level. 
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Herewith, the following urgent tasks may be allocated for 
the flows processing (Fig. 4): 

• Data mining as the tool of information flows analysis;
• Building a large amount data warehouse;
• Forecasting and optimizing processes in aviation

industry;
• High technology tools and equipments to provide

information support of aviation industry services.

Markov Decision Process System 
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… 
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Fig. 4.  Information processing of data flows 

Multi-agent approach is suggested to build the Markov 
Decision Process System model of industrial service life cycle. 
For now, it is applied effectively for business process 
optimization as well as complex social and technical systems 
management and control [10]. Let’s present the example of 
strategy for agent in MDP of airport management. 

Airports are large scale systems that operate in unique and 
evolving physical, financial and regulatory environments. For 
estimation airport efficiency, statistics of total movement, air 
transport movements, terminal passengers, and freight are 
applied. The UK Civil Aviation Authority collects statistics 
from more than 60 UK Airports for the period of 1981-2015 
years [11]. So, we can say that some kind of Big Data 
technologies was applied (Fig.4). 

Let’s find basic strategy for agent in MDP on the basis of 
these data. Data of total movement, air transport movements, 
terminal passengers, freight for 1981-2015 years are presented 
in Fig. 5 – 8. 

For obtaining the main action to reduce costs of airline 
company the theoretic-information approach based on transfer 
entropy notion was applied [12, 13]. 

The transfer entropy extends the concept of mutual 
information to provide a direction sensitive measure of 
information flow between two time series. Formally, the 
transfer entropy from time series Y to X is given by  

)|(
),|(

log),,( )(
1

)()(
1)()(

1 k
nn

l
n

k
nnl

n
k

nnXY xxp
yxxpyxxpT

+

+
+→ �= , (3) 

where xn+1 is the value of X at time n + 1, and )( )()( l
n

k
n yx  is the 

k(l) lagged values of X(Y) at time n. 

Fig. 5.  Total Movements Time Series 

Fig. 6.  Air Transport Movements Time Series 

Fig. 7.  Terminal Passengers Time Series 

Fig. 8.  Freight Time Series 

The definition of transfer entropy assumes X as Markov 
process. The transfer entropy measures the additional amount 
of information Y contains about X over the information 
contained in the Markov embedding. 

The results of calculation of transfer entropy for statistics 
data sets are presented in Table 1. 
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TABLE I.  TRANSFER ENTROPY FROM Y TO X

Y �� X Total 
Movements 

Air 
Transport 

Movements 

Terminal 
Passengers 

Freight 
Tonnes 

Total 
Movements 0 0.2 0.3 0

Air 
Transport 

Movements 
0.2 0 0 0.2

Terminal 
Passengers 0.3 0 0 0.7

Freight 
Tonnes 0 0 0 0

The results of analysis of transfer entropy calculations 
determine the agent action in MDP is control amount of freight 
or related to fuel consumption. That is why at low cost airlines 
companies, aircrafts are operating with a minimum set of 
optional equipment, further reducing costs of acquisition and 
maintenance, as well as keeping the weight of the aircraft 
lower and thus saving fuel. 

IV. CONCLUSION

Scope of Big Data technologies is very wide. In particular, 
it covers a complex of organizational and technical systems, 
such as aircraft systems, aircraft building enterprises, etc. Data 
on the functioning of these systems is characterized by high 
volume, heterogeneous structure and a high frequency of 
updating. 

The tendency of large scale systems development can be 
world wide integration of its elements on the basis of common 
information space. Under these circumstances, ICT tasks look 
even more important. These tasks are data mining, building 
data warehouse, high technology tools and equipments 
creating, and forecasting and optimizing processes in large 
scale systems on the base of  Big Data analytics. The tasks may 
be solved with help of interconnected information and 
communication systems based on innovative technologies. 

Big Data approach is suggested to build the MDP model of 
large scale system. The MDP model implementation will 
improve the information structure of the large scale system, 
which, in turn, will reduce costs and increase revenues in the 
area. 
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Abstract—With the number of digital images growing at
a rapid rate, effective approaches for organising large image
repositories are highly sought after. In this paper, we summarise
a number of such approaches that allow for intuitive browsing
of image databases. Based on visual features extracted from
the images, complete image libraries can be visualised in such
a way that similar images are located close to each other
in the visualisation. This, coupled with appropriate browsing
operations, allows for interactive exploration of even large scale
image collections as demonstrated by the Hue Sphere Image
Browser and Honeycomb Image Browser approaches.

Index Terms—image databases; image libraries; image
database navigation; image browsing

I. INTRODUCTION

Since the number of digital images is growing at a rapid
rate, methods that are able to deal with and manage these
expanding libraries, ideally in an automated fashion, are in
high demand. As images are often unannotated [1], content-
based image retrieval (CBIR) techniques, which are based on
expressing visual similarity between images based on extracted
image features [2], [3], [4], [5], have shown great promise.

In this paper, we show how the same features can also be
exploited to develop intuitive and effective user interfaces that
allow for visualisation and interactive browsing of large image
repositories, with an emphasis on some of the systems that we
have developed for this purpose in recent years.

Such image database navigation systems [6], [7] typically
provide a visualisation of an entire image collection [8]
coupled with browsing operations for further exploration of
the database [9], and should lead to faster identification and
retrieval of images of interest compared to conventional appli-
cations [10]. Visualisation methods can in general be divided
into mapping-based approaches that employ dimensionality
reduction techniques to derive a projection from the high-
dimensional features space to the low-dimensional visualisa-
tion space [11], [12], [13], [14], clustering-based techniques
that are based on grouping images into clusters [15], [16], [17],
[18], and graph-based approaches which organise an image
collection on a graph or network structure [19], [20], [21],
[22].

II. DIMENSIONALITY REDUCTION-BASED IMAGE

DATABASE VISUALISATION AND BROWSING

CBIR features extracted from images are typically high-
dimensional. On the other hand, image browsers need to

Fig. 1. Visualisation of a dataset of about 1,500 images (the UCID [23] image
dataset) based on colour histograms and MDS.

organise an image collection in a low-dimensional visualisa-
tion space, typically the two-dimensional space defined by a
computer screen. The underlying idea of most image database
navigation systems is to generate a visualisation in such a
way that images that are visually similar, as established based
on the extracted features, should be located close to each
other. This makes dimensionality reduction techniques a good
candidate for this task. Fig. 1 shows an example where multi-
dimensional scaling (MDS) [25] was employed on colour
histograms [26] extracted from about 1,500 images. As is

Fig. 2. Part of a PCA visualisation of the MIR Flickr 25000 dataset [24].
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Fig. 3. MDS grid view of a dataset of 5,000+ images (the MPEG-7
dataset [30]).

apparent, the image collection is organised by colour and thus
provides an intuitive layout for the user to explore the dataset.

Principal component analysis (PCA) can also be employed
for generating a suitable projection and offers a computation-
ally less expensive but also less flexible alternative. Fig. 2
shows part of a PCA visualisation (again, based on colour
features) developed for remote access of image databases [27].
We note that in contrast to Fig. 1 the overlap between images
has been eliminated. The reason for this is that image overlap
has been shown to lead to less efficient browsing [28] which
can be addressed by organising images on a lattice without
overlap coupled with image spreading techniques.

As can be seen in Fig. 2, if a large number of images
are to placed on screen this can only be achieved by scaling
the thumbnail size down accordingly. An alternative way to
provide access to large scale image collection is a hierarchical
arrangement. Fig. 3 shows an example of an image collection
laid out on a hierarchical MDS grid [29].

In this approach, the initial view of Fig. 3 shows the images
arranged by colour (using MDS on colour histogram features)
on a regular lattice where each shown image corresponds to
a cluster of pictures (of similar colour content). The user

Fig. 4. MDS grid after zooming into a cluster of images.

Fig. 5. Initial view of a Hue Sphere Image Browser session.

has then the possibility to delve further into the database by
opening an image cluster to access the images contained there.
Based on the size of the dataset, there might be several levels
of the browsing hierarchy as shown in Fig. 4 which gives a
screenshot of the application after the user has browsed to the
third layer of the visualisation hierarchy.

III. HUE SPHERE AND HONEYCOMB IMAGE BROWSERS

While approaches based on dimensionality reduction or
clustering have been shown to lead to useful image database
navigation systems, one common disadvantage is their compu-
tational complexity for calculating the browsing data structure,
since both dimensionality reduction and clustering algorithms
are computationally demanding, especially for larger datasets.

To address this, we have developed the Hue Sphere Image
Browser [31], [32], [33], [34] as an efficient image browsing
system without the need of complex data processing algo-
rithms. Here, we also arrange images based on colour, but
do not do so based on colour histograms or other complex
colour features but on the median colour in HLS colour
space of which we retain the hue and lightness components.

Fig. 6. Hue Sphere Image Browser after opening a cluster of images.
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Fig. 7. Initial view of a Honeycomb Image Browser session.

Consequently, each image is described by two colour co-
ordinates which are then mapped to longitude and latitude
values to yield a spherical visualisation space upon which the
image thumbnails are projected. This, combined with the grid
layout and hierarchical organisation employed in the MDS
grid, leads to an intuitive and efficient approach to visualise
image databases as can be seen from Fig. 5. In contrast to
the MDS grid and other approaches though, calculation of the
entire browsing structure is very fast, as the mapping between
images and their grid cells requires only a few computations.

Browsing can be performed by rotating the image sphere
which will bring up images of different colours, tilting the
sphere to focus on darker or brighter images, and optical zoom
to view larger thumbnail images. Further exploration of the
image repository is enabled by opening an image cluster as
illustrated in Fig. 6.

The Honeycomb Image Browser [35] shares many of the
features of the Hue Sphere Browser. Here also, the median
image colour is employed and images are placed on a regular
lattice. This lattice however is one comprising a space filling
arrangement of hexagons which has the advantage that all
neighbouring cells are equidistant and that neighbouring rows

Fig. 8. Honeycomb Image Browser after opening a cluster of images.

Fig. 9. Mobile Hue Sphere Image Browser.

of cells are visually displaced as can be seen in Fig. 7.
In the Honeycomb Browser, again each image can be a

representative image for a cluster and image browsing can
be done by panning and zooming as well as exploring image
clusters as shown in Fig. 8.

IV. MOBILE IMAGE BROWSING

Increasingly, images are not stored and accessed on comput-
ers or websites, but on mobile devices such as smart phones
due to the ease of capturing images using their integrated
cameras and the ubiquity of mobile devices. Clearly, the
reduced screen size represents a challenge, while browsing is
performed using a variety of touch gestures (e.g. a two-finger
pinch for optical zooming) [36].

Fig. 9 shows the Hue Sphere Image Browser ported to
a tablet [37], while Fig. 10 shows a mobile version of the
Honeycomb Image Browser [38], [39].

V. CONCLUSIONS

In this paper, we have given an overview and examples
of approaches developed for intuitive visualisation and ex-
ploration of image repositories. Based on extracted visual
features, images can be organised in such a way that similar
images are located close to each other in the generated visu-
alisation. This principle, combined with browsing operations

Fig. 10. Mobile Honeycomb Image Browser.
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to allow further exploration of the image database, forms the
basis of effective image database navigation systems.

While most image browsing systems require computation-
ally expensive dimensionality reduction or clustering algo-
rithms, our Hue Sphere Image Browser and Honeycomb Image
Browser systems allow the underlying browsing structure to be
calculated efficiently while providing intuitive user interfaces
for interactive exploration of large image collections, both on
desktop computers and on mobile devices.
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Abstract— Data centers are widely used for the placement of 
highly loaded applications and solutions used to process large 
amounts of data (Big Data). The study developed a model of 
cloud application and services. The novelty of this model is the 
use of methods of intellectual analysis and prediction of dynamic 
characteristics in the study of multicomponent systems. In order 
to provide flexibility built models used agent-oriented 
programming. Plurality objects of data center modeled as agents. 
Each node in this case is an platform of agents, which controls 
other agents. Agents that act as data resources for cloud 
applications and cloud services. A distinctive feature of the 
proposed model is a set of individual parameters needed to 
perform tasks. It formalizing reflected in the quality of service 
compliance requirements as part of resource characteristics. 

Index Terms—Cloud computing; computing resources; data 
center; software-defined infrastructure; software-defined 
networks; software-defined storage; cloud applications; cloud 
service. 

I. INTRODUCTION 

In recent years, cloud computing has become a popular 
approach, used to provide an access to the services and 
applications for operation of business processes [1]. There are 
three main models to the provision of cloud computing 
services: Infrastructure as a Service (IaaS), Platform as a 
Service (PaaS) and Software as a Service (SaaS). The usage of 
these approaches in deploying cloud computing platforms has 
many advantages, such as reliability and quality of service [2]. 
At the same time, there are a number of limitations, caused 
both by consumers and by providers of cloud services. For the 
consumer, cloud resources are endless in terms of scalability. 
However, if we consider the economic aspect of their 
consumption, then their ability to scale significantly narrows. 
From the side of cloud service provider the set of services and 
computing power are limited [3-4]. In order to maximize the 
economic aspect of cloud services by increasing the number of 
users, providers have to apply policies for the flexible usage of 
allocated resources, while minimizing operation costs. Thereby 
in today’s virtual and physical data centers the problem of 

resources and cloud applications management is an important 
issue, because it has a direct impact on the operation costs. 

In the past few years the large IT corporations (such as 
Amazon, Google, Salesforce, IBM, Microsoft, Oracle) develop 
a renewed approach to the management of the resources and 
objects in data centers, used for the cloud applications. The 
main trend in this sphere is the optimization of the data centers 
resource consumption. In recent our researches we have 
developed the approaches to the storage optimization of cloud 
applications’ data and to improvement in efficiency of the 
access to cloud resources [9]. However, they do not solve the 
assignment problem of cloud application instances in cloud 
environment. In addition, the review of researches in this field 
has shown that the problem of optimizing resource selection 
for the specific types of cloud applications is insufficiently 
investigated [5-7]. 

The main objective of our investigation is to construct a 
models to describe the basic principles of interaction between 
resources and performance targets for the optimal distribute 
load and effective launch of cloud applications in the data 
center. Under the task of organizing the interaction between 
resources and cloud applications we signify the following list 
of actions: 

1) formalizing of the requirements to execute request to find 
free networking and computing resources in data center; 

2) making plan of a reconfiguration and segmentation of 
data center resources; 

3) reconfiguration and execution of the request for 
placement and the launch of cloud applications, including the 
connection to the services and data sources to be placed on 
the optimal storage devices. 
In this part of our investigation, we developed model of multi-
agent resource management in data center, built on a software-
defined infrastructure that supports self-organizing key 
objects. 
The most effective analysis and forecasting of dynamic 
characteristics in the investigation of complex systems provide 
simulation methods [8]. To provide flexibility built models 
expedient it is to use agent-oriented method. Plurality objects 
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of data center modeled as agents. Each node in this case is an 
platform of agents, which controls other agents. Agents that 
act as data resources for cloud applications and cloud services. 
A distinctive feature of the proposed model is a set of 
individual parameters needed to perform tasks. It formalizing 
reflected in the quality of service compliance requirements as 
part of resource characteristics. 

Consider the basic elements of the multi-agent model. 
There are many resources of the data center: 

� ),,,( 21 nRRRR �� � ����

each resource NjR j �1, � characterized by:
 

� cost jS  which is expressed in units carrying capacity 

and is appointed by the resource based on the current 
state of the data center infrastructure; 

� specify the maximum execution time jT max ; 

�  access priority / starting order jP ; 

� a subset of ),,,( ,2,1,
R

kj
R
j

R
j

R
j HHHH �� which is a set 

of parameters that describe the resource, in this case 
R

ijH ,  - characterized by the available volume for each 

of the parameters; 

� subset of ),,,( ,2,1,
R

kj
R
j

R
j

R
j EEEE �� , which represents 

the efficiency of resource usage for each of the 
parameters; 

� data vector of allowable execution time of the task 

)( jRPV ; 
� consider the set of nodes of the data center 

),,,( 21 lWNWNWNWN �� . 

Each node LlWNl �1, �  is characterized by: 

� vector properties )( lWNPV  - characterize the key 
parameters of the node data center infrastructure; 

� a subset of the resources, so that every resource forms 
a graph )),(),(),(( tServistsConnectiontWNR j �  in 

which the relationships are branches of computing 
nodes or network entities, and the arcs are connections 
to the required services. 

In addition, in the model of the data center and software- 
defined infrastructure stands out a variety of tasks, formalized 
as the requirements for cloud applications work 

),,,( 21 mOOOO �� , where MmOm �1, � . Each task is 
characterized by: 

� a set of connected services }{ , jmyY � ; 

� subset ),,,( ,2,1,
O

km
O
m

O
m

O
m HHHH ��  - set of 

parameters required to start the service, as the main of 
which are the characteristics that affect the quality of 
service (maximum execution time, response time, etc.). 

In the composition of the multi-agent model of resource 
control each agent manager is a specific resource and is 

characterized by its parameters O
mH , priority run P, the 

maximum execution time jT max , etc. The objective for each 

agent is to find resources that can perform required tasks with 
minimal effort. To do this, the agent need to calculate the local 
optimal schedule, taking into account the cost of resources, as 
a result of simulating the interactions between tasks and 
resources. 

We propose the approach to solve the above problems. It is 
based on the management of cloud application assignment to 
appropriate resources for its work. 

For understanding the operation principles of a cloud 
application, we need to define its place in the infrastructure of 
the virtual data center. Date center is a dynamic object, 
changing in time t, its state can be formalized as a directed 
graph of the following form: 

� )),(),(),(( tCloudAppltConnecttNodeVirtDC � � �	��

where vertices 
 �nNodeNodetNode ,,)( 1 ��  are active 
elements of the virtual DC cloud infrastructure (computing 
nodes, storage systems and others); directed edges 


 �vConnectConnecttConnect ,,)( 1 ��  are active user 
connections to the virtualized applications; 


 �cCloudApplCloudAppltCloudAppl ,,)( 1 ��  are active 
instances of the cloud applications, launched on the virtual 
resources. 

The major feature of cloud applications is the approach, in 
which users have access to them and to their services, and they 
do not know anything about their actual location. Most often, 
users know only the address of aggregation node and 
application name. The cloud system automatically selects the 
optimal virtual machine for the request, which will have been 
processed on it. 

Before we talk about the resource allocation for the cloud 
applications, it is necessary to determine their structure, the 
basic parameters and the key characteristics of their operation, 
affecting the efficiency of their usage. For this purpose, we 
have developed a generalized model of cloud application. 

The generalized model of cloud application is a multilayer 
structure formalized in a form of graphs, describing the 
connections of individual elements. The model can be 
represented in the form of three basic slices, detailing the 
connections of the specific objects of virtual cloud 
infrastructure: applications, related services and allocated 
resources. 

The cloud application is a weighted directed acyclic graph 
of data dependencies: 

� ),,( VGCloudAppl � � ����

Its vertices G are tasks, which get information from the 
sources or process it in accordance with the users’ requests; 
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directed edges V are dependencies of the tasks on the data 
sources between corresponding vertices. 

Each vertex gG is characterized by the following tuple: 

� � �,,,,Re SchemeTaskUtimeNApplsg � ����

where Res are the resource requirements; NAppl is the 
number of application instances; Utime is the estimation of the 
users request execution time; SchemeTask are communication 
schemes of data transmission between sources and computing 
nodes. 

Each directed edge vV connects the application with the 
required data source. It is characterized by the following tuple: 

� � �,,,,,,, QdataVdataFdataMdataTdatavuv � ����

where u and v are linked vertices; Tdata is the type of 
transmitted data; Mdata – the access method to the 
information source (REST, JSON and others); Fdata – the 
physical type of accessed object (file in the storage system, 
local file, distributed database, data services and so on); Vdata 
– the traffic volume estimated on the accessed data (in Mb),
the requirements for the quality of services.

The originality of the model is in the fact that for each 
application the consolidated assessment of its work with data 
sources is calculated. It allows to predict the performance of 
the whole cloud system. 

As mentioned earlier, cloud service in one of the key slices 
in the generalized model of cloud application. Cloud service 
serves as an autonomous data source for the application, for 
which it acts as a consolidated data handler. Generally, cloud 
service is highly specialized and designed to perform a limited 
set of functions. The advantage of connecting cloud 
application to the service is in an isolated data processing, in 
contrast to the direct access to the raw data, when cloud 
application does not use a service. The usage of services 
reduces the execution times of user requests. Cloud service is 
formalized as a directed graph of data dependencies. The 
difference lies in the fact that from the user point of view 
cloud service is a closed system. 

Cloud service can be formalized as a tuple: 

� � �,,, FormatNameServAgrIPCloudServ� ����

where AgrIP is the address of aggregation computing 
node; NameServ – the service name; Format – the required 
format of output data. 

The aggregator of a service selects optimal virtual 
machine, on which it is executed. In addition, all its 
applications are distributed between predefined virtual 
machines or physical servers. Their new instances are scaled 
dynamically, depending on the number of incoming requests 
from cloud applications, users or other services. 

To describe the assignment of cloud applications and 
services in the virtual data center infrastructure, we have also 
implemented the model of cloud resource. Cloud resource 

represents an object of virtual data center, which describes the 
behavior and the characteristics of the individual infrastructure 
elements, depending on its current state and parameters. The 
objects of virtual data center are disk arrays, including 
detached storage devices, virtual machines, software-defined 
storages, databases of various kinds (SQL/NoSQL) and others. 
In addition, each cloud service or application imposes 
requirements on the number of computing cores, the RAM and 
disk sizes, the presence of special libraries on physical or 
virtual nodes, used to launch their executing environments. 

Each cloud resource can be formalized as follows: 

� � �,,,,,,,ReRe LibHmemRmemCoreStateParamsTsCloud � ����

where TRes is the type of resource; Param – the set of 
parameters; State – the state of resource; Core – the number of 
computing cores; Rmem – the size of  RAM; Hmem – the size 
of disk; Lib – the libraries requirements. 

The distinctive feature of the proposed model is the 
resource universality, which allows to explore it from the 
user’s points of view (as a closed system) and from the point 
of view of virtual data center software-defined infrastructure 
(as an open system). 

The novelty of the model is the simultaneous description 
of the data placement, the associated applications and the state 
of virtual environment, considering network topology. 

We developed the model of the software-defined storage, 
which details the resource model of the virtual data center. It 
is represented in the form of a directed multigraph, its vertices 
are the virtual data center elements, which are responsible for 
applications’ data placement (e.g. virtual disk arrays, DBMS 
and so on): 

� � �,)(),(),(),(,, tstWtRtVolPMaxVStg stg
kikikiki

stg
kikiki � � ����

where NMaxVki   is the maximum storage capacity in

Mb; j
stg
kij

stg
ki pP }{�  – the set of network ports;

}0{)( � NtVolki – the available storage capacity in Mb;

)(tRki and )(tW ki are read and write speeds; 

}"","{")( offlineonlinets stg
ki   – its state. 

II. PRACTICAL PART

We prepare scheduler for software-defined storage (qStg). 
The qStg acts as a scheduler and does not delay packets; it is 
also useful for lowering latency when traffic does not need to 
be slowed. Each class acts as a priority queue, where class 1 
has the highest priority and class 3 has the lowest priority. We 
use a filter based on the type flows of applications and services 
to determine the class to which a packet will be queued. A 
priority is assigned to the containers when they are created. 
Since each date storages has an unique IP address, a filter rule 
for that IP address is added to the qStg. All packets are checked 
for rules and then enqueued to a class based on the flow filter 
rule of the qStg. For example, all the packets from video 
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applications with high priority are enqueued to class 1. 
Similarly, the packets with other level with default and low 
priorities are added to class 2 and 3, respectively. The packets 
are enqueued to a class as they arrive, but they get dequeued in 
the ascending order of the class. The qStg scheduler checks for 
packets in the queue of class 1; if no packets are available to 
dequeue, the queue of class 2 is checked, and then similarly the 
queue of class 3 is checked. The dequeuing of packets from the 
queue of different classes enforces the scheduling policy and 
priorities to applications queries. 

The competitive advantage of the developed control 
algorithm software-defined storage compared to existing 
analogues is heuristic analysis of new data types in the process 
of downloading files in the cloud platform. Thus through 
storage virtualization is performed transparently to the client 
mirroring data on multiple storage devices that provides an 
increase in speed of data allocation in terms of maintaining the 
integrity and redundancy. Formation of the self-organizing 
software-defined storage on the basis of virtual machines and 
containers can not only reduce the risks associated with the loss 
of inaccessibility of data, but also provides intelligent analysis 
of demand data which is formed on the basis of the card 
placement of virtual machines and containers. The algorithm is 
based on data placement in software-defined storage facilities 
on a model that allows describing the structure and connections 
of virtual devices, machines and containers of data. The model 
is based on multi-agent approach in the organization of storage. 
The agents collect system status. This information is analyzed 
with the use of machine learning algorithms (Data Mining). 
The output of the analysis obtains a map of location devices 
within the cloud platform tied to physical devices, as well as a 
map of the demand generated the data. By analyzing the two 
cards and the heuristic algorithm predicting cloud management 
system decides on reconfiguration or moving virtual storage 
devices as well as the rotation and redistribution of data 
between different nodes of the system. This map of the location 
of dynamic objects is generated not only by the extent of 
occurrence of the events download or reading data but a set 
interval of time.  

The algorithm of placing cloud application in the software-
defined storage is used for increasing the productivity of the 
system components of the cloud. Due to the efficient allocation 
of data streams between running instances of virtual machines 
and containers provided with not only the quality of service, 
but also a compact arrangement of the devices. To resolve this 
issue as one of the elements in the basis of the developed 
algorithm, the study placing cloud application in software-
defined storage facilities used aggressive version of the 
algorithm Backfill used to optimize the performance of tasks in 
the Grid. The task of increasing the efficiency of use of 
available storage devices based on the data, had been received 
from the agents and management nodes cloud system through 
the dynamic resource management in conditions of limited 
consumption of the computing power, is relevant for the cloud. 
This is primarily due to the economic performance of cloud 
platforms. 

In addition to using elements Backfill algorithm produced a 
series of improvements relating to direct data access 
mechanism to improve the efficiency of cloud optimization 
system. When dealing with services located in the cloud 
system does not exclude the situation in which the user's 
request for service may be employed multiple data stores with 
different access characteristics. It is necessary to prepare the 
access time to optimize the reading when using such data cloud 
system. To do this, the algorithm builds a series of internal 
rules, thereby adjusting to the flow of user requests every 
instance storage. As a result, query execution plans with the 
same intensity at different times may be distributed differently. 
Rebuilding of the rules takes place in accordance with the 
demand for resources to efficiently manage the distribution and 
dynamic load balancing. 

III. EXPERIMENTAL PART

For the experiment we have used the cloud system 
implemented at Orenburg State University. It includes 4 
OpenFlow switches (2 HP 3500yl, 2 Netgear GSM7200), 8 
computing nodes (32 GB RAM, 4 cores), 1 server (32 GB 
RAM, 8 cores) with OpenFlow controller and 1 server (32 GB 
RAM, 4 cores) for monitoring function. As a selected fat tree 
topology with three levels. Objects of network connected by 
speed 1000 Mbit / s. 

We will study workload characteristics, requirement 
analysis, the theory of QoS in software-defined storages and 
I/O scheduling strategies. We obtain such goals by execution 
mechanisms and dynamic robust I/O scheduling algorithms for 
multi-type resources allocation. In the current progress, 
scheduling for software-defined storages has been proposed for 
the SSD/HDD hybrid storage. The preliminary evaluation in 
some benchmarks shows that software-defined storages can 
gain better performance compared with other strategies. 

To evaluate the effectiveness of the algorithm data 
placement in software-defined storage facilities built in the 
context of models of software-defined infrastructure, we have 
conducted research work in the cloud system built on the basis 
Openstack with different parameters. Thus as reference data for 
comparison in the experiment standard algorithms are used in 
cloud systems as well as traditional storage systems. For the 
experimental study a prototype cloud environment, which 
includes the main components as well as software modules 
developed algorithms for modifying the processing of user 
requests data in a software-defined storages.  

In the OpenStack cloud system, the module is implemented 
that applies an algorithm developed by placing the data in the 
software-defined storage facilities for the management of 
computing resources and cloud system efficient allocation of 
virtual machines to physical hosts, as well as related data. In an 
experiment designed to analyze the data stream of requests, 
similar to real traffic cloud infrastructure based on the data log 
records access to certain types of resources, classified by data 
type and structure of the query. Retrospective reproducible 
requests amounted to 3 years, while for load experiment used 
the averaged data. The data are distributed to a pool of virtual 
machines on the following criteria: the type of customers to 
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make an appeal to the data, the type of service demanded by 
the connection. The number of simultaneous requests to the 
system was 100,000, which corresponds to the maximum 
number of potential users of the system. 

All created queries are reproduced consistently at three 
pilot sites. This restriction is due to the need to compare the 
results with the physical storage systems are not capable of 
reconfiguration. The main difference is the use of experimental 
sites SSDs. In addition to the platforms to analyze the 
effectiveness formed 3 groups of experiments aimed at 
intensive operation for reading (experiment 1), write 
(experiment 2) and concurrent read and write data 
(experiment 3). 
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Fig. 3.  Result of experiment 3 (read and write) 

The experiment lasted for one hour corresponding to the 
longest period of time of peak load, recorded in real traffic. 
After analyzing the data of experimental studies we proved that 
the software-defined storage more efficient, regardless of the 
type of physical devices. The findings support the use of the 
algorithm and software-defined storage to provide efficient 
services to the cloud. The results of the experiments can be 
concluded to reduce by 20-25% the number of failures in 
service when placing the data in the software and message-
driven data warehouses. In addition, in a pilot study assessed 
the amount of storage used for experimental platforms 2 and 3, 
as for the physical storage resources do not support scaling in 
real time. Due to the optimal allocation of resources for each 
compute node is guaranteed to work together to ensure all 
running instances of the application that meets the 
requirements of potential users. At the same time thanks to the 
work of the algorithm data placement in program-controlled 
vaults of opportunity of the release of 20 to 30% of the 
resources allocated computing nodes. Thus, the proposed 
algorithm can be used for any computing system architectures 
including inhomogeneous physical node configuration and 
VMs. 

IV. CONCLUSION

Thus, assessing the overall result of work the algorithm of 
of placing cloud application in software-defined storage can 
gain performance from 20 to 25% compared with the physical 
storages and virtual machines. This may be necessary when 
storage systems work with high intensities requests. In 
addition, reducing of the number of allocated virtual resources 
allows for more efficient scale cloud systems, and provision of 
a safety margin with a sharp increase in the intensity of use of 
the selected applications. 

REFERENCES 
[1] Bein D., Bein W., Venigella S. “Cloud Storage and Online Bin

Packing” Proc. of the 5th Intern. Symp. on Intelligent
Distributed Computing, 2011, Delft: IDC, P. 63-68.

[2] Nagendram S., Lakshmi J.V., Rao D.V., et al “Efficient
Resource Scheduling in Data Centers using MRIS” Indian J. of
Computer Science and Engineering, 2011, V. 2. Issue 5, P. 764-
769.

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 18 12-14 Oct 2016, Baku, Azerbaijan



[3] Arzuaga E., Kaeli D.R. “Quantifying load imbalance on
virtualized enterprise servers” Proc. of the first joint
WOSP/SIPEW international conference on Performance
engineering, 2010, San Josa, CA: ACM, P.235-242.

[4] Mishra M., Sahoo A. “On theory of VM placement: Anomalies
in existing methodologies and their mitigation using a novel
vector based approach” Cloud Computing (CLOUD), IEEE
International Conference, 2011, Washington: IEEE Press,
P.275-282.

[5] Korupolu M., Singh A., Bamba B. “Coupled placement in
modern Data Centers” IEEE Intern. Symp. on Parallel &
Distributed Processing. N. Y.: IPDPS, 2009. P.1-12.

[6] Singh A., Korupolu M., Mohapatra D. “Server-storage
virtualization: integration and load balancing in Data Centers”

Proc. of the 2008 ACM/IEEE Conf. on Supercomputing. Austin: 
IEEE Press, 2008. P.1- 12. 

[7] Plakunov A., Kostenko V. “Data center resource mapping
algorithm based on the ant colony optimization” Proc. of
Science and Technology Conference (Modern Networking
Technologies) (MoNeTeC), Moscow: IEEE Press, 2014. P.1- 6.

[8] Darabseh, A., Al-Ayyoub, M., Jararweh, Y., Benkhelifa, E.,
Vouk, M., Rindos, A. “SDStorage: A Software Defined Storage
Experimental Framework” Proc. of Cloud Engineering (IC2E),
Tempe: IEEE Press, 2015. p.341- 346.

[9] Parfenov D., Bolodurina I. “Approaches to the effective use of
limited computing resources in multimedia applications in the
educational institutions” WCSE 2015-IPCE, 2015.

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 19 12-14 Oct 2016, Baku, Azerbaijan



Big Data Integration Architectural Concepts for Oil 
and Gas Industry 

Rasim M. Alguliyev1, Ramiz M. Aliguliyev2, Makrufa S. Hajirahimova3

1,.2,.3Institute of Information Technology of ANAS 
Baku, Azerbaijan  

1rasim@science.az, 2r.aliguliyev@gmail.com, 3makrufa@science.az 

Abstract— In recent years economic an social activity fields is 
based on data. Oil and gas industry leaders understand the value 
of big data and are interested in digital oil industry becoming a 
reality. Here is big data is analysed as a key component in based 
decision making in oil and gas industry during exploration, 
drilling and production. In oil and gas industry architectural 
model is offered for integration and convergence of big data, 
business analyticss and  transaction data. 

Key words—oil and gas industry, big data, business analyticss, 
business intelligence, predictive analyticss, data mining, decision-
making. 

I. INTRODUCTION

Better learning desire  of the earth's subsurface encourage 
the oil and gas companies to gather more quickly, different 
types of data, more information for informed decision-making. 

In oil and gas industry exploration, during the drilling, 
extraction and processing huge amount of data is generated, 
collected. Thus, oil an gas company always collect data from 
underground and surface objects (oil wells, etc.) by thousands 
of sensors (for example, IT traffic of Chevron passess 1.5 
terabyte per a day), in the real-time mode the carry out control 
assets and environmental monitoring [1-3], 2D, 3D, 4D 
visualization, advanced geophysical modeling, simulation for 
supporting operations during seismic studies in the exploration 
phase. 

Naturally, there is valuable information that it is clearly 
not known in these data and they are serious knowledge in 
based decision making. But data collection is so great and 
complex and that's why it is impossible to process them with 
traditional methods. For improve of  their business strategies 
oil and gas companies are looking for ways of maximum using 
from big data. In this respect, big data and big data analytics is 
more important for the oil and gas industry [3-6]. Because 
data analysis is an invaluable tool in planning and decision 
making during the exploration and development of oil and 
hydrocarbon. 

On the other hand, collected information becomes different 
formats according to source, as well as type (structured and 
non-structured). The different data formats like DLIS, LIS, 
SEGx,Videos, Docs, PDFs, XLS, CSV, graphics, OGP Px, 
XML, RDBMS etc are present. The intelligent wells or 
intelligent producing fileds like real time drilling data 

continuously feed our systems along with senor or telemetric 
data at many places. This in turn creates a serious problem in 
the use of them together. Because currently it is impossible to 
obtain necessary information when needed for business-
analytics from big data based on available managing platform 
of  exploration and production data. That's why there are need 
new approaches for maximum benefit, create value from data 
that collected various formats from different sources. The main 
problem is the integration of data which gathered through 
different platforms. In this case, architectural model is 
proposed that ensured the integration of big data, businnes 
analytics and intellectual analysis technologies in oil and gas 
industry in order to solve the problem. 

II. BIG-DATA SOURCES, CHARACTERISTICS, OPPORTUNITIES
AND PROBLEMS IN OIL-GAS FIELD 

A. Sources
Oil and gas branch is an extremely competitive

environment at all times. However, oil and gas companies face 
a number of challenges: limited natural energy resources, 
demand, frequent changes prices of the oil and gas, 
environmental risks, competition from emerging new energy 
sources, etc. According to experts the successful resolution of 
these and other problems industry dependents on the effective 
use of data collected from a large volume [7,8]. 

Generally, there are many sources of data in the oil and gas 
industry [9], and they can be grouped into two classes: 

• Company data and operational data;

• Data of monitoring and management of technological
processes. 

Over the years, collected and well-structured data from oil 
and gas companies operational systems, such as CRM, ERP, 
warehouse management systems, data marts and etc. These 
data are formatted and cleaned the purpose of creation reports 
and analyzes. 

Collected data in real-time from oil wells, during 
geophysical modeling and geological, seismic studies and 
drilling and production thousands sensors and etc. in the 
exploration phase refer to the second group of data sources. 
This group includes also the historical data collected during 
geological and geophysical studies, delivery, pricing and etc. 
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Demographic data, environmental and climate data and 
external data feeds (for example, social media) as a source of 
data. 

Of course, in oil and gas industry is very important all data 
collected from all sources for creation of new business 
strategies and correct decisions. 

B. Characteristics 

Collected data is characterized by "5V" and sometimes 
"6V" during the exploration and production of oil and gas 
deposits [5, 8]: 

Volume, exploration, drilling, production, seismic and other 
data; 

Variety, structured (standard models of data as (PPDM, 
SEG-Y, WITSML, PRODML, RESML); unstructured 
(picture, audio, videos and etc.); partially structured 
(processed data during analysis and interpretation, daily 
reports on drilling and etc.) 

Velocity, data stream incoming from  drilling rigs ( EDR, 
LWD, MWD and so on.) and sensors (Flow, Pressure, 
ROP, etc.) during  real-time. 

Veracity– Data quality can vary greatly and this variability 
may affect the results of the analysis. 

� improving the quality of data; 
� implementation of data integration models; 
� seismic, drilling and production data harmonization; 
� initial processing for identifying anomalies in data. 

It should be noted that the quality of the data of particular 
importance for data integration. Does not qualitative data 
should be cleaned before the conversion and integration. 

Value: Data also have capacity to create value. 

� acceleration of initial oil extraction; 
� increasing production; 
� cost reduction; 
� minimize the risks. 

C. Opportunities and challenges 

Overall, application of big data analytics in all stages ( 
exploration, production, processing, retail sales) of oil-gas 
extraction is possible [10]. Main goal consists of following 
[11,12]: 

� to find more oil and gas deposits with great velocity 
and accuracy; 

� minimum damage to the environment by providing 
safe, efficient and improve oil extraction; 

� to refine and distribute  the natural energy resources 
with the most effective and most affordable value; 

� to manage relationships with customers, find new 
profitable markets and opportunities; 

� mitigation of the risks especially in safety, ecology and 
so on. Field. 

Oil-gas companies obtain the following opportunities by 
analysis of data [10,13,14]: 

� Maintance of competition ability during planning, 
exploration, developent and production phases of oil-
gas deposits; 

� Increasing an efficiency of production in connection 
with technical service and forecasting; 

� Reducing of initial oil extraction, operating costs and 
increasing of productivity at all stages; 

� Providing automated accessibility of necessary 
information in necessary time. 

In other words, companies can reduce production costs, 
improve decision making,increase the efficiency of operations 
and business processes by analysis of big data, can obtained 
new ideas, work new business models by the convergence of 
different types of data. 

Big data provides an opportunity to optimize the stage of 
geological exploration and drilling, as well as mining and 
manufacturing, insure from risks. During the investigation of 
new resources the using of big data and advanced analytics 
find the seismic traces and combined them with previous 
forgotten seismic results. It gives very important results. 

By reference to historical data associated with drilling and 
production review of the assumptions and judgments during 
the new researches could be great help to the researches in the 
areas that limited with the environmental protection rules. For 
example, information such as climate change and ice streams 
may allow analysts to study the effects of storms with 
processes in drilling [14-16]. 

In [17] are shown obtaining ways of greatest benefit by 
avoiding from typical mistakes when improper use of big data 
and analytics.  

The essential directions of analytical works contain in oil-
gas exploration: determining of seismic traces; acceleration of 
exploration; the creation of new scientific models; improving 
of the search quality; assessment of field and evaluation of 
perspectives and etc. 

In real-time during drilling operations can help to make 
right  decision based on determining of potential problems 
with the help of  predictive analytics, statistical models, 
heuristic judgments for forecasts [18]. 

Previously know the structure and anomaly of soil means  
to save millions in terms of labor and provision in drilling. 
The role of large amounts of clarifying data  is great in               
reduce the risks, decision-making during drilling the wells if 
we consider high costs in drilling and in some cases resulted 
failure in oil industry  
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Issues that can improve drilling and completion operations 
of big data and analytics are following: 

- Construction and evaluation of drilling models: it will help
update the models based on big data from sensors that placed 
on the drilling rig and optimize drilling parameters; 

- Increasing drilling accuracy and safety: early detection of
anomalies which affect drilling and prevention of undesirable 
events such as blow, blasting; 

- Optimization of drilling process: early detection of
negative factors that affect to drilling operations; 

- Optimization of financial assets- determine the optimum
value by using computing technologies; 

- Decision-making in real-time: drilling information and its
assessment should be carried out in real-time and this 
information should be used in decision-making, creation of 
new scientific models and etc. 

Oil-gas industry faced to 3 main problems in exploration 
and production (processing) stage: 

- Data management. It combines the collection, processing
and storageof large volume of  structured and unstructured big 
data that allows analysis and efficient search of data by using 
of the analytical and statistical methods. 

- Quantification of data- it combines application of
statistical and analytical methods for determination of issuance 
of forecasts and more accurately identification ideas that have 
prediction importance.  

- Risk assessment- it is prognosis analysis which are
performed by  mathematical models of collected known risky 
data for how to work  with unknown risks. 

It should be noted that the of giants leading information 
technology, such as IBM, Oracle, Microsoft, Teradata, etc. 
exists's software products for big data and analysis in the oil 
and gas industry [2,10,19-21]. 

III. BIG DATA INTEGRATION ARCHITECTURAL CONCEPTS FOR
OIL AND GAS INDUSTRY 

For the implementation concept of big data in the oil and 
gas industry requires the integration of heterogeneous data. 
Because data can be more valuable if it combined or related 
with other data. 

Generally, data integration is combining of data which 
placed in various sources and presentation to the user in 
unification form. That is, data integration rather, a set of 
technologies to create the most appropriate representation of 
data for to grasp the connection between separate components 
of of this set. It is possible to provide data integration in 
physical (bring data to a single format from different sources), 
logical (is intended acessibility possibility to data in different 
sources  according to a single global scheme) and semantic 
(semantic characteristics of predmet fields are intended) 
levels. The key issues of integration are following: 

architecture of integration system; the development of user 
interface, the development of integration model that supported 
data from different sources, the integration of metadata and 
etc. 

It should be noted that the ETL (Extract, Transform, and 
Load), ELT (Extract, Load and Transform), EAI (Enterprise 
application integration, CDC (Change Data Capture), database 
replication and etc. are traditional methods of data 
integration.. Some of them are oriented to a batch mode, and 
some in the real-time [9,22]. 

Big data integration (BDI) solution is markedly different 
from the traditional tasks designed to support ETL, such as 
virtualization and data storage. Despite all this, the BDI is 
different from the existing methods of integration mainly 
features as a large volume, high speed, diversity and etc [23]. 
The distinction, in the context of the oil and gas field it can be 
summarized as follows. 

The first difference is determined by a very large number 
of data sources in the industry of oil and gas. For example, 
data from hundreds and thousands of sensors during 
exploration, drilling, production, transportation and processing 
of oil and gas. This also includes demographic data, digitized 
historical data, enterprise data from information systems and 
other. 

The second difference is characterized by different types 
(structured, unstructured, semi-structured) and data formats 
(XLS, Docs, video, graphics, UCP Px, XML). Since 
heterogeneous data sources (seismic, sensors during 
exploration, drilling, production, transportation and processing 
of petroleum and gas), and when collecting, processing and 
management of data using various automated software 
platforms.  

The next difference is formulated as follows. The main 
data sources are very dynamic and continuously evolving. 
Suffice it to note that oil and gas companies in real time with 
thousands of sensors continuously collect data from 
underground and surface facilities. Since a huge amount of 
data is continuously collected newly available and can be 
analyzed at any time.  

Another difference in the oil and gas industry is the quality 
of the data. This distinction reflects the quality and reliability 
of the data source. The low quality of the data, especially 
unstructured (graphics, video, test, etc.), is one of the most 
serious problems. Several ensure data reliability problems are 
specific to the oil and gas industry. The reliability of the data 
may depend on the quality of the oil and gas appliances and 
sensors. All these factors influence the results of the analysis 
of large data. And it may end in the acceptance of wrong 
decisions. 

The solution of this problem, ie the integration big data can 
be divided into several steps. Although these tasks ourselves 
are complicated, the basic principles integration remain the 
same. The first stage of any integration begins with the 
establishment of the data schema (schemamapping), which 
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can be a single-level or multi-level with division global and 
local data. The next procedure (recordrlinkage) involves the 
allocation entries close on logic, but derived from different 
sources. Unlike the classical integration in BDI in addition to 
the logical associations must take into attention dynamism of 
the sources and the necessary procedures for complex event 
processing and filtering. Since various noises create additional 
complexity.  

From previous 2 stages data fusion is a new procedure and 
did not need in traditional integration systems. Its main 
purpose is eliminates conflicts between data and select the 
appropriate one. 

In IDC's study it is noted that the application of big data 
technologies is in experimental stage in oil and gas industry. 
Now, big data analytics solutions for oil-gas industry are 
created by the companies as Microsoft, IBM (InfoSphere 
BigInsights), Oracle, Hitachi (Hitachi Data Systems), Amazon 
and etc. In particular, it should be emphasized project of data 
integration (Oracle Data Integrator - ODI) for real-time 
implemented by Oracle company. ODI provides a data 
integration between Oracle Databases and IBM DB2, 
Microsoft SQL Server, MySQL and other bases. 

Peak Indicators offers a wide range of data integration 
services for relational, unstructured and cloud data sources.  

iGATE Corporation plans to establish a system named Oil 
Well Log Analytics. This system services to integrate oil 
exploration and production data in a single connected 
platform. 

The first attempts to implement BDI taken Talend products 
companies (Open Studio for Big Data), Syncsort 
(DMExpress), Pentaho (Data Integration) and several others. 

Despite that IT markets offer a wide range of tools for the 
integration of structured and unstructured big data sources in 
oil and gas industry there are open problems. 

For solving the problem of the proposed architectural 
model is presented in figure 1. 

Figure 1. General architectural consepts schem 

As seen from the scheme, the concept include of blocks 
integration, storage, analytics and visualization .In the concept 
of provided for different levels (Data Accessibility, Data 
Platform, Consolidated Data) of integration. 

In [24] outlines the main modern architectural platforms, 
such as OLTP (transaction processing), OLAP (Online 
Analytical Processing), Data Warehouse (DW), Massively 
Parallel Processing (MPP) databases, distributed parallel file 
systems, Hadoop, NoSQL, Hadoop Distributed File System 
(HDFS), MapReduce, key-value stores. In the proposed 
concept is meant the use of these technology platforms. 

IV. CONCLUSION

There is no doubt that the is currently oil and natural gas is 
the main source of energy and amounts 30% of the world 
energy. 

Oil-gas industry sector rapidly adapt to the information era 
has entered to digital turnaround. During this period oil and 
gas companies that gatehered information with terabytes and 
sometimes petabytes per a day  need new analytical tools to 
get ideas in data collection and interpret them accurately  for 
predict potentials, keep costs to a minimum and so on.  

İn analytics of data the main issue is the integration of data 
that incoming from different sources and in different formats 
(structured and unstructured). The application of proposed 
integration architecture is possible in the fields oil and gas 
industry such as exploration, drilling, processing and so on. 
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Abstract—Wireless network of low-power devices “Smart 
Home”, “Internet of things” has been considered. A number of 
signs of security attacks on behalf of potential information 
interloper have been identified. We have analyzed the 
characteristics of a system based on wireless technologies that are 
obtained as a result of passive surveillance and active polling of 
devices comprising the network infrastructure. A model is 
presented for the information security state analysis based on 
identifying, quantitative, frequency, timing characteristics. In 
view of the peculiarities of the devices providing network 
infrastructure, estimation of the information security state is 
focused on the analysis of the system normal functioning profile, 
rather than on search of signatures and features of anomalies 
during various kinds of attacks. An experiment has been 
disclosed that provides obtaining statistical information about 
operation of wireless network remote devices where data 
acquisition for decision-making purposes occurs by comparing 
statistical signal messages from the leaf nodes in passive and 
active modes. Experimental results of information onslaught on 
the standard system have been presented. The proposed model 
may be used to determine technical characteristics of WLAN ad 
hoc network devices and to draw recommendations for IS state 
analysis. 

Index Terms—Information security, “soft” space wireless 
networks, vulnerability, device availability, information security 
model 

I. INTRODUCTION 
The emergence of a large number of mobile devices 

connected to the Internet and the implementation of the 
processes of reception, transmission, processing of 
information incoming from them outside the controlled area 
necessitate providing information security. 

Wireless technologies used in the APCS, “smart cities”, 
“smart homes”, “Internet of things”, “soft spaces” become 
particularly vulnerable. And whereas there are typical tailored 
remedies in the first two areas, with regard to the remaining 
applications due to the lack of standardization, to date the 
developers pay little attention to solutions in the field of 
security [1,2,3]. 

User familiar household “smart” objects (“smart” 
microwave ovens, coffee makers, washing machines), being 
the components of the network segments of the Internet of 
Things or Smart Home, provide an opportunity to detect and 
identify themselves by generating information messages and 
can be exposed to hacking by the attacker. Unification 
interacting facilities by the individual producers of “smart” 
appliances, enabling users to operate simple setup processes 
without appropriate qualifications predetermines a variety of 
attempts to control such devices externally [4,5].   

There are a number of signs that attackers are trying to get 
external access to the system. Detection of abnormal network 
traffic parameters, wrong or situationally unsuitable 
commands, identification of a large number of repeated events 
may be harbingers of security attacks [6,7]. 

Thus, the protection of information flows in order to ensure 
the integrity of the transmitted data is one of the urgent tasks 
for various low-power systems. 

This results in a number of tasks aimed at implementation 
of the external monitoring of information security events for 
“smart” devices. 

II. PROBLEM DESCRIPTION 
Wireless network comprising multiple nodes is a typical 

solution for the organization of interaction between the 
devices. Network infrastructure is a set of physical and logical 
components that provide connectivity, security, routing, 
control, access and other required properties of the network 
[8]. 

The considered devices providing connection of various 
appliances and “soft space” devices on the whole are low 
power ones and allow for the reception, processing and 
transmission of the limited types of messages. 

To detect anomalous behavior, it is possible to use data 
reflecting the system states which can be used in the statistical 
analysis [9,10]. At the initial stage of operation after 
deployment, one can appreciate various characteristics of the 
intensity of information and signal messages, response time to 
service requests, frequency of unrecognized and missed 
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messages. Such characteristics can be obtained by passive 
surveillance and active polling devices. 

Thus, it is necessary to determine the characteristics of the 
multiple elements of the controlled system enabling to identify 
its abnormal condition relative to “normal” operation with the 
specified probability. 

III. DESCRIPTION OF THE APPROACH 
Traditionally, detection of intruder’s activities involves 

identifying unforeseen parameters of network packets (wrong 
addresses, simultaneously cocked message flags and 
connection requests, network traffic analysis). However, 
analysis of these events at the low levels of networking with 
the purpose to detect information security incidents is a 
challenge even for professionals; it requires knowledge of 
networking protocols that are ad-hoc developed for devices of 
specific manufacturers.  

One of the possible ways to analyze the system states may 
be carried out based on statistical data of application-layer 
protocols for interacting nodes of low-power devices by 
passive and active monitoring. In the first case the network 
devices listening and statistical analysis of transmission and 
reception events for various types of messages is performed; 
in the second case the monitoring system is requested in the 
form of various commands and temporal delays, load changes 
of separate computing resources are analyzed and the 
identification information and settings are compared. 

Therefore, detection methods that can be implemented on 
the external independent devices are the most attractive for the 
average user. 

Figure 1 shows a typical system, where the information 
from the sensors by passive listening accumulates in the 
processing node. 

 
Fig.1. Interaction of network nodes. 

Tracking a number of events associated with the increase in 
the network enables to consider the model for information 
security state analysis in the form of identifying (I), 
quantitative (N), frequency (�), and timing (T) characteristics. 
These events include: 

� emergence of unrecognizable messages; 

� emergence of repeated messages; 
� increase in the number of device error and fault 

messages; 
� increase in the number of broadcast and signal 

messages; 
� occurrence of delays resulting in statistical change of 

information and signal message traffic; 
� change in delays of device response to service 

broadcast requests for various operation modes; 
� increase in the number of lost messages; 
� frequency variation of information and signal 

messages. 
The profile of system functioning will be determined by a 

tuple of attributes: 

��������������������������������������������������

      Each of the attributes is a time varying vector of values. 
Depending on the operation mode the change in the statistical 
portrait of networks and devices functioning is observed. 

  In view of the low-power of devices providing the 
network infrastructure, it is easier to evaluate the state of 
information security based on the normal system functioning 
profiles. This makes it possible to implement the basic 
methods of control over the endpoints based on the criteria of 
"who", "what", "how", "where", "when". There is the 
possibility of storing the feature space in the form of relational 
database tables related events of these devices, which is filled 
with at least the functioning of the system. Template for 
assessing the state of information security applied at the node 
is shown in Figure 2.  

 

Fig.2. Template for assessing the state of information security systems. 
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IV. EXPERIMENT

Figures 3 shows the analyzed system. Information and 
signal messages circulate between the nodes A and B, the 
device C is designed to gather information. In the first case, 
the device C listens to the network and generates sampled 
statistical data; in the second case, it additionally sends 
requests to the devices and measures various characteristics. 

Fig. 3. The system scheme 

In various system operating modes anomalies can be 
observed that require a more detailed study regarding the 
possibility of unauthorized access. Determination of 
quantitative and frequency data indicating unrecognized, 
skipped messages, obtaining information on the final state of 
the nodes on the basis of statistical data of application-layer 
protocols for interacting nodes of low-power devices by 
means of passive and active monitoring make it possible to 
construct the classifier. 

At the same time the enumerated attributes may be a result 
of not only the attacks, but also of random errors and 
equipment failures. 

The naive Bayes classifier was implemented in the 
framework of the experiment. Its advantage is a small amount 
of training data needed to assess the parameters required for 
the classification. 

 �

where h, X are predicted and preceding events, and function P 
– the probabilities of these events and their consequences
(P=m/n, where m – number of the events occurred, n – total
number of all events).
      To form a decision rule the data obtained in conditions of 
active and passive monitoring were used: 

- relative frequencies of classes of the system
states;

- total number of attribute characteristics in
the classes defined for the analysis;

- relative frequencies of attributes within each
class;

- the number of sampling attributes
       In this experiment, attacker’s hacking at the application 
layer is reduced to changing the intensity of message arrivals 
(interception and reproduction of information messages, over-
filling with signal messages causing the process of 
association, authentication, dissociation, deauthentication, 
connection requests). The sequence of commands sent to the 
operating devices was chosen randomly. 

The data are accumulated by comparing the statistical 
information of service messages from leaf nodes in the passive 
and active modes. 

Figures 4,5,6 show a number of analyzed states of the 
system considered in the experiment, where the functioning 
results are grouped into statistical data based on the types of 
messages.   

Fig. 4. The system in the usual state. m - number of the events occurred, t – 
time in seconds. 

Fig. 5. The system during active monitoring. m - number of the events 
occurred, t – time in seconds. 
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Fig. 6. The attacked system during active monitoring. m - number of the 
events occurred, t – time in seconds. 

A reference tuple shown in Fig. 7 is constructed based on 
the statistical information obtained at regular time intervals, 
associated with the operation of devices. 

5 sec 10 sec … T sec 
information messages 320 319 … 321 

signal messages 3 5 … 5 
unrecognized messages 0 0 … 0 

skipped messages 1 0 … 0 
. . . 

time delay for message 
sending 0.001 0.001 … 0.002 

Fig. 7. The system in the usual state 

      While obtaining and analyzing the dependence of 
qualitative parameters of the system information signal 
messages for various modes a number of activities was 
performed: 

� system switching to the required operation mode for 
learning; 

� analysis of the system state attributes; 
� formation of the analyzed attribute tuple; 
� reception of messages from the devices, accumulation 

of statistics, database creation for the studies 
parameters; 

� processing of the accumulated statistical data, 
comparing them with the delivered data, the current 
state assessing. 

Figures 8-9 show the results of the classifier operation for 
various states of the system. 

 

Fig. 8. Statistical data tuples of the system. P – probability, k – training 
sample size. 

 

Fig. 9. Statistical data tuples of the system. P – probability, k – training 
sample size. 

To assess the qualitative characteristics it is required to 
select various parameters and their groups. However, even the 
statistics obtained on the basis of the conducted experiment 
shows a different kind of the analyzed system responses 
sufficient for probabilistic determination of the state. 

V. CONCLUSION 
A method is proposed for monitoring the information 

security state of low-power device network segments based on 
the statistical data of interaction between receiving-
transmitting devices used to control the functioning of the 
local information system application layer, which allows 
obtaining the probabilistic characteristics of the information 
security state. A feature of the approach is the ability to 
quickly adapt the decisions of the Internet of things and smart 
home to the local networks of low-power devices made by 
different manufacturers. 

To implement this kind of monitoring it is not 
necessary to develop complicated system applications. 

The proposed method can be used when searching for 
anomalies segments of smart home networks and the Internet 
of things. At the same time feature space requires additional 
analysis and definition of informativeness of individual 
characteristics to improve the accuracy and adaptation to the 
system real-time intrusion detection.  
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Abstract — Text Big Data Analytics Study «Third Wave» is 
described. Morphological matrix of several Keywords Phrases 
was collected from Internet’s open textual resources using API. 
The results are analyzed from the point of view that global 
Internet’s audience forms «people-to-IT» system through that we 
can study the three levels of behaviour of Global society. Level 1 
– countries’ activity on the Internet. Level 2 – technological 
evolution in countries. Level 3 – countries’ reaction to destructive 
stress factors. Cluster analysis was used for investigation of Level 
1. Simon Wardley’s Value Chain Map was used for investigation 
of Level 2. And diagrams with percentage ratio of different sets 
of Keywords Phrases were used for investigation of Level 3. 
Article is focused on regions of Eurasia and North Africa. The 
Study findings are following: among post-Soviet countries Russia 
shows the highest activity on Internet and has advantages of 
economic development, as well as Georgia; Azerbaijan among 
some countries from Eurasia and North Africa shows the lowest 
risk to become fragile country under Global warming.  

Index Terms — Big Data Analytics, Google, Yandex, API, Data 
Mining, K-Means Cluster Analysis.   

I. MULTICENTER STUDY «THIRD WAVE» 

EMC Academic Alliance Russia & CIS has launched this 
study in 2015. Big Data Analytics Study «Third Wave» has 
been named after Alvin Toffler's «Third Wave» concept about 
information era [1]. Morphological matrix of several Keywords 
Phrases (KP) was collected from Internet’s open textual 
resources. Data Mining was implemented as High Performance 
Big Data Analytics (HPDA) [2]. API-access (Application 
Programming Interface) to Google and Yandex data storages 

was used. Google and Yandex are considered as non-classical 
hybrid supercomputers with API-access «as-a-Service». KP 
were counted in million, in conjunction with the countries 
names and year of publication or mention of the year in the 
text. K-Means Cluster Analysis was used for metadata. 
Graphic data processing performed using Microsoft Excel. 

In all the results of Text Big Data Analytics for 49 
countries analyzed in the study «Third Wave». Following KP 
were selected for Data Mining from Google and Yandex: 
Computer; Cloud computing; Electric cars; Mobile phone; Drip 
irrigation; Gas supplies; Oil; Oil price; Nuclear power plant; 
Solar panel. The languages of KP are English and Russian 
(words were counted together). The results of the study were 
considered from the point of Value Chain Map that has been 
presented by Simon Wardley at O'Reilly Conference «Open 
Source Convention» [3; 4]. Value Chain Map was modified to 
be applied to analyze the results of Text Big Data Analytics in 
this study. Value Chain Maps with number of Keywords 
Phrases in million during 2015 were created for some groups 
of countries associated with appropriate geographic region. In 
this article the region of Commonwealth of Independent States 
(CIS) and post-Soviet countries is described. Also the group of 
countries from Eurasia and North Africa is analyzed using 
enlarged set of KP.  

Analyzing text arrays from the Internet we don't study the 
Global society separately from the information environment, 
but we can make an assessment of Global society reflection in 
information systems. The Internet’s environment is some kind 
of global audience discussion about various processes. In this 
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regard the identified KP patterns are not a direct indication to 
processes in society, economics and politics, but KP patterns 
reflect the interest in various economics or politics processes. 
KP patterns reflect the society as a dynamic flexible system 
with adaptive spatiotemporal changes. Global Internet’s 
audience forms «people-to-IT» system through that we can 
study the three levels of behaviour of Global society:  

Level 1 – activity on the Internet that is different for 
different countries and depends on number of computers in the 
country; level of literacy and IT education; number of IP 
connections and Internet accessibility; level of economic 
development and number of Internet services; amount of 
country's population; processes in politics and society, which 
are actively discussed; citing of country. 

Level 2 – Internet’s open textual resources reflect the 
different features of technological evolution in different 
countries. People write about technological and economic 
processes which have place in their life, business, country’s 
agenda etc.  

Level 3 – reaction to stress, people write more about that 
problems which concern them more.  

II. SOCIETY BEHAVIOUR, INTERNET ACTIVITY 

Different countries are very varied. Cluster analysis helps 
to divide countries into groups with different activity and 
different levels of citing of countries on the Internet. In this 
study five clusters are found (Fig. 1).  

 

 
 
Fig. 1. Cluster analysis, k-means algorithm. 49 countries are divided into 

five clusters. Variables – matrix of 20 Keywords Phrases, 2015: 1 – Computer; 
2 – Cloud computing; 3 – Mobile phone; 4 – Dollar exchange rate; 5 – Euro 
exchange rate; 6 – Electric cars; 7 – Solar panel; 8 – Drip irrigation; 9 – Gas 
supplies; 10 – Oil; 11 – Oil price; 12 – Nuclear power plant; 13 – Crisis; 14 – 
Inflation; 15 – Price increase; 16 – Unemployment; 17 – Dismissal; 18 – 
Migrants; 19 – Refugees; 20 – Muslims. 

 
Cluster 	 1 includes United States, Canada, Germany, 

China – the most active countries on Internet. 
luster 	 3 
includes United Kingdom, Australia, Japan, Russia. These 
countries also have high level of activity and citing on the 
Internet.  

Cluster 	 2 includes Hong Kong, Singapore, New 
Zealand, Ireland, Malaysia, Ukraine, Georgia, Turkey, India. 
Cluster 	 4 includes Switzerland, Chile, Sweden, Denmark, 
Norway, Colombia, Taiwan, South Korea, Austria, Israel, 

Afghanistan, Pakistan, Egypt, Iraq, Iran, Syria. Both clusters 	 
2 and 	 4 contain countries with middle level of activity and 
citing on the Internet. 

Cluster 	 5 includes Luxembourg, Estonia, Lithuania, 
Finland, Macau, Saint Lucia, Barbados, Peru, Libya, Bahrain, 
Tunisia, Yemen, Palestine, Azerbaijan, Kyrgyzstan, 
Uzbekistan. This cluster contains countries with low activity 
and citing on the Internet. 

As was mentioned above, it is hard to take into account all 
the factors affecting the activity on the Internet. At this stage of 
our study we chose the clusterization to arrange countries with 
different number of keywords on the Internet. In this article 
following countries are described: Russia, Estonia, Lithuania, 
Ukraine, Georgia, Azerbaijan, Kyrgyzstan, Uzbekistan, China, 
Turkey, Syria, Iraq, Afghanistan, Tunisia, Libya, Yemen. 
These 16 countries belong to different clusters.  

High level of Internet activity and citing: Cluster 	 1 – 
China; Cluster 	 3 – Russia.  

Middle level of Internet activity and citing: Cluster 	 2 – 
Ukraine, Georgia, Turkey; Cluster 	 4 – Afghanistan, Iraq, 
Syria. 

Low level of Internet activity and citing: Cluster 	 5 – 
Estonia, Lithuania, Libya, Tunisia, Yemen, Azerbaijan, 
Kyrgyzstan, Uzbekistan. 

These clusters allocation should be taken into account as 
some common denominator while considering next figures. 
But at the same time we should understand that more or less 
activity and citing of countries on the Internet point out the 
trends of economic development in countries, as well as 
interest in countries regional market and countries’ activity at 
Global market.  

III. SOCIETY BEHAVIOUR, TECHNOLOGICAL EVOLUTION 

We used Simon Wardley’s approach for assess the 
economic situation in terms of competitiveness and shaping the 
future consumer market. Wardley’s map was modified and KP 
from our study were added (Fig. 2). Making map we can look 
to KP data in dynamics.  

 

 
 
Fig. 2. The modified Value Chain Map for results of Text Big Data 

Analytics in study «Third Wave». All the components of the Value Chain Map 
are evolving from left to right due to demand competition. Blue font on this 
scheme – the selected Keywords Phrases. 
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All the components of the Value Chain Map are evolving 
from left to right due to demand competition. Value Chain Map 
allows to put KP in needed sequence to determine what is 
already cover previous stage of development, and what is the 
innovative stage that determines future success. 

The chosen KP for Data Mining in this study reflect the 
main modern economic trends. The technological evolution 
can be investigated using KP and Value Chain Map. 
Kondratiev’s waves are the measure of the evolution of 
technological order [5]. Kondratiev’s waves endure 30-50 
years. Let’s look to Value Chain Map with KP for region of 
Commonwealth of Independent States (CIS) and post-Soviet 
countries (Fig. 3; Fig. 4). Map helps to look to diagram not as 
static that shows more or less number of KP, but in dynamics, 
with understanding past and future processes. 

Fig. 3. Google map of Commonwealth of Independent States (CIS) and 
post-Soviet countries with indication to chosen countries for study «Third 
Wave».

Start of Cybernetic revolution had coincided with the 
Fourth Kondratiev’s wave (period from 1947 to 1991). The KP 
«Computer» is the sign of Fourth Kondratiev’s wave. This 
keyword has the highest frequency among all ten chosen KP. 
Today Fourth Kondratiev’s wave is completely finished and 
we can see a clear dominance of KP «Computer» in the study 
as widely distributed products. 

KP «Mobile phone» can be attributed to the period of the 
Fifth Kondratiev’s wave (period from 1991 to 2020). Only in 
the last decade mobile phones have become widespread in the 
world as distributed products. 

KP «Cloud computing» is the sign of upcoming Sixth 
Kondratiev’s wave (period from 2020 to 2070), during this 
wave will be completing of Cybernetic revolution. Today 
Cloud computing cannot yet be called as distributed product, it 
is still looking for ways of development and places at the 
market. 

KP «Electric cars» is the sign of Sixth Kondratiev’s wave. 
Electric cars are the real turning point in technological order. 
The most interesting trend is the emergence of 3D-printing 
technology for production of electric cars. 3D-printing material 
for these cars are carbon fibre composite tubes. This means that 
oil and gas are no longer needed as fuel for new cars, but they 
are very needed as oil and gas chemistry products for 3D-
printing of cars. The process of 3D-printing is based on Cloud 
computing [6]. More Cloud computing will expand, more 3D-
printing cars will be at the market. The new dependency will 
appear during Sixth Kondratiev’s wave: more Cloud 
computing, more common electricity grid, more electric cars, 
more 3D-printing, more needed oil and gas chemistry products 
as material for cars 3D-printing.

Fig. 4. The number of Keywords Phrases in million during 2015 in conjunction with the countries names. Level above 100 million isn’t shown.
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KP «Gas supplies»; «Oil»; «Oil price» are the signs of 
previous hydrocarbons’ age. But during Sixth Kondratiev’s 
wave hydrocarbons will change the function from fuel to 
«printing ink» for 3D-printing mass consumption products, 
including cars. 

KP «Drip irrigation» reflect the important trends – 
agricultural IoT, technology involvement into agriculture, food 
security. Adequate water supply is topical problem in terms of 
Global warming for regions with growing population in Africa 
and Asia. 

KP «Solar panel» reflect the most important future oriented 
trend of transition to renewable energy sources. 

KP «Nuclear power plant» reflect the traditional energy 
type for 36 countries around the world. In this article among 
mentioned countries China, Russia, Ukraine and Lithuania 
have the Nuclear power plants.  

Looking to Value Chain Map (Fig. 2) we can emphasize 
that the aim of map is to show a moment of advantage, a 
moment of competition. In this chain the moment of 
competition, that will guarantee leadership, is the energy 
power, that will determine the acceleration of development of 
new technology, IoT. Value Chain Map for CIS and post-
Soviet countries (Fig. 4) shows that Russia and Georgia have 
increased level of KP «Cloud computing», «Electric cars» and 
«Solar panel». Despite the difference of clusters (Russia is in 
the High level cluster; Georgia is in the Middle level cluster, 
as well as Ukraine; and other countries from diagram are in 
the Low level cluster), other KP (indicated at Product maturity 
stage) are more comparable among countries from different 
clusters.  

We can notice that Russia and Georgia in this group of 
countries show the growing interest in two crucial trends of 
development – Cloud computing and Electric cars, and also 
they show the growing interest in renewable energy (for 
example Russia has Orsk and Abakan Solar power plants with 
capacity 25 MW and 5,2 MW; Georgia has Solar Thermal 
systems and Solar photovoltaic panels in Tusheti, Solar 
electricity generation system in Tbilisi Shota Rustaveli 
International Airport, and schedules the Solar power plant in 
Gardabani, Georgia’s Kvemo Kartli region). Both new 
emerging technologies and unlimited energy supply will ensure 
advantages of economic development for Russia and Georgia 
among presented group of countries. Should be mentioned that 
word «Georgia» on Internet is also related to U.S. state, which 
has two times more territory than country Georgia. For 
example U.S. state Georgia has two Nuclear power plants: 
Plant Vogtle in Augusta and Plant Hatch in Baxley. But as we 
see on diagrams (Fig. 4; Fig. 5) on the countries level this 
additional regional data do not affect whole picture and do not 
exceed the level of countries without Nuclear power plants. 

Russia, Georgia, Ukraine and Azerbaijan have the growing 
interest in hydrocarbons (Fig. 4). We can notice that these 
countries will be in the common row of pioneers at the new 
market of carbon materials, «printing ink» for 3D-printing, 
that will replace at hydrocarbons market fuel to materials. 
 

 

 
 
Fig. 5. The number of Keywords Phrases in million during 2015 in 

conjunction with the countries names. Level above 100 million isn’t shown. 
Keywords Phrases: Cloud computing, Electric cars, Computer, Mobile phone, 
Drip irrigation, Gas supplies, Oil, Oil price, Nuclear power plant, Solar panel. 

 

 
 
Fig. 6. The number of Keywords Phrases in million during 2000-2015 

summarily, in conjunction with the countries names. Level above 100 million 
isn’t shown. Keywords Phrases: Terrorism, Terrorist, Occupation, Narcotic, 
Violation, Democracy, Development. 
 

 
 
Fig. 7. The number of Keywords Phrases in million during 2015 in 

conjunction with the countries names. Level above 100 million isn’t shown. 
Keywords Phrases: Crisis, Inflation, Price increase, Unemployment, Dismissal, 
Migrants, Refugees, Muslims. 
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IV. SOCIETY BEHAVIOUR, REACTION TO STRESS 

Looking to three diagrams (Fig. 5; Fig. 6; Fig. 7) we can 
investigate the impact of stress factors on the countries interest 
in innovative development. There are three sets of KP in 
conjunction with countries names: Azerbaijan, Georgia, 
Ukraine, China, Turkey, Syria, Iraq, Afghanistan, Tunisia, 
Libya, Yemen (China is in the High level cluster; Georgia, 
Ukraine, Turkey, Afghanistan, Iraq, Syria are in the Middle 
level cluster; other are in the Low level cluster). On Value 
Chain Map (Fig. 5) we see two countries that show the 
growing interest in new emerging technology and unlimited 
energy supply – China and Georgia. As on previous diagram 
(Fig. 4) the leaders belong to High and Middle level clusters, 
but other KP (indicated at Product maturity stage) are more 
comparable among countries from different clusters. 

Ukraine, Syria, Iraq, Afghanistan have the higher level of 
KP frequency «Terrorism», «Terrorist», «Narcotic», 
«Violation» (Fig. 6). Also these countries have the higher level 
of KP frequency «Migrants», «Refugees» (Fig. 7). Thus 
countries with indication to innovative development don’t have 
indication to destructive stress factors that are causing damage 
to country’s development. And countries with indication to 
destructive stress factors don’t have indication to innovative 
development. But we can notice that Georgia has higher level 
of KP «Refugees» and China has higher level of KP 
«Narcotic». This is the indication to inhibitory factor for each 
of two countries. 

 

 
 

Fig. 8. The percentage ratio of countries interest in four Keywords Phrases 
(Terrorist, Refugees, Drip irrigation, Solar panel) during 2015 by count of 
Keywords Phrases. Countries: 1 – Azerbaijan; 2 – Georgia; 3 – Ukraine; 4 –
China; 5 – Turkey; 6 – Syria; 7 – Iraq; 8 – Afghanistan; 9 – Tunisia; 10 – 
Libya; 11 – Yemen. 

 
 

Another four round diagrams (Fig. 8) show that Azerbaijan 
(1) has the lowest indication to destructive stress factors among 
presented countries, and also Azerbaijan has predominant 
interest in drip irrigation. Azerbaijan as well as all eleven 
presented countries will suffer from impending Global 
warming. Deficit of water for agriculture and drought will 
cause hunger and instability in the countries. To prevent falling 
countries need to develop a broad network of drip irrigation, 
which requires a lot of electricity. Solar energy is more 
appropriate to regional environment. Looking to four diagrams 
(Fig. 8) and making correction that China (4) belongs to the 
High level cluster, and data about Georgia (2) include data 
about U.S. state Georgia (which has 400 MW capacity Solar 
panels park), we can recognize Azerbaijan as country with 
lowest risk to become fragile country under Global warming. 
Now Azerbaijan has Surakhani Solar Power Station with 2,8 
MW capacity, and plans to open new Solar power plants in 
Sumgayit, Samukh, Sangachal and Pirallahi [7]. 

V. CONCLUSION 

This type of Text Big Data Analytics is the starting point. 
API-access to data storages is the modern and growing 
industry. We should investigate this opportunity and elaborate 
varied analytical methods for extraction the new knowledge 
from Dark Data (data that before was not recognized as data). 
In this article we show that morphological matrix of several 
Keywords Phrases can open the knowledge about countries 
activity on the Internet, interest in technological trends and 
reaction to destructive stress factors. The understanding of 
different words frequency on the global Internet is the 
important scientific task that leads to connection of Artificial 
Intelligence with Internet for the rapid analysis of situation and 
forecast.  
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Abstract—One of the effective approaches to the protection of 
personal data is their depersonalization, as it reduces the 
requirements for the level of data protection. Therefore 
anonymization procedure is widely used in practice. As a result 
of the application of such methods discards some of the 
information, which entails a loss of information content of the 
personal data.The problem of determining the loss of information 
during data anonymization procedure. It is often easier to 
allocate a group of similar objects, to analyze the loss for each 
group, than analyze all the data at once. A large amount of data 
and the lack of pre-known cluster, prompted the decision of one 
of the tasks of Data Mining - Data Clustering. Realize the data by 
identifying the cluster structure allows us to understand how the 
data looked at the beginning, and how have they changed after 
anonymization procedure. Analyzing the structure of the cluster 
can be seen on the data identity. 

IndexTerms—Privacy-Preserving Data Publishing, Anonymity, 
Algorithms, Machine Learning 

I. INTRODUCTION

Currently, the volume of data generated grows 
exponentially[1]. Among these data, there is information that 
directly or indirectly relates to individuals. Ensuring the 
protection of information including personal data is a priority 
and the most important task in ensuring the information 
security of an organization. It is impossible to imagine the 
organization without processing information about a person. 
They are stored and processed data on the members of the 
management bodies and employees, partners, and shareholders 
of the persons attending the organization. 

Breach of confidentiality to ensure the organization 
database of personal data security can be a serious incident in 
information security, which may result in irreparable damage 
to financial or reputation risks. 

The need for personal data protection measures due to the 
increased technical possibilities also for copying and 
dissemination of information. Modern people are not 
physically able to escape from the whole variety of explicitly 
or implicitly used against it collect technical devices and 
people data processing technologies. 

With the development of electronic commerce and the 
available means of mass communication have also increased, 
and the possibility of abuse related to the use of collected and 
stored information about the person. There were also 

effectively used by attacker means of integrating and quick 
processing of personal data, creating a threat to the rights and 
legitimate interests of the person. 

Realizing the importance and value of the information 
about the person, as well as taking care of respecting the rights 
of its citizens, the state requires organizations and individuals 
to provide reliable protection of personal data. 

One approach to the protection of personal data is their 
depersonalization. It can reduce the requirements for the level 
of data protection and, accordingly, reduce the costs of defense. 
Therefore anonymization procedure is widely used in practice. 
For the implementation of these procedures use the data 
anonymization algorithms, such as k-anonymity, l-diversity, 
and etc. After application of these algorithms it becomes 
impossible to identify the entity that owns the personal data. 

Anonymity is used to preserve the confidentiality of 
data.Depersonalization of personal data must ensure not only 
the protection from unauthorized use, but also the ability to 
handle them. For this anonymous data should have properties 
which keep the basic characteristics of depersonalizing of 
personal data: 

� fullness (save all the information about specific
subjects or groups of subjects, which had to
depersonalization);

� the applicability of (the possibility of solving the
personal data processing tasks without prior
personalizationthe total volume of the subjects of the
records);

� anonymity (inability to uniquely identify the data
subjects, derived from depersonalization, without
additional information).

One of the most advanced and user-friendly methods of 
anonymization of personal data is a method of changing the 
composition or the semantics of data. It is realized by replacing 
the statistical treatment of results, generalization or deletion of 
the information. 

As a result of this method discards some of the information, 
which entails a loss of information content of the personal data. 
The ideal option would be to hold the data without loss of 
information content of depersonalization, unfortunately, using 
the above method generalization or deletion part of information  
is not possible to avoid data loss. So try to reduce (minimize) 
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the informativeness of losses and increase (maximize) the level 
of personal data anonymous.Applicability of anonymous data 
in order to achieve these goals depends on the rest of the 
information and the preservation of the original structure in the 
data set after replacing, removing or generalization of the 
information induring anonymization algorithm works. It is 
possible to anonymize data is good enough, from the viewpoint 
of privacy, but they did not apply for further processing, as will 
lose too much information or too much structure will be 
distorted. In this regard will be used parameter as the 
informative. With this option you can compare the initial data 
set and treated, and on this basis to draw a conclusion on how 
the information content decreased. Just a lot of it is important 
to establish the identity of anonymous data source, or will use 
incorrect data, which will lead to incorrect results and 
conclusions.

A. Tasks
Next target definition information loss was set in the

procedure data anonymization. Having some kind of 
assessment of loss of information can be compared to the data 
with a given level of confidentiality and choose anonymous 
data with minimum losses for future use for statistical or other 
research purposes. Just such an assessment will select the 
optimum solution between the loss of information due to 
confidentiality and depersonalization. 

From this goal the following tasks:
� develop a method for determining the loss for the

assessment anonymization algorithms;
� comparing baseline data with impersonal to establish

equivalence
The first task will allow to compare with each other 

clustering algorithms. It will be possible to assess how much 
information is lost in depersonalization of this algorithm, and 
choose the algorithm with minimal losses for a given level of 
data privacy. 

The second task will enable comparison between the 
original and anonymous data, and to assess how much data had 
been distorted as a result of depersonalization. Using false 
information will lead to incorrect conclusions, so it is important 
to establish the equivalence of data 

B. Relatedworks
Generalized Information Loss (GenILoss). This metric

captures the penalty incurred when generalizing a specific 
attribute, by quantifying the fraction of the domain values that 
have been generalized. This metric is based on the concept that 
data cell values that represent a larger range of values are less 
precise than the ones that represent a smaller range of values. 
The downside is that we can not evaluate the data structure. Is 
similar to the original data preserved. [2] 

ILoss is a data metric proposed in Xiao and Tao to capture 
the information loss of generalizing a specific value to a 
general value vg:

ILoss (vg) = ( | vg | -1)/ | DA| (1) 

where | vg | is the number of domain values that are 
descendants of vg, and | DA | is the number of domain values 
in the attribute A of vg. This method of estimating the loss of 
information content also does not allows you to track changes 
to data structures, and requires the parameter wi which is an 
indication of the weight of the penalty attributes Ai of vg. The 
value of the fine can be set by expert assessment that the large 
amounts of data is difficult computable. [3] 

Entropy approach can be used to estimate the amount of 
information in a data set. With the help of entropy can be 
estimated descriptiveness of each feature and find all the 
information content of the total data set. A distance of 
Kullback–Leibler can be interpreted as the magnitude of the 
loss of information when replacing the true distribution of the 
distribution of anonymous data. [4] 

II. CLUSTERING DATA

Clustering data - Grouping similar objects - is one of the in 
the field of data analysis and Data Mining fundamental 
problems. List of application areas where it is applied, wide. 
We are interested in clustering algorithms from the point of 
view of their application in Data Mining.

Clustering in Data Mining acquires value when it acts as 
one of the data analysis stage, the construction of a complete 
analytical solution. Analysts often easier to identify groups of 
similar objects, examine their characteristics and build a 
separate group for each model, you can create a common 
model to all data. 

Clustering is designed to partition a set of objects into 
homogeneous groups (clusters or classes). If the sample data is 
represented as a point in the feature space, the clustering 
problem is reduced to the definition of "condensations points." 
The task of clustering refers to a broad class of problems of 
learning without a teacher. This means that the studied set of 
data classes are not predetermined in advance, as opposed to 
classification problems. 

The following objectives before clustering: 
� data compression;
� novelty detection;
� understanding of data by identifying the cluster

structure.
If the original sample is excessively large, it is possible to 

reduce it, by leaving some of the most typical representatives 
from each cluster. By reducing the amount of data being 
processed, reduces the number of tools and resources necessary 
for their treatment. The saved resources can be spent on the 
protection of personal data. 

Novelty detection. Objects that fail to connect to any of the 
clusters are allocated. Such atypical objects are potentially 
vulnerable point for data personalization. Therefore, these 
objects should be treated in a special way and try to get rid of 
them. 

With output some data structure, we get a generalized view 
of the data thereby reducing the amount of information that 
must be analyzed to identify the difference between the 
original data and impersonal. Comparing the structure of the 
data processing algorithms to anonymization and after, you can 
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see whether the data sets are identical, and decide on the 
further use of anonymous data. After all, the use of anonymous 
data, which are very different from the original, will give 
incorrect results and conclusions. In the end we will not 
achieve the purposes of the assembly and processing of 
personal data, which were placed before the initial data set. The 
identification and subsequent analysis of the cluster structures, 
and will be the main objective of this work.  

Often you have to depersonalize high-dimensional data 
containing hundreds of thousands of records (objects), which in 
turn describes numeric and categorical attributes. All this 
complicates the analysis of the data. Analytics is very difficult 
process. It hard to compare a large amount of data besides 
dissimilar. And while judging the loss of information content 
as a result of anonymization algorithms. 

In this paper will be use the cluster analysis in order to get 
an idea of the distribution of objects to form an understanding 
of data by identifying the cluster structure. Splitting the sample 
into groups of similar objects, we simplify the further analysis 
of the data. It is easier to work with these groups to study their 
features than working with the whole set. 

III. EVALUATION INFORMATIVE VALUE LOSS

In this work it was mentioned that how data anonymization 
algorithms work, and found that the lost or generalized piece of 
information as a result of their work. This leads to a loss of 
information content. It is evaluated  these losses, not to get the 
output of useless data anonymization algorithms, or comparing 
several sets of anonymized data to select the most informative 
data for a given level of anonymity. 

To identify a cluster data structure was chosen algorithm 
DBSCAN because it is able to identify clusters of arbitrary 
shape. Its working principle is well-suited for clustering of 
personal data. The advantage of this algorithm is that clusters 
can allocate arbitrary shape. The algorithm evaluates the 
intracluster and intercluster distance, and on the basis of the 
allocated clusters.[6] 

A. Algorithm
The essence of the algorithm is as follows, using Machine

learning for clustering data. Clustering algorithm assigns each 
object class label, to which it carried that. If the object could 
not be attributed to any class, the algorithm marks it as noise. 
Then look at the distribution of objects in classes, but rather 
how many objects are contained in a particular class. Then 
subjected to data anonymization procedure. The resulting data 
set is subjected to clustering again. Then see the distribution of 
objects in classes. Check distribution to depersonalization and 
after the existence of the correlation between them.[7] 

This evaluation gives us an idea on how similar these 
datasets. Based on this can be seen the loss of informativeness. 
Decide whether you can use anonymous data for further 
processing. 
Algorithm 1 EVALUATION INFORMATIVE VALUE LOSS 

Initialize Data {reads documents with  Personal 
Information of objects}  
Initialize X1:= Data[feature selection] {These data 

source} 
Initialize X2:= X1 {These data will be anonymized} 
Normalization (X1) 
Clustering (X1) {Fit DBSCAN algorithm train dataset} 
Initialize lable1 {cluster structure of X1} 
Depersonalized (X2) 
Normalization (X2) 
Clustering (X2)  
Initialize lable2 {cluster structure of X2} 
Сount the number of instances of each class 
Calculate the correlation between the distribution of 
classes 

IV. EXPERIMENT

In the work repository with data from the following 
algorithm have been selected[5].  Will not be used to 
investigate all the attributes, but only the following feature: 
sex,age,race,marital_stat,education,native_country,workclass,o
ccupation. They can be classified as personal data. With them it 
is possible to identify a person, if it was still the object name. 
Consequently, these data can depersonalize, and used for 
further processing. 

Since this set of data has numeric and categorical attributes, 
they should be pre-treated. Categorical attributes must be 
coded by assigning to each possible value of the numeric 
indication own label. Then, should conduct the normalization 
calculating the mean and standard deviation. After 
normalization can begin to cluster. 

Fig. 1.  The cluster structure of the training data 

Now it needs to depersonalize the data and to cluster them. 
To compare the loss depersonalization need multiple sets of 
data with varying degrees of generality. Make 3 sets of data, 
where the attribute "age" will be divided into 2 range [0; 50) 
[50; 100); 8 ranges [0; 12) [12; 25) [25; 37) [37; 50) [50; 62) 
[62; 75) [75; 87) [87; 100); 16 ranges. 

After clustering, we obtained the following data 
distribution after depersonalization classes. 
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Fig. 2.  The cluster structure of the training data and 2_age anonymised data 

The figure shows that how the number of classes fell after 
anonymization. The figure shows that clustering structure 
before and after the depersonalization differs. In the future, we 
try to estimate how much different these structures and 
determine the loss of data during depersonalization.

Fig. 3.  The cluster structure of the training data and 8_age anonymised data 

After clustering anonymous data whose age was divided 
into 8 ranges can be seen that the number of clusters has 
become equal to the number of input data clusters. This means 
that the data have a great similarity between them than before 
It is to be expected because it is working with more detailed 
data than the partition age only two ranges.Also, the 
distribution of the number of objects in each cluster has a 
similar appearance

Fig. 4.  The cluster structure of the training data and 16_age anonymised data 

A. Methods for estimating the loss of information
Now we have to determine how the data will be compared

to further losses in the process of depersonalization. We
distinguish three ways of evaluating information loss: 

� Comparison of the number of clusters
� Transitions between clusters of objects
� Pearson's correlation coefficient of cluster structures
Consider each of the methods in detail. The first and

easiest is to compare the number of clusters before and after 
anonymization. If we generalize the depersonalization of the 
information about the object, because this reduces the distance 
of n-dimensional Euclidean space. In this regard, fusion can 
occur in one of several clusters. Thus it is possible to assess 
the loss of information, the less is left after anonymization of 
clusters, the more we lose information. This method is based 
on the fact that in the beginning there was information about 
objects that have been allocated, let to three clusters, and 
output objects have become so similar that were owned by the 
same cluster. It is reasonable to note with three different 
classes of objects, we have more information than when we 
have only one class of objects. 

The second method contains a rule: when clustering each 
object is assigned a label of some class to which it belongs, 
then it is divided the set of objects to depersonalization in the 
subset. Each subset contains only one class of objects. As a 
result, we obtain a partition of the original objects. Later, after 
the depersonalization and clusteringeach object is assigned a 
new label of the new class. Again, make partition but subsets 
that we received in the previous step. And because of this 
partition, select the subset with the largest capacity. This 
power is divided by the number of objects in a subset of the 
original data. And so it goes for each subset, we summarize 
obtained relationship, and this sum is divided by the number 
of objects in the original data. As a result, we get a ratio α 
which lies in the range from 0 to 1, and shows how the 
structure of similar anonymous data from the original 
structure. Losses are expressed as in the depersonalization of 
data(1–α)*100% 
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Fig. 5.  The calculation of the remaining objects in a class 

TABLE I.  SIMILARITY COEFFICIENT DATA 

Data 2_age 8_age 16_age 

α 0.8069 0.8753 0.9156 

It is not difficult to notice that the less impersonal data, the 
smaller than the loss of information. The biggest losses, while 
depersonalization of all ages into two groups and family 
status. 

The third method is based on a correlation between cluster 
data structures before and after anonymization. In this study, 
the Pearson correlation coefficient was chosen to estimate the 
correlation. When do you need an objective measure, 
indicating the presence or absence of a relationship between 
the variables and measuring the intensity of this connection, 
using correlation coefficients. The correlation coefficient was 
proposed as a tool with which you can test the hypothesis of 
dependence and measure the strength of dependence of two 
variables. In this case acts as a variable number of objects of a 
cluster before and after anonymization procedure. 

This evaluation gives us an idea about how much data are 
similar to each other. Based on this can be seen the loss of 
information content, the smaller the correlation coefficient, the 
greater the loss of information. You can depersonalize data in 
several ways, and selecting those data that have the highest 
correlation coefficient. And use anonymous data for further 
processing. 

We calculate the correlation coefficient between the 
original data set and impersonal data. We assume the 
following coefficient for 2_age anonymised data, 8_age, 
16_age 

TABLE II.  CORRELATION COEFFICIENT 

Data Correlation coefficient 
2_age 0.841769 
8_age 0.987626 
16_age 0.990681 

As seen from the table, the less impersonal data, the higher 
the correlation coefficient. The higher the correlation 

coefficient, the less the loss of information, which are defined 
as (1 - the correlation coefficient) * 100%. In the most heavily 
anonymity, in this case «2_age», the loss is about 25%. And at 
least of anonymity, in this case «16_age», loss of about 1%. 

V. CONCLUSION

In this paper, the existing methods were analyzing for 
assessing loss of information during data depersonalization, as 
a result of the analysis of significant disadvantage of these 
methods has been revealed. The above method does not allow 
to evaluate the structure of the data, thereby to establish 
equivalence between the original and anonymized data. We 
used machine learning to identify the structure of the data for 
later analysis. 

Analysis of cluster structure significantly simplifies the 
understanding and comparison of large data sets. The 
advantage of analyzing the cluster structure to a simple 
estimate of the amount of data loss that primarily evaluated 
the equivalence of the original set of impersonal data. 

Using the method described in this paper, it is possible to 
assess the similarity of the two sets of data in three ways, and 
to assess the loss of information during the procedure data 
anonymization. Using this method, we can evaluate the 
performance of anonymization algorithm for data loss during 
data depersonalization and choose the algorithm with minimal 
losses. With the evaluation of information loss can be to find 
the optimal solution between privacy and the remainder in the 
data information. 
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Abstract— In this article the issue of big data is dedicated, the 
essence of big data is described which is considered key 
motivating force of the information society. Big data incorporates 
along the volume of collected information, as well as storage, 
computing technologies, combines and services. Big data has 
become one of the rapidest developing spheres of the information 
technologies and has great potential and value in many fields. 
Philosophy and economic potential of big data has been explained 
briefly. In order to assessment of big data current situation have 
been analyzed according to some indicators. 

Key Words — big data; big data indicators; big data potential; 
big data philosophy 

I. INTRODUCTION

The end of the twentieth century and the beginning of the 
third millennium is characterized by the emergence of the 
information society. In this society information  has become an 
important resource as a particular type of goods from the 
perspective of interests of commercial, private and state. In the 
past decade the increase of information and communication 
facilities and ease of accessibility of information has led the 
increasing of data stream, the volume of data volume has 
growthed in geometric progression every year. Such 
"explosion" of information has become the serious problem 
one of the main challenges of the world of the  twenty-first 
century- named Big data.  

The rapid growth of digital information and its value has 
put new demands  to available  processing technologies  of data 
and withdrawal of useful information. In response to these 
challenges exposed to a big information flood and big data 
projects  have been processed Google, Oracle, IBM, Microsoft, 
Amazon, Facebook organization and so on  discovered useful 
information with the help of different algorithms, technologies. 
Thus, since 2004 processed large scale data  in real-time mode 
and creation of technological platforms such as MapReduce, 
Hadoop, NoSQL  were organized from more depth analytical 
tools have risen the value of data a bit [1]. 

Currently, Big data has become one of the driving force of 
the development of information technology. Already, in the 
USA, many other western countries, some developed and 
developing countries this field began to develop rapidly. In the 
near it is inevitable future economic and political competition 
between the countries will be based on using of Big data's 

potential opportunity. In other words, the investigation and 
application of large scale data  will be necessary in order to 
increase of the competitiveness ability of any country [2]. 
That's why, the distribution of economic potential of  Big data 
according to available technologies, fields, countries and 
measuring of value is an actual issue. 

II. THE PHILOSOPHY OF BIG DATA

Big data is increasing as a field of information technology, 
service, and science, and so too is the need for its intellectual 
comprehension and explanation from a theoretical, 
philosophical, and societal perspective.  

The Philosophy of Big Data is the section of philosophy 
concerned with the foundations, methods, and implications of 
big data. the definitions, meaning, conceptualization, 
knowledge possibilities, truth standards, and practices in 
situations involving very-large data sets that are big in volume, 
velocity, variety, veracity, and variability. Three aspects are 
considered: what might compile a Philosophy of Big Data, how 
the disciplines of the Philosophy of Information and the 
Philosophy of Big Data are growing, and an example of the 
Philosophy of Big Data in application in the data-intensive 
science. Data-intensive Science is computationally-intensive 
science involving very-large data sets that may require data 
science computing techniques for comprehensive high-
dimensional modeling, observation, and experimentation [3]. 

The Philosophy of Big Data is evolving into a discipline at 
two levels. One is internal to an area as a generalized 
articulation of the concepts, theory, and systems that include 
the overall conduct of big data science. Data science contains 
big data, and is described as a broader discipline that applies 
techniques and theories from mathematics, statistics, 
computing, and information technology, for instance machine 
learning, to uncover patterns in data from which predictive 
models can be improved. The other is external to an area; as a 
ocassion  of the influence of big data science more broadly on 
individuals, society, and the world. Methods, tools, and 
concepts are estimated at both the level of industry practice 
theory and social affect.  

Overall a Philosophy of Big Data might profitable in 
conceptualizing and apprehending big data science as a service 
practice, and also in transitioning to data-rich futures with 
human and data entities more effectively co-existing in 
reciprocal surplus and cooperation [3]. 
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III. BIG DATA ECONOMIC POTENTIAL 

Growing of volume, speed, diversity and value has resulted 
to significant changes in transition direction to the model that 
managed with data in socio-economic activity paradigm. So, 
Big Data began to play an important role in the creation of 
social impact, competitive advantage and innovation field. 
Therefore, Big Data can be regarded as an underlying asset for 
all sectors, organizations, countries an regions. 

Big  Data has mainly great value and potential in 5 fields: 
health care in the United States; public sector administration in 
the European Union; retail in the United States; global 
manufacturing; and global personal location data. In 2010 40% 
of GDP according to the world has been created by these 5 
field  [4-5]. In 2020  the volume of useful data is expected to 
be 16 zetabite. In society, its citizens and all business sectors it 
is reality using of this information for creating of value. 

Now, big data has become  a large volume invested  field 
all the world. Compared to 2013 in 2014 the number of 
companies which performed projects relate to big data 
increased by 125%, the market volume 45%. According to 
valuation of SNS Research organization only in 2015 $ 40 
billion was invested to Big Data. The growth rate of this 
investment is expected to be 14% in the next 5 years [6-7]. 

In 2020 in Europe the GDP of big data and open data is 
expected to increase 1.9 %(206 billion euros)  [4].  It is equal 
to the overall economic growth in one year of all EU countries. 
In 2020 is anticipated that Big data will organize the contribute 
of trade to GDP 23%, manufacturing sector 22%, finance and 
insurance sector 13%, state administration 12%, , information 
and communication sector 6%, healtcare an social welfare 
sector 5% [5].   

The expansion of using of Big Data will be postive impact 
on employment and will lead to the creation of many new jobs. 
According to source of Gartner in 2015 in this field in the 
accordance with IT at the international level additional 4.4 
million jobs will be created. Near to the 1.9 million jobs will be 
belong to the USA [8-9]. In 2017 is projected 3.75 million jobs 
will be created in EU [10]. 

Big Data is already making a significant contribution to the 
UK economy. The Centre for Economic and Business Research 
estimated that by 2017 Big Data could contribute £216 billion 
and generate 58,000 new jobs in the UK and Ireland [11]. 

IV. BIG DATA MEASUREMENT AND INDICATORS

Initially, big data have occured as the terms described 
large-scale data that cannot be processed by conventional 
methods. In recent years, big data incorporates along the 
volume of collected information, as well as storage, computing 
technologies, combines and sevice. 

According to evaluation of Cisco company in 2015 the 
volume of mobile data traffic was 3.7 exabytes per month. In 
2020 it is expected will be 30.6 exabytes [12].   

According to research of EMC company in 2020 the 
volume of data will be increase up to 40 trillion Gbytes, digital 
data will be 5,200 gigabytes per  person in the world. [13].   

Although, the new emergency of Big Data it is already 
stabilized technologies sphere. It has spreaded in many areas of 

the business and began to play an important role in the 
development of companies. According to evaluating of IDC 
company the growth rate of big data is more than 6 times as a 
whole Big Data market. During the years 2013-2017 the 
compound annual growth rate (CAGR) of Big Data market is 
expected 27% and total cost will be $ 50 billion [14]. 

Big Data Indicators can be useful in assessing the progress 
and impact of big data-related growth and performance in the 
information society (and innovation economy). Generally 
accepted indicators system for measurement of big data is not 
still available. 

 In 2014 initial indicators have been proposed for 
measurement of big data in Europe market by IDC company. 
These indicators are as follows [5]:  

1. Number of data workers
2. Number of data related companies
3. Revenue of data related companies
4. Data market size
5. Data workers skill gaps
6. Citizen’s data
The market value of Big Data is measured in accordance

with revenues from the sale of hardware, software and ICT 
services.  

The Innovation Institute at MassTech (Massachusetts 
Technology Collaborative) has identified eight key indicators 
that summarize Massachusetts’ competitive position in big data 
and the expansion of the big data ecosystem. These indicators 
are [15]:  

1. Number of  big data and data-driven  related companies
2. Volume investments in data-driven and big data

companies 
3. Number of data-driven research centers
4. Number of big data related meetup groups
5. Number of big data related Patents
6. Data science related programs
7. Big Data Projects received federal investment
8. Number of data-related STEM (Science, Technology,

Engineering and Mathematics) fields graduate 
In scientific sources the number of published documents 

related to big data can be viewed as an indicator of the big data 
measurement. Big data research has begun in 2001 with one 
published document in Scopus [16]. In recent years, published 
big data documents have increased, in 2014 only in this base 
the number of published big data documents have reached to 
3472. In order to number of these documents the USA, China, 
Germany, Great Britain and India are the first place [17]. 

Let us, consider the measurement of Big Data market 
according to following indicators. 

A. Number of data workers and companies
In order to leverage the potential of Big Data, a key

challenge  is to ensure the availability of highly and rightly 
skilled people.  

According to investigation result of IDC company in 2014 
compared to other countries in USA a number of data workers 
(10457 people) and a number of data related companies 
(277821) is quite high. In EU a number of data workers 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 48 12-14 Oct 2016, Baku, Azerbaijan



reached  6102 people, a number of data related companies were 
243610, in Japan a number of data workers were 3344,  a 
number of data related companies were  95919, in Brasil a 
number of data workers were 1031,  a number of data related 
companies were 34840. At the same time the value of data 
market was €103,935 million  in the USA, in EU was €50,454 
million pounds, in Brasil was €5,289  million, in Japan was 
€22,228  million pounds [18].     

B. Data workers skill gaps
The digital skills gap is one of the most urgent policy

challenges facing the developed, and also developing countries. 
Unlike conventional analytics, mining big data requires an 
extremely diverse set of skills like data visualization, statistics, 
machine learning, deep business insights and computer 
programming.  Estimates shows that the US alone faces a 
shortage of 140,000 to 190,000 people with deep analytical 
skills, as well as 1.5 million analysts and managers to analyze 
big data and make decisions based on those findings [11]. 

The digital skills gap is one of the most critical challenges 
for UK too.  With recent estimates the UK is already losing a 
potential £2bn per year 28 from unfilled roles requiring digital 
skills. The techUK survey of tech companies conducted in 
October 2014 suggested that 93% of tech companies believe 
the digital skills gap affects their commercial operations and 
talent acquisition. Tech Partnership have predicted that by 
2020 there will be 56,000 Big Data jobs in the UK, a rise from 
21,400 in 2013 [19].  

C. The size of Big data market according to regions and
countries
Big data is increasingly attracting attention of states which

is regarded as a strategic resource in the fields such as science, 
health, industry, business and etc. Today states have been 
aimed at allowing the use of large volumes of data to increase 
the efficiency of decision-making processes, activity of 
organizations, creation of new services, generation of new 
ideas and etc [20].  

Recently, Big data was applied in USA compaines, now, 
the other countries of the world interested in this field. In a 
number of countries are given full support to applying of big 
data technologies and solving problems in this field at the state 
level.  According to the information of IDC in 2014  according 
to software, services and facilities of Big Data sphere 45% of 
the market fell into Europe, Near East, Asia (excluding Japan) 
and African countries' share. 

Also (according to the survey of CIO's) Asia and Pacific 
ocean countries has a high rate of development rate in the field 
of  analysis, secure storage and cloud technologies. Only in 
2014 in the Asia and Pacific ocean regions the revenues of big 
data services amounted 290 billions relate to market [21]. 

Latin America countries have decided in the 2 nd places in 
order to the volume of investment for the development of Big 
Data. 

According to evaluation of Cisco company in 2014 the 
majority of data was accounted  in Northern America ( 1,32 
zb.) and  Asia (1,36 zb.) [21]. Middle East and Africa, Eastern 

and Central Europe will be the greatest growth rate of big data 
market (Tabl. 1).  

  TABLE I.  GROWTH RATE OF BIG DATA ACCORDING TO 
REGIONS 

Regions 
The volume of Big Data 

Growth rate 2014 2020 
Northern America 1,32 zb 3,89 zb 20% 
Western Europe 0,60  zb 1,87 zb 20% 
Eastern and Central 
Europe 

0,24 zb 1,02 zb 28% 

Latin America 0,23 zb 0,82 zb 23% 
Middle East and Africa 0,09 zb 0,70 zb 40% 
Asia 1,36 zb 4,77 zb 24% 

In order to IDC investigation in 2012  the volume of the 
information was 898 exabytes in USA. In 2020 it is predicted 
that the volume of information will be 6.6 zetabyte. According 
to research of EMC company in 2014 the majority of data was 
accounted  China, India, Germany and Japan (Fig. 2) [22]. 
Digital data was 664,5 gigabytes per person in China, 255,5 
gigabytes in India, 3893 gigabytes in Japan, 1045 gigabytes in 
Brasil, 2839 gigabytes in Germany, 1059 gigabytes in Russia, 
789,5 gigabytes in Mexico. 

Figure 1.  The volume of information by country 

According to analyts' prognosis total amount of big data 
market will be grow result of wide application of big data 
technologies in developing countries recently. For example, in 
2014 the volume of the collected information amounted 40% in 
developing countries. According to forecast of EMC company 
in 2017 the structure of Big Data market will be change and in 
2020 the share of developing countries will be more than 60%. 
In China (8060 exabytes), India (2800 exabytes), Brasil (1600 
exabytes) and Russia (980 exabytes) the volume of information 
will be grown rapidly and will account for the majority of data 
by 2020. [23]. 

Thus, analysts' forecasts of CIO and EMC company in 
recent years the developing countries will be active develop 
market of Big Data technologies. 

D. Distribution in accordance with technologies
The technologies that used for the collection and processing

of Big Data can be divide to 3 places: software (NoSQL, SQL, 
Infrastructure Software), hardware (compute, storage and 
networking) and services(professional and cloud services).  

The most widely technologies for software contain SQL, 
NoSQL, MapReduce, Hadoop, SAP HANA. 
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In order to questionnaires; results  of T-Systems 30% of 
companies that participated in the survey preferred to SAP, 
HANA, Oracle's “in-memory” platforms, 18% to NoSQL 
platforms, 15% to Splunk və Dell companies' analytical 
platforms. 11% of companies preferred to Hadoop/MapReduce 
products fo solving the problems of big data [24]. 

According to information of IDC the volume of big data 
world market amounted to 27.3 billion dollars in 2014 and 
21.3 billion dollars in 2015. The great part of Big Data 
revenues were obtained from infrastructure segments (Fig. 2). 
Their share in total revenue was 51,6%, the share insoftware 
infrastructure segments was 23,7%, the share of service 
segments was 24,7% [9,14]. 

Figure 2.  Distribution of Big Data according to segments 

According to information of IDC company related to 
application of different fields of the industry, in 2019 the 
volume of Big Data technologies and services will be increase 
to  $ 48.6 billion in the world [9,14]. 

E. Distribution according to fields
Approach to Big Data  began to rise in order to sources as

mobile device, internet, social media, sensors, log file and so 
on, in most fields (commercial, banking, management, science, 
healthcare), etc began to apply widely. 

According to estimation of IDC consulting company  in 
2014 discrete production associate with big data amounted to $ 
2.1 billions, $ 1.8 billion ito  bank operations,  $ 1.5 billion to 
production processes. Fields as securities and investment 
services  (average annual growth rate of 26%), banking 
(average annual growth rate of 26%) and media (average 
annual growth rate of 25%) has a higher growth rate [9,14]. 

According to results of survey of Tech Pro Research 
company, Big Data has broadly spreaded in the 
telecommunications sector (58% of requests), IT engineering 
(surveys, 45%), manufacturing, transportation, financial and 
state-owned enterprises. In order to the survey healthcare and 
education are the least spread areas of Big data  [25]. 

According to the forecast of Bain & Company's Insights 
Analysis company in 2020 the companies of business sector 
will be  the greatest sector, energy sector will be the highest 
growth rate of Big Data market.  

F. According to distribution of vendors
Now Big Data has become an integral part of developing of

many companies as one of the main directions of IT. 
According to poll results of Accenture company in 2014 more 
than 50% of many companies that used Big Data technologies 

incurred expenditures for Big Data  amounted 21% to 30% in 
the budget [24]. 
In 2014 Dell company earned $ 582 million from the sale of 
big data hardware. At the same time original design 
manufacturers gained $5.8 billion from big data hardware [24].  

In 2014 according to the services segments revenues of Big 
Data of IBM company were $ 624 million [9]. 

According to the information of Wikibon in 2015 in 
accordance with the revenues of Big Data services of IBM 
company, software and hardware segments increased 19%  to 
nearly 2104 million dollars compared to 2014. In SAP 
company revenues increased 24% to $ 890 million, in Oracle 
revenues increased 19% to $ 745 million. Compare with 2014 
in 2015 the revenues of Teredata company rose 50%, the 
revenues of Splunk company rose 43%, the revenues of 
Microsoft company rose 37% (Fig. 3) [26]. 

Figure 3.  Big data vendors revenue by 2012-2015 ($US millions) 

CONCLUSION 
Investigations according to the topic give reason to say that 

big data has great economic potential. It is no coincidence that 
big data estimated as a new economic asset at the World 
Economic Forum in 2012 [27]. There are optimistic forecasts 
according to growing share in GDP, job creation, increasing 
investment and so on. Research shows that, indicators system 
of big data according to the world is not yet completely 
formed. Therefore, the evaluation of data still remains a 
problem. 
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Abstract: Nowadays the main areas of application of 

information systems with large data is very different, but the 
wide range of applying now limited due to the unresolved many 
of the problems of information security big data technologies. 
The solution of security will enable to increase consumer in the 
information system of large data and on the other hand, to 
reduce the risks of unwanted retrieve information by combining 
the technology of data mining and internet intelligence. This 
article posed the problem of ensuring information security for 
big data technologies outlined the main approaches to its 
solution, and considered their specifics also briefly described 
infrastructure security for big data related safety of information 
system. 

Keywords: architecture, information security, information 
systems, big data, model of threats to information security. 

I.  INTRODUCTION 
 Modern corporations of different sizes, subordination and 

activities receive a huge amount of data about the present state 
of their IT-infrastructure. These data need to be processed 
correctly and promptly to detect information security incidents 
and to highlight the areas of the IT-infrastructure, that most 
often exposed to high-risk, with a view to its immediate 
elimination. The data is generated from the information 
considered in a particular context, coming from the separate 
domain controllers, the proxy servers, the DNS servers, 
information security tools; this information describes the 
current configuration of network devices, the characteristics of 
the network traffic, application operation and network services 
operation, the activity and the specific acts of individual final 
users as well as this information contains postal 
correspondence, web content, digital audio and video, business 
processes data, internal documents and Corporation analytical 
data over the years of its life. 

The volume and heterogeneity of data and related with it 
activity to be further close monitored and analyzed are very 
high. The question of their structured, consolidated and visual 
representation to make well-timed and reasonable decisions in 
the field of information security management by all assets of 
the corporation's IT- infrastructure rises very sharply. 
Constantly increasing volumes of information about 
information security events, the assets of the IT-infrastructure, 
their vulnerabilities, users, threats and related information, as 

well as the need for more rapid receipt of a systematic and in a 
certain manner analyzed "raw" diverse information for faster 
understanding of the current situation to guarantee information 
security has given rise to a known issue of Big Data problem 
[1]. 

The totality of the existing technology in this area is called 
Big Data. It is generally agreed that support technologies of 
distributed computing environments, including Big Data, are 
designed without taking into account the information security 
requirements for them. For this reason, this problem is 
particularly urgent, but is still far from a complete solution.  

The subject of the investigation is the problem of 
information security for IT Big Data. 

The aim of this study is to develop a security architecture in 
distributed information systems with Big Data.  

II. NEED FOR INFORMATION SECURITY OF THE SYSTEMS 
WITH BIG DATA 

A. Requirements for the security of information systems with 
Big Data 
The traditional security mechanisms such as firewalls and 

anti-virus software installed on the computer are insufficient to 
protect effectively Big Data. The problem is that all this was 
created to protect small volumes of static data, i.e. files saved 
on the hard disks rather than a large stream of information 
coming from the cloud environment. Security measures should 
be sufficiently flexible and responsive, which will ensure the 
uninterrupted operation of data receiving and safety of multiple 
"access points". 

Cloud Security Alliance [2] members named the following 
main problems of modern information systems, arising from 
the storage of large volumes of data: 

� security calculations in distributed software systems; 
� security of non-relational databases; 
� safe data storage;  
� validating; 
� security monitoring in real time; 
� data mining and analytics, which maintain 

confidentiality; 
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� access control encryption and security of links; 
� fragmented access control; 
� detailed audits; 
� the origin of the data. Security solutions must be 

certainly focused on monitoring and tracking the 
sources from which the data come.  

B. Statement of the problem of Big Data protection 
The lack as of today a systematic approach to ensure the 

information security of the Big Data processing in real-time 
constrains the use of these IT. 

The task of ensuring the information security of Big Data 
can be correctly formulated in the following way: to create the 
complex of models and methods that will make it possible to 
ensure the security of the Big Data processing in the "hard" 
real-time in the processing nodes and in the modules of 
information systems (IS).  

Thus, the IS functions are described through the graph, 
whose vertices are the basic operations, and ribs are the 
streams between them. The specific content of the executed 
basic operations and configuration of the streams between 
them are defined through the application tasks which are 
carried out by the IS. The intensity of the output streams does 
not necessarily coincide with the intensity of the input streams. 

Under these conditions it is required, firstly, to ensure 
security of information stream transmitted over the IS, 
including both conventional key aspects of information 
security (confidentiality, integrity and authenticity of data), and 
specific new requirements arising in the context of the data 
stream characteristics and its processing procedures.  

The second group of requirements relates to the algorithmic 
part of the processing operation: it is required to ensure the 
confidence in the IS modules implementing separate basic 
operations, and if a sufficient level of confidence in them is not 
possible, then the verification of the operation results and the 
correction of random errors or deliberately introduced 
tampering. 

Finally, the third group of requirements refers to the 
security of IS infrastructure. The most common current 
approach to the Big Data processing, regardless of the 
relevancy of processing requirements in real-time – is creating 
of a computing resources cluster and software implementation 
of massively parallel processing of the very large array 
elements [3]. In the consumer has no his own ITI he can use 
the service of cloud computing providers. 

In this case, the cloud computing is provided by the 
"infrastructure as a service” (IaaS) model, as the other models 
are irrational or even impossible in the presence of real-time 
requirements. 

The solved problem in this formulation is one of the key 
problems that lead to the solution at a satisfactory level of the 
information security problems of Big Data technologies. 

Scientific novelty of the problem to solve is determined by 
the following factors: 

1) previously known problem solving on information 
security of processing procedures of very large scale arrays of 
semi-structured data are obtained for the processing conditions 
in the near real time: all of these solutions are mainly focused 
on the methodology of "displaying and reduction" 
(MapReduce) [4]  – there are only a few solutions that are not 
connected into a single cycle of work and devoted to the 
analysis of problems of information security in real-time or 
discussing the differences between them; 

2) it is necessary to create the set of models of the objects 
to be protected, taking into account, unlike that formerly 
known, the operation of tools and mechanisms of information 
security as the elements of queuing system networks, 
representing the stream processing in IS; 

3) it is necessary to create and use for research the formal 
model of information security threat, that takes into account not 
only the operational but also the computational capabilities of 
the attacker, allowing to formulate correct statements about the 
security algorithms properties and to obtain their evidence; 

4) it is necessary to obtain solutions for task complex on 
security information, implemented as algorithms of incoming 
stream processing and internal streams between the basic IS 
operations.  

III. ANALYSIS OF THE DISTRIBUTED INFORMATION SYSTEMS 
ARCHITECTURES WITH BIG DATA 

The studies presented in [5,6] papers were selected for 
analysis of the distributed information systems architectures 
with Big Data.  

The architecture of distributed information systems for 
processing Big Data in education is presented in the work [5].  
The distributed IS, which allows the operational management 
of the process was designed for the automated control system 
of the educational process of higher educational institution.   

The paper [6] presents the development of functional 
software and architecture of the information system of 
monitoring. The proposed concept of monitoring of 
educational institutions on the basis of intelligent technologies 
is implemented in the form of the information system. The 
architecture of this information system of monitoring which 
includes 4 subsystems: subsystem «Surveillance»; subsystem 
«Estimation and Control»; subsystem «Analysis»; subsystem 
«Management». 

Analyzing the above mentioned architectures it can be 
concluded that the problems of information security are 
justified by the following features of the infrastructure of 
distributed information systems for processing data bulks: 

- a plurality of distributed nodes, "Moving of the computing 
is cheaper than moving of the data" is the key paradigm for 
"Big Data" processing; 

- sharding data: data in large clusters are redundant, with 
multiple copies, moved between different nodes to increase the 
performance and fail-safe feature guarantee;  
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- data access / authentication and authorization: Role-Based 
Access occupies a central position in the most database 
security schemes; 

- the interaction between the nodes: Hadoop and the vast 
majority of the decisions (Cassandra, MongoDB, Couchbase, 
etc.) do not provide the proper level of security while the 
interaction – they use RPC over TCP/IP; 

- the lack of built-in security tools: "Big Data" stack 
processing almost do not have built-in security tools. In 
addition to the authorization on the level of service and support 
of Web proxy, there are no means to protect data storage. 

  The aforementioned problems are not specific for “Big 
Data”, however, the solutions are subject to them per their 
nature due to the distributed architecture. In order to add safety 
assurance aids into the “Big Data” environment, they shall also 
be easily adjusted to scale along with the distributed carcass.  

Any Big Data solution is directed to implementation of a 
specific task and is unique in its own way. However, 
irrespective of whether the solution is constructed on free of 
charge components or commercial technologies, its 
architecture shown in Figure 1. 

 
Fig. 1.  Generalized architecture software solutions Big Data  

The information can enter into the “Big Data” storage 
system from various internal and external sources. The sources 
may differ per their types, capacity and data submission rates. 
Through the agency of the “Big Data” technology stack, the 
incoming data are consolidated into big data sets, as well called 
the data lakes. 

The filtration subsystem, which is identified as the 
Ingestion Layer in the English technical literature, serves as 
gateways for an enormous amount of data entering the “Big 
Data” system from various sources.   

Organization of an effective protection system with the 
“Big Data” distributed system is a considerably more complex 
task compared to the conventional systems. The focal difficulty 
consists in tracking and monitoring of the entire system when 
log files are formed on multiple locales (nodes), and formation 
of the final result occurs without any capability on the part of a 
user. 

As minimal safety measures, it is recommended to apply 
verification of validity at addressing to the system locales: 

� protected communication between locales; 
� encryption of files in storage; 
� service of trusted certificates; 
� distributed logging at all architecture levels [7].  

IV.  MODEL OF THREATS TO INFORMATION SECURITY 
Management by information risks consists in coordinated 

impact onto objects and subjects of information-computational 
and telecommunication system infrastructure of big data 
processing in the direction of elimination of threats, brittleness 
and risk factors with the purpose of prevention and 
minimization of possible consequences from their 
implementation. 

The model of information risks can be presented as a 
weighted dynamic hypergraph (Figure 2) (1):  

))(U),P,QV(SG kkji(�    (1) 
where subset of top elements Si = {si|i = 1, ..., Ns} models 

threats, subset of top elements Qj = {qj|j = 1, ..., Nq} – 
brittleness, multitude of hyperedges Pk = {pk|k = 1, ..., M} – 
attacks dynamically emerging in time moment t. 

 
Fig. 2.  Hypergraph model of information risks   

The dynamic hyperedges combine a subset of top elements-
threats with a subset of top elements-brittleness and build 
attacks as a result of which the information risk Rk emerge and 
is implemented involving consequences, which can be assessed 
by the brittleness amount Uk. In the model, the amount of 
possible brittleness Uk, d, information risk implementation 
case, is represented by the dynamic hyperedge weight. The 
assessment of information risk builds definition of the risk 
level, as well as its comparison with the permissible level at 
specific conditions of its implementation. For assessment of a 
risk, it is possible to apply such parameters, as the criticality 
level Ki of emergence of i-th threat, %, and attack 
implementation probability Si, %, due to brittleness of system 
Qi. 

The criticality level of information risk can be assessed as a 
ratio of risk implementation number to risk emergence number 
during the time interval ΔT (2):  

T
possible

���
N
NK real

r      (2) 
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The threat can be assessed as (3): 

10,PK)(QS aiji ���        (3) 
where coefficient 0.1 is applied for reduction of 

dimensionality at multiplication of variables in percentage. 

The information risk R can be assessed as (4): 

iiiiii U(F/V))P(V)(PU(VF)PR �����  (4) 
where Pi(VF) – probability of joint risk emergence i-th 

threat (event V) and its implementation (event F); Pi(V) – 
probability of risk emergence due to i-th threat; Pi(F/V) – risk 
implementation conditional probability (event F) at occurrence 
of event V; Ui – level of damage from risk implementation 
(event F). 

The probability of information implementation can be 
determined taking into consideration the brittleness factor  

,i
u
ji QP(V)P �� �u

jP probability of implementation of i-th 

threat relative to j-th active; iQ – i-th brittleness magnitude. 

Risk magnitude R we can determine as (5): 

� �
����

n

i iii
u

i UQVFPPR
1

),)/((   (5) 

Management by information risks in automated monitoring 
systems and dispatching control shall be organized in 
compliance with the information safety strategy of an 
eneterprise [8]. 

V. ARCHITECTURAL PROVISION OF INFORMATION SAFETY IN 
SYSTEMS WITH BIG DATA 

A. Development of safety provision architecture in systems 
with big data 
One of the options in development of information safety 

architecture and strategy – to begin from protection of critically 
important business processes, which affect a business entity. It 
is necessary to highlight the essential factors of success. If they 
are known, then one can proceed with development of the 
information safety architecture from addressing the protection 
tools of key business processes. 

The main structures of safety provision architecture in the 
systems with big data include the following [9]:  

� information and events acquisition unit of tasks; 

� unit of modeling of events, processes and attacks; 

� unit of tasks assuring decision making. 

The unit of tasks for acquisition (gathering) of information 
and events includes: highly scalable, reliable and multilevel 
acquisition of information; formation (selection) of languages 
for internal submittal and processing of data; multilevel 
correlation of events.  

The unit of tasks for modeling of events, processes and 
attacks includes the following objectives: prediction analysis of 
safety; multilevel modeling of safety events; modeling of 
processes and attacks. 

The unit of tasks assuring decision making comprises tasks 
in detection of safety incidents, selection of countermeasures 
and visualization of safety events in a comfortable for an 
operator format. 

Figure 3 depicts the generic schematics of data streams 
(flow of data) in an informational system developed based on 
safety assurance in the systems with big data. 

Generic schematics of streams in information system with 
information safety technology 

This schematic diagram presents the overall processing 
cycle of safety events and information in a developed system. 
The data stream begins from external sensors building events 
in various formats. Afterwards, the data on events enter to the 
data bus via external (protected) informational commutators 
(ICs – multiplexers). Further on, safety events enter the 
correlation and processing system via internal ICs, and then in 
the events, processes and attacks, and decision making 
modeling systems. 

 
Fig. 3.   Generic schematic of data streams in an informational system 

developed based on safety assurance 

Let us consider below examples and current status of 
studies into two tasks: analysis of safety events based on 
application of network attack modeling system and 
construction of system repository. 

B.   Analysis of safety events based on application of modeling 
system of network attacks 
In the project framework, it is proposed to introduce 

supplementary functionality into the existing systems – 
modeling subsystem of attacks, which will enable to expand 
capabilities and enhance the accuracy in detection of incidents 
associated with information security. 

Since the results of operation of the attacks modeling 
system cannot be frequently received in the real-time scale, 
their application in the real-time scale processes is 
complicated. However, the constructed graphs of attacks 
maintain their applicability for a sufficient period of time. 

Thus, with the framework of events analysis system, it is 
proposed to use the preliminary constructed attack graphs. 
These attack graphs can be applied for solution of two basic 
types of tasks – for prediction of subsequent actions of an 
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illegal intruder, and for analysis and detection of his previous 
actions that lead the system to its current status.  

It is also necessary to note that for enhancement the 
efficiency within the framework of attack modeling, there are 
used not separately current events, but incidents taken into 
account by means of correlation of separate events. 

Thus, the modeling subsystem will analyze not separate 
events of “host C received package on 80 port from host B” 
type, but incidents like “scanning of host C by host B is in 
progress” that will allow more efficient detection of attack 
graphs including in itself such incidents. 

Prediction of subsequent actions of an illegal intruder is 
performed based on the analysis of the following elements: 

� possible targets specified in attack graphs;

� illegal intruder’s models, based on which the closest to
the real attack graphs were constructed [10];

� attack classes and brittleness used by the illegal
intruder [11].

Besides, the results of attack modeling subsystem operation 
can be the following characteristics: 

� “weak” places in the network topology (hosts, through
which the biggest number of attack graphs passes [12];

� selected countermeasures enabling lessening of the
maximal number of attack graphs probability [13];

� possible consequences of countermeasures 
implementation taking into consideration dependences 
of servers [14]. 

At the present time, theoretical studies concerning 
application of various standards proceed, including methods of 
construction of attack graphs that take into consideration the 
existing brittleness and zero day brittleness, safety strategy, 
dependences of services, dynamic modeling [15,16], etc., and 
development of the attack modeling subsystem is accomplished 
as a basic component of the generic system.   

C. Construction of information system repository
The core component of the big data information system is

repository or information storage, in which data on events, 
rules and safety incidents are stored [17]. 

The task for construction of the repository is an essential 
one for an information system. The particular significance this 
task acquires in a critical informational infrastructure, where 
not only traditional computer infrastructure safety events are 
taken into consideration, but also safety parameters of a 
physical level. 

For development of the information system repository 
architecture, there was accomplished the analysis of standards 
in the domain of events management (Common Event 
Expression, Common Base Event, XDAS, CIM and others), as 
well as in regard to the requirements in terms of content and 
structure of stored data and their processing mechanisms. 

As a result, there was delivered a conclusion that the most 
acceptable standard is the CIM standard.  

For construction of the repository architecture, there is 
proposed a method based on application of the service-oriented 
architecture (SOA) [18]. All put together, these data bases form 
the depository data base storage layer. Another functional layer 
builds a set of various services, which are performed relative to 
the stored data. 

For selection of software and instrumentation tools in 
construction of a repository, there was performed the DBMS 
analysis of the following classes: relational DBMS traditional 
class, XML-oriented DBSM (Base X, Apache X Indice and 
others) and triplet storages (4store, Big Data, Big Owlim, TDB 
and Virtuoso). As a result, the selection was made in favor of 
the Virtuoso [19] program system server, which supportively 
associates capabilities of all DBMS three classes. 

CONCLUSION 

Development of methods and models in the presentation 
domain, information acquisition, storage and processing 
associated with safety events and which allow implementation 
of the requirements made to the information systems of new 
generation, is the pressing scientific task having great state and 
national economy importance and defining new trends of 
scientific studies in the information safety domain. 
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Abstract — The architecture of distributed information and 
control system for emergencies in critical infrastructures is 
presented. The hierarchical structure of data processing is 
proposed. Application of cloud computing for real time systems is 
discussed. 

Index Terms — large scale critical infrastructures, evacuation, 
information and control system, large data sets, cloud computing. 

I. INTRODUCTION

Modern airports, shopping malls and other similar distributed 
objects can be considered as critical infrastructures requiring 
application of wide range of advanced information technologies 
[1-5]. For example, a system for ensuring the evacuation process 
in critical situations includes technical means of detection and 
alarm response, a variety of sensors, computing, 
telecommunications, and human resources as engineering 
personnel and security service of the building. In addition, in a 
critical situation there is a variety of uncertainties that need to be 
taken into account in the decision to emergencies. Currently, the 
solution to reduce risks in the emergency is an important task. 

New sensor technologies, more advanced real-time models 
and faster computers are defining the current state of the art in 
control of industrial processes. In particularly, development of 
wireless sensor networks for monitoring the state of distributed 
objects, development of cluster computers with low power 
consumption for implementation of data processing and control 
tasks, the availability of cloud services for improving the 
reliability of data storage allows to realize the concepts of 
information support and control of distributed large-scale critical 
infrastructures [6].  

One of the urgent tasks of managing large-scale systems in 
real time is to ensure efficient evacuation of people and property 
in the event of emergencies. At all stages of this task 
implementation there are different subtasks associated with the 
transmission, storage and processing large datasets that can be 
associated with Big Data [7-9].  

Distributed information and control system (ICS) of 
evacuation usually includes different technical means of detection 
and alert, typical sets of primary sources of information (fire 
sensors, video cameras, etc.), means of processing and storage of 
information, telecommunication channels, and different 

organizational resources. Different unstructured data streams 
generated in real time in case of emergency are needed to assess 
the current state of an object and decision making. The problem 
of developing an effective evacuation management system is 
linked to a number of different factors: the heterogeneity of the 
data from different sources, the large volume of datasets, the 
possible loss of part of the information infrastructure in the event 
of effect of different destructive factors (fire, earthquake, etc.). 
The considered distributed ICS are based on network information 
technologies, and this is the possible loss of data packages in 
digital data transmission process, time delays due to the limited 
bandwidth of communication channels, etc. 

It should be noted that a critical situation is usually 
accompanied by a variety of different uncertainties that need to be 
taken into account in the decision-making process, which 
complicates the task management solution in the class of 
distributed control systems with a reference model.  

For example, one of the most common causes of the critical 
situation in the infrastructure facility is the occurrence of a fire. 
Commonly the route of evacuation of people and property is 
determined by a single approved evacuation plan. The plan 
includes generic path evacuation of people and movement of 
material resources without taking into account the current 
uncertainties that mainly influence on the choice of an effective 
evacuation route. 

To increase the efficiency of evacuation management, 
distributed ICS must be developed in the class of hierarchical 
control systems [10, 11]. In this connection, it is advisable to 
develop the architecture of distributed evacuation ICS to ensure 
the effectiveness of the evacuation plan for the selection 
procedure, based on analysis of current information about the 
status of the parameters characterizing the critical situation and 
the results of modeling different variants of the fire spread and 
adoption of appropriate management decisions with the use of 
new information technologies on based cloud services and big 
data paradigm. 

II. ARCHITECTURE OF HIERARCHICAL DISTRIBUTED ICS FOR 
PEOPLE EVACUATION

Architecture of multilevel distributed ICS for emergencies, 
for instance, evacuation of people in the large-scale infrastructure 
objects is shown in Fig. 1.
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Fig. 1.  Architecture of distributed ICS for people evacuation 

 
The computational processes in the evacuation system should 

be provided by implementing cloud services for storing complex 
models, data sets and for executing algorithms of modeling, and 
also for providing decision making processes in real time on the 
basis of cloud computing. 

Let us consider data flows more detailed. Data flows D1 
and L2 come from data collection system. Data include of 
measurement of dynamic sensors system L1 and followed to 
data bases DB1 and DB2. The power of these information 
flows depends on number and spectrum of sensors, as well as 
of sampling frequency. Data flow of executive control L4 for 
devices, mechanisms and actuators applied during evacuation 
is transmitted from decision support system based on fuzzy 

logic. System of executive mechanisms (fire safety system, 
automated emergency exits, lighted paths etc.) transmits 
control information U1. 

The power of control information flow depends on number 
and variety of actuators, as well as of sampling frequency for 
sensors and frequency of transmitted commands. Information 
D2 about the operation of the sensors is transmitted to the DB2 
database.  

Decision-making in real time is based on a set of fuzzy 
logic rules L3. These rules are stored in DB3 and are formed in 
the multi-agent simulation system. This process uses the 
information M1 from the database BD1. Data sets of simulation 
results are transferred to the database DB3 (Fig. 2, 3). 

 
   

 
Fig. 2.  3D-models of infrastructure and possible origin of emergences 
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Fig. 3.  Multi-agent simulation of suboptimal evacuation routes 

 
The databases DB1 and DB3 may be implemented using cloud 

services C1 and C2. When selecting architectures for DB1, DB2 
and DB3 should take into account the features of these models and 
algorithms. Table 1 shows the results of data models analysis for 
discussed ICS as well as recommended software for database 
DB1, DB2 and DB3. 

TABLE I.  TYPES OF APPLIED DATA MODELS FOR DISTRIBUTED ICS  

Data Sets 
Complexity Structure Data Bases 

of ICS Recommended software 
Non-
structured Raw-oriented DB1, DB3 

Dynamo, PNUTS, 
Voldemort, SimpleDB 

Semi-
structured 

Raw-oriented DB1, DB2 CouchDB, MongoDB 

Hybrid-
Oriented DB1, DB2 

HyperTable, BigTable, 
HBase, Cassandra 

Structured 

Raw-oriented DB2 
Oracle RAC, MySQL 
Cluster, H-Store, VoltDB 

Column-
Oriented DB2 

Vertica, C-Store, 
MonetDB/X100, SyBase IQ 

Hybrid-
Oriented DB2 

Oracle ExaData, IBM 
Netezza, EMC soft 

 
In considered case it is proposed to apply the relational type 

database for DB2, as information in this case are from primary 
sources clearly structured. For databases DB1 and DB3 the non-
relational database should be used, since it is necessary to handle 
semi-structured data. At the same time, to reduce the data 
processing time and the decision-making process big data 
technologies must be used, for example, Hadoop, MapReduce, 
and cloud computing services. 

III. KEY ISSUES OF PRACTICAL IMPLEMENTATION OF 
DISTRIBUTED ICS 

So, we need to solve the task of complex integration for 
heterogeneous hardware and software systems to implement 
the proposed architecture of ICS. For example, the subsystem 
at execution level is able to collect information about the sate 
of distributed object that includes a set of various sensors. 
These sensors inform about a state of the physical 
characteristics of external and internal environment, location 
of people on the basis of RFID-tags. The implementation of 

these tasks involves the execution of a number of the 
following steps: 

• Assignment for each dynamic object a unique 
identifier (or code number). 

• The application of specialized labels containing the 
object identifier. 

• Reading the data from the digital tag. 
• Transfer label data into electronic form. 
It is necessary to retrieve data from systems that based on 

global navigation GLONAS/GPS. Large streams of the video 
data sets are obtained from video surveillance systems. 
Digitized information from these devices is supplied to a fire 
simulation subsystem. Then on the basis of the initial data, 
building plan and fire dynamics equations it can simulate the 
spread of fire and smoke (Fig .2). Subsystem for fire 
simulation takes into account many parameters, such as the 
evaporation of liquid fuels, solid fuel pyrolysis, etc. that 
requires massive computations. If there is sufficient data 
sources it can be directly simulated: spreading of smoke, 
warming of materials, flame propagation from object to 
object, etc. In the following simulation process critical data 
are obtained: 

• The onset of fire hazards. 
• Temperature fire mode. 
• The response time of the detectors (smoke and heat 

sensors). 
• The time of opening of sprinklers. 
• Water flow rate and effectiveness of fire suppression, 

etc. 
It is necessary to apply high-performance computing 

systems to solve proposed tasks in real time. It is possible to 
use the cloud service, and, if necessary, the cloud orchestra for 
the implementation of the simulation in real time. 

For the processing of large data sets generated by the 
system, it is proposed to use the model of distributed 
computing MapReduce. 

As for hardware for distributed processing it is proposed to 
apply single-board computers. Currently, there is a large range 
of single board computers from different manufacturers that 
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support the operating system Linux. While implementing 
proposed ICS the prototype of cluster computing system that 
can be applied at execution level is presented in Fig. 4. 

 

 
 

Fig. 4.  Prototype of cluster computing system that can be applied at execution 
level of ICS 

IV. CONCLUSION 

The peculiarity of information support and control of 
critical infrastructures in emergency is complexity of 
observability and controllability of processes in it. Another 
problem is how to apply large data sets circulating in the 
system in real time to provide efficiency of proposed system. 
As a solution, the architecture of multilevel distributed 
information and control system is presented. Also application 
of hierarchical structure of information processing, possible 
data types, and application different simulation models in 
proposed system are discussed. 
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Abstract—In this paper we describe a work in progress on 
designing the continuous vector space word representations able 
to map unseen data adequately. We propose a LSTM-based 
feature extraction layer that reads in a sequence of characters 
corresponding to a word and outputs a single fixed-length real-
valued vector. We then test our model on a POS tagging task on 
four typologically different languages. The results of the 
experiments suggest that the model can offer a solution to the 
out-of-vocabulary words problem, as in a comparable setting its 
OOV accuracy improves over that of a state of the art tagger.  

Index Terms—LSTM networks, character-based features, 
continuous vector space word representations, POS-tagging, out-
of-vocabulary words.  

I. INTRODUCTION 

In the last decade deep learning with the neural networks 
has become the state-of-the-art approach in tasks such as image 
classification, speech recognition, natural language processing, 
and others [30]. Various neural network architectures are 
successfully applied to the common tasks in NLP, e.g. 
language modeling with feed-forward [2] and recurrent neural 
networks [23], POS tagging with LSTM networks [12], 
sentiment analysis with recursive neural networks [32], 
sentence classification with convolutional neural networks 
[13]. Moreover, Collobert and Weston proposed a unified 
architecture to solve several of these tasks simultaneously [4]. 

The key ingredient of these systems is the ability to learn 
word-to-vector mappings, so called word embeddings, on a 
large amount of unlabeled data. Representing words as dense 
vectors to a certain extent alleviates data sparsity problem. It 
also provides a good encoder of structure and semantics [24]. 
On the other hand, a careful review of the literature reveals that 
most of the approaches encode a sole word as an independent 
language unit not accounting for the difference between lexical 
forms and surface variations. Hence, if applied directly to 
morphologically complex languages, this approach will still 
suffer from the data sparsity and inability to  properly model 
out-of-vocabulary words. Attempts have been made to 
incorporate morphological information into the systems [3, 17],  
raising another question - how to reliably obtain such 
information in the first place?  

In this work, we attempted to build a LSTM neural network 
system that would implicitly learn morphology from the 
character streams. We use a LSTM network because this type 

of networks proved to be robust and successful in sequence 
labeling [7, 12]. Our approach handles seen and unseen tokens 
alike, it is language independent, requires no annotated data 
and assumes no preprocessing save for tokenization. 

II. RELATED WORK 

The focus of this work is the morphology-aware continuous 
vector space word representations that able to map unseen data 
adequately. The problem of finding the distributed 
representations of words in a low-dimensional vector space has 
been studied since the 1980s [5, 8, 28]. However, due to the 
recent advancements of deep learning with neural networks 
this topic has been revived by the researchers. It has been 
shown that deep architectures together with unsupervised pre-
training techniques can effectively learn various levels of 
representations in data [15]. The crucial component of such 
systems is the initial mapping of variable-length words to the 
fixed-length vectors and further propagation of thereof through 
the layers of the network.  

Many approaches have been proposed to handle this task. 
The classic ones are “1-of-N” representation and a vector of 
co-occurrence counts for each word [16]. However, such 
representations are not scalable and will suffer from data 
sparsity with growth of the vocabulary size. To address this 
problem, the matrix factorization methods can be applied to 
reduce the dimensionality of a vector space. Alternatively, one 
can use projection matrices or lookup tables [2, 4, 23] and 
represent words as dense rows in such tables. Such word 
embeddings can be learned in an unsupervised fashion by 
training an autoencoder or a language model on unlabeled 
texts. Other popular word representations, such as skip-gram 
[23] and ivLBL [25] models are derived from predicting the 
context of a word and, thus, can capture the syntactic and 
semantic relationships. Possible alternatives are global vectors 
for representations [27], which capture both the statistical 
information via count-based methods and meaningful 
structures via the log-bilinear prediction-based methods.  

While these and similar approaches perform very well, their 
obvious drawback is inability to handle out-of-vocabulary 
words in a generic fashion, for they treat a word as an atomic 
unit which cannot be divided. In fact, almost all of such 
representations are stemmed from “1-of-N” coding of a word, 
therefore they a priori limit the vocabulary. To overcome this 
issue, several morphology-aware approaches have been 
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proposed. The factored NLMs [1] provide a word or its stem 
with a fixed set of morphological features. The approach does 
not provide a generic solution for handling OOV words: they 
are mapped to a dedicated class. It also requires a 
morphologically annotated corpus which may not be readily 
available. Similarly, all the methods based on word 
compositionality [3, 14, 17] require data annotated for word 
segmentations. And, of course, such resources are either 
expensive to obtain (manual annotation) or error-prone 
(unsupervised segmentation).  

Santos and Zadrozny proposed character level embedding, 
which are learned in an unsupervised fashion together with the 
word embedding [29]. Their approach does not use annotated 
corpora and is able to handle unseen words. However, it is not 
clear from the paper how exactly the OOV words are handled 
if there are no word embeddings for them. The character-based 
word encodings have been evaluated by other researchers for 
POS-tagging [36] and machine translation [37] using recurrent 
neural networks. All the works obtain state-of-of-the-art 
performance on the relevant tasks. 

Motivated by the last works, we used LSTM neural 
networks to extract word representations from the character 
streams during a supervised POS-tagging task for an 
agglutinative language, namely, Kazakh, which is from the 
Turkic family of the languages. Although Kazakh is a low 
resource language, which has not been studied well, there are 
some papers related to morphological analysis [11, 20] and 
POS-tagging tasks for Kazakh [19].  The authors exploit either 
FST-based or HMM-based approaches to solve these tasks. 
The novelty of the proposed work is in its application of the 
neural networks to the stated problem. Moreover, the approach 
suggested can be applied to any language as it does not use any 
language specific information or assumptions for training and 
testing, except for the tokenization. In particular, we evaluated 
our method on four typologically different languages: English, 
Finnish, Kazakh and Russian. 

In what follows, we describe the model description, the 
experimental setup and the results obtained. Finally, 
conclusions and future work are outlined in the last section. 

III. MODEL DESCRIPTION

A. LSTM Feature Extraction
The long short-term memory (LSTM) architecture was

proposed by Hochreiter and Schmidhuber [9] and it consists of 
four major components a self-connected memory cell and three 
multiplicative units – the input, output and forget gates [7]. It is 
this specially designed memory block that helps to overcome 
the vanishing gradient problem, a shortcoming of the standard 
RNNs [10]. This property of the LSTM networks enables 
effective learning of long-term dependencies, which serves as 
motivation for using them on character streams. 

The key component of our model is the LSTM feature 
extraction layer. It sequentially reads in a stream of the input 
vectors corresponding to a word (token) and outputs a single d-
dimensional dense vector associated with this word (token). 
Formally, let x1, x2, …, xn be a sequence of the input vectors 

corresponding to a word, θ  be a set of parameters of the LSTM 
neurons which are used to compute the LSTM forward pass 
equations: 

it = σ(Wxixt +Whiht-1 +Wcict-1 + bi) 
ft = σ(Wxfxt +Whfht-1 +Wcf ct-1 + bf ) 

ct = ftct-1 + it tanh(Wxcxt +Whcht-1 + bc)             (1) 
ot = σ(Wxoxt +Whoht-1 +Wcoct + bo) 

ht = ot tanh(ct); 

where xt and ht are the input and output (also hidden state) 
vectors at time t, respectively; i, f, o and c correspond to the 
input gate, the forget gate, the output gate, and cell vectors and 
indices of the relevant weight matrices (eg. Wxi) and bias 
vectors (eg. bi); σ and tanh are element-wise sigmoid and 
hyperbolic tangent activation functions, respectively. 

If g(x, h, c, θ) is a function that implements the equations 
(1), then the final output hn can be computed recursively as: 

h1 = g(x1, h0, c0, θ) 
ht = g(xt, ht-1, ct-1, θ); t = 2, 3, …, n           (2) 

During this process the initial values of the hidden states h0 
as well as the memory cells c0 are set to zero at the beginning 
of each word. 

B. Input Vectors
The input to the network are character streams coded as a

sequences of 10-dimensional binary vectors. Each such vector 
consists of an 8-bit representation of a character analogous to 
the ASCII code table, and 2 control bits to identify the 
beginning and the end of a word. The alphabet contains letters, 
digits, punctuation and other symbols occurring in text. 

To mark the beginning of a word the first bit of a vector 
corresponding to the first character is set to 1. Similarly, the 
second bit corresponding to the last character is set to 1 to mark 
the end. Otherwise the control bits are set to 0. The control bits 
are used to set the initial values of the hidden states to zero and 
to let the neurons produce the final output. The control bits 
were incorporated due to the technical (for automatic 
processing of the vector streams) and conceptual (for 
applications operating on a word level, e.g. POS tagging) 
considerations. An example of such a coding is given in the 
Fig. 1. The control bits are highlighted. 

Fig. 1.  The coding of the words (tokens) 
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Encoding words in such way allows generic treatment of 

the input. Thus, when applied to a specific task, the model will 
treat seen and unseen tokens alike without resorting to pre-
defined classes or any other workarounds. 

IV. APPLICATION TO POS TAGGING 

A. Model Implementation and Training 
We test our feature extraction layer in the context of the 

POS tagging problem. Our model has two layers of LSTM 
neurons and one logistic layer for the output. The first LSTM 
layer, proposed as above, maps each token into a d-
dimensional continuous vector space modeling the dynamics 
on a word level, i.e. (arguably) morphology. The second 
generic LSTM layer takes the tokens of a sentence as the d-
dimensional vectors computed previously and further extracts 
higher order abstractions modeling the dynamics within a 
sentence, i.e. (arguably) syntax. The final layer of the neural 
network outputs a POS tag for each token using a softmax 
function. 

To train the network, we optimize a negative log-likelihood 
objective function whose parameters are updated using a 
stochastic gradient descent algorithm. The weights of the 
model are initialized randomly depending on the neurons’ 
activation functions as suggested by Glorot and Bengio [6]. 

There are only three hyper parameters of the network to 
setup. These are the sizes of two LSTM layers and a learning 
rate. In our experiments, we trained the network only for 6 
epochs with the fixed set of learning rate values decreasing 
from 0.01 to 0.0001. The sizes of the first and the second layers 
are set to 200 and 100, respectively. 

The system was implemented using Theano framework 
[31] in Python and run on one core of Intel Xeon E5620 
2.40GHz processor together with NVIDIA Tesla K20 graphics 
card. The training time depends linearly on the number of input 
vectors. 

B. Data and Experimental Setup 
To assess the model’s ability to learn various morpho-

syntactic features we set up a POS tagging task on four 
typologically different languages. Namely we use: two 
agglutinative - Kazakh and Finnish; one fusional - Russian; and 
one analytic language - English. 

In order to make the results more or less comparable across 
the languages we use the Universal Dependency [26] treebanks 
which are annotated following the common guidelines and 
using generic tag sets to ensure consistency across languages. 
Specifically, we used Russian, release 1.3; Finnish, release 1.2; 
English, release 1.2 [31]. Because the UD Kazakh treebank 
[18, 35] is very small (4.5K tokens), we use the Kazakh 
Language Corpus [21] sample which we semi-automatically re-
annotated with the UD POS tag set. The basic statistics on each 
data set are shown in Tab. 1. The stats may differ from those 
provided in the original releases, because some test sets were 
too small, so we had to re-split the data. Also, for English we 
performed extensive cleaning of very lengthy (40+ chars) 

tokens, e.g. long URLs and symbol sequences commonly 
found in the Web-mined data. 

TABLE I.  QUANTITATIVE DESCRIPTION OF THE DATA SETS 

Language #tok., train #tok., test %OOV 
English 193 344 22 737 7.67 

Finnish 162 721 18 301 24.50 

Kazakh 168 161 18 708 12.43 
Russian 79 772 9 573 26.04 

TABLE II.  POS TAGGING ACCURACY 

Language SF FB L OSF OFB OL 
English 89.5 86.3 85.7 61.4 36.4 63.1 

Finnish 88.2 85.3 86.6 64.8 52.3 73.9 
Kazakh 91.8 88.9 89.0 67.2 44.7 75.2 

Russian 87.2 82.2 88.1 58.5 39.6 77.3 

 
For the comparison purposes we use the latest available 

version of the Stanford maximum entropy tagger (SFT) [34] 
and a frequency baseline that assigns a seen token its most 
frequent tag and an OOV token the overall most frequent tag.  

For a relatively fair comparison, we deliberately set the 
parameters of the SFT in a way that emulates our model’s 
behavior. As our model does not explicitly use context, tag 
sequences, and is not bidirectional, we limit the SFT to the 
extraction of surface features only from the five preceding 
tokens, and to the use of tag unigrams only. 

C. Results 
Table 2 contains the results of the experiment. As it can be 

seen our model (OL) consistently outperforms both the SFT 
(OSF) and the baseline (OFB) in terms of the OOV accuracy. 
For the overall accuracy, however, our model (L) outperforms 
the SFT only on Russian and the baseline (FB) - on Finnish 
and Russian. The English and Russian cases are particularly 
interesting, as for the former our model yields the lowest 
accuracy, and for the latter – the highest (relative to other 
methods). The English case is obvious: due to analytic nature 
of the language it is difficult to achieve good results without 
explicit use of context, which our model (for now) does not do. 
For Russian resource scarcity might be the culprit: there might 
be not enough data for the SFT to learn adequately3 and the 
OOV rate is rather high for the baseline to perform well (see 
Tab. 1).  

Lastly, we would like to emphasize the fact that the OOV 
accuracy of our model is much higher for morphologically rich 
languages. We speculate that our proposed representation 
implicitly captures morphology inherent in surface forms, and 
will investigate this behavior in the future. 

V. CONCLUSION AND FUTURE WORK 

In this work we explored a possibility of using LSTM 
networks for learning the distributed word representations on a 
character level. By design our approach provides generic 
treatment for out-of-vocabulary words and is completely 
language independent, as it does not use any hand-crafted 
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features nor does it make any language-specific assumptions. 
We tested our approach on a POS tagging task, and, although 
the results were rather modest, our intention in this preliminary 
study was to demonstrate the applicability of the proposed 
representation not its excellence. Our plan is to further develop 
this idea and design an architecture for a character-based word 
generation. Some preliminary results have already been 
obtained which may appear in our future work. Also it is 
important to build a system with the state-of-the-art 
performance on NLP tasks using this framework as the 
presented model was oversimplified and did not take context 
into account.. 
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Abstract—A Smart Home (SH) is a house or an apartment 
equipped with advanced automation technologies to provide the 
occupants with intelligent monitoring and actionable information 
that can be situation specific. It allows for improvements in the 
way we live or work, and for improved energy efficiencies. The 
smart home is especially relevant for the elderly because the 
intelligent sensing systems would allow for remote monitoring 
and possibly control of health and environmental parameters 
according to their health status and living needs. The burgeoning 
elderly population and rising costs of elderly healthcare and 
home needs have led to a rapid evolution of the elderly smart 
living environment. However, the lack of proper eldercare smart 
home technologies has inspired us to develop Information and 
Communication Technologies (ICT) based smart home for the 
elderly using the Android platform. We have proposed a model 
for the elderly using Wireless Sensor Networks (WSNs) 
implemented as an Android application. Our smart home 
research potentially allows the elderly to continue to live in their 
own homes while being monitored non-invasively, seamlessly and 
economically according to their healthcare needs and status. 

      Index Terms—SH, ICT, WSNs, 

I. INTRODUCTION

The Smart Home (SH) is a living environment 
incorporating sophisticated automation technologies for 
customized intelligent monitoring, feedback and action 
according to the needs of the home occupant(s). Wireless 
techniques in the SH are essential for non-invasive and non-
intrusive implementation of the advanced automation systems. 
The advantages and limitations of available architectures and 
their implementations for heterogeneous sensing were 
examined in [1]. Heterogeneous sensors and actuator nodes 
with communications capabilities can be installed in the SH to 
create Wireless Sensor Networks (WSNs) that could allow the 
nodes to generate, acquire and integrate real-time data securely 
[2]. WSNs are becoming more important in recent years 

because of their ability to achieve real-time situational 
information from surveillance and monitoring using short-
range low-power communication services [3] and [4].  

The ease of remote access by state-of-the-art Information 
and Communication Technologies (ICT) based systems will 
improve our living and working environments by providing us 
with more convenience and customized environments to meet 
our needs. In fact, the SH concept has led to the idea of ageing 
in place in which elderly persons can continue to live in their 
own homes while still in control of their healthcare needs and 
living environment [5].  

Recent data [6] highlights the alarming trend that the 
fraction of worldwide population 60 years and older is rising at 
a startling rate. By 2050, this specific group will have globally 
increased to over 50% of the world’s population [7]. With such 
a dramatic increase and the resulting huge elderly population, 
the urgency of eldercare is being emphasized in many 
government policies and programs, and the elderly smart home 
smart is a good viable solution to this dilemma. One successful 
and cost-effective implementation of elderly healthcare is 
remotely monitoring so they can stay at home rather than in 
nursing homes, clinics, and hospitals that are very expensive 
and with limited spaces [8].  

A. Problem Statement
The rapidly rising elderly population and the lack of

economical and suitable elderly smart living home 
technologies have inspired us to develop information and 
communication technologies (ICT) based elderly smart living 
home in the Android platform. Many elderly persons encounter 
with various difficulties in their everyday life. These 
difficulties are especially acute when they are isolated at home 
without anyone to provide needed assistance. Therefore, a 
smart home system tailored to the needs of the elderly can 
make their life more comfortable, happy and help sustain their 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 67 12-14 Oct 2016, Baku, Azerbaijan



good health and well-being. Based on these identified needs for 
the elderly smart home, the objectives of this paper are the 
following. 
a. To design a smart home automation system that could assist 

the elderly in specific daily activities. 
b. To implement a system that could minimize wastage of 

electricity, preserve human energy and increase the 
elderly’s quality of life.  

c. To periodically or continuously monitor the status of smart 
home devices and to remotely access home appliances. 

II. LITERATURE REVIEW 
    A summary of the relevant literature review is shown in 
Table I. 

TABLE I.  SUMMARY OF LITERATURE REVIEW  

 

III. METHODOLOGY  
Our methodology is divided into six phases.  
Phase 1 - Problem identification and background: In this 
phase, the objectives of the research and the problem statement 
are formulated and defined. Both functional and non-functional 
requirements are identified and described. 
 Phase 2 - Literature review and survey: In this phase, a 
detailed literature review is carrier out. Relevant papers are 
analyzed, and the methods and concepts used in different types 
of smart home technologies are catalogued. In addition, 
methods used to connect sensors with computing systems are 
analyzed. Then, the most suitable server to be used in this 
system is proposed. The method of integration of Android 
application to the smart home technologies is analyzed.  
Phase 3 - Design proposed model: In this phase, the 
Graphical User Interface (GUI) and database is designed based 
on the requirements identified in Phases 1 and 2. 
Phase 4 - Develop prototype and simulation: In this phase, 
the prototype is developed and simulations are performed.  
Phase 5 - Testing and Evaluation: Here, the developed 
system is tested to ensure the system objectives and 
requirements are met. The developed app undergoes alpha and 
beta test before deployment. If bugs or errors occur, 

refinements and improvements are conducted until the 
objectives are satisfied. 
Phase 6 - Deployment: In this phase, the tested system is 
officially released for public use. 
In the next three sub-sections A to C, the wireframe of the 
proposed model, the algorithm and the conceptual model are 
shown and described. 
 
A. Wireframe 

Fig.1. Wireframe 
B. Algorithm 
 

Here, the Observe, Learn, and Adapt (OLA) algorithm is 
applied in our smart home system. The OLA algorithm uses the 
results of the combination of wireless sensors and artificial 
intelligence concepts towards improving energy management 
in the smart home. 

Based on the OLA algorithm, a block diagram of the hybrid 
intelligent technique for the smart thermostat is schematically 
illustrated in Fig. 1 and Fig 2. The system includes a two way 
communication device connected to the smart meters. With this 
capability, the power consumption can be monitored remotely, 
and if needed, in devices like sensors, home appliances and 
switches. 

C. Conceptual Model 
A conceptual model of a home in which automated systems 

will be installed with labels, is shown in Fig.3.  

Reference  Brief Description  

S.M. Hemant 
Ghayvat [9] 

Aimed to design and develop a sensor network 
which is reliable, efficiency, flexible, economical 
and realistic for smart home system that is WSN- 
and IoT- based. 

Sumi Helal, [10] 
Aimed to develop pervasive computing in smart 
home system by interconnecting sensors, actuators, 
computers and other smart devices. 

D. Han and J. 
Lim, [11] 

Designed a smart home energy management system 
using IEEE 802.15.4 and ZigBee. 

H. Isilak  [12]  
Aimed to develop smart home application for 
disabled individuals through application of a 
wireless sensor network. 

 
Fig. 2. Research Algorithm 
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                                          Fig. 3. Conceptual Model of Smart Home. 

IV. EXPERIMENTAL SETUP 
In recent years, the demand for smartphone apps in the 

Android platform has grown rapidly. Therefore, for our 
research, we chose the Android platform for the development 
of our ICT-based smart home system. In this section, the 
reasons for using Android are explained.  

 
First, Android is chosen because it is an open source 

platform. Android has a low barrier to entry and there are no 
costly licensing fees or development tools. Further, the 
Android Software Development Kit (SDK) is open-source, so 
it is easy to interact with the software development community 
and to be aware of new developments of Android mobile 
applications. Also, the Android SDK includes a comprehensive 
set of development tools like debugger, libraries, handset 
emulator, sample code, documentation and tutorials. This 
makes it easier to develop our own applications in the Android 
platform.  

Second, Android is an integrated software platform. The 
Android platform is suitable for customization and it allows 
developers to design applications for users based on their 
preferences. Therefore, we can integrate and optimize the 
mobile app according to our needs. Android is an excellent 
mobile platform between the application and processes 
architecture. 

 

 

 
 
 
Third, Android uses the consistent and open programming 

language Java and the emulator of the Android platform has a 
modern design and is easy to use. The Android applications are 
easily scripted in Java language with the help of a rich set of 
libraries. Therefore, anyone can build Android applications 
once they have a working knowledge of Java.  

Fourth, compared to the other platforms, Android is an 
excellent environment for the development of information and 
communication technologies smart home system which is 
specially designed for the elderly. Details are shown in data 
flow diagram in Fig. 4.  
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                                                                                    Fig. 4. Data flow diagram                                
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A. Wireframe of Android Application Sensor 
 
Generally, we have chosen to focus in our research scope on 
few different areas in the field of smart home systems. Smart 
door could possibly detect the presence of intruders and break-
ins as soon as the door is opened without authorized 
permission. The siren will immediately turn on when the 
presence of intruders is confirmed. Smart fire alarm uses 
smoke detector to detect the presence of fire lighting and send 
immediate alert to the user when fire happens. Smart stove 
installed gas sensor used to detect the presence of a dangerous 
flammable gas leaking that caused by the forgotten action of 
extinguishing the fire. It gives a simple off signal when gas 
leaking is detected and alerts the user through mobile apps, is 
displayed in Fig. 5. 

 
Fig. 5. Wireframe of Android Application  

 
B.  Wireframe of Smart Living Home’s Android Application 
 
The smart air purifier detects visible color change and air 
quality level by sensor technology and then it will remove 
dust, dander, mildew, fungi and allergens. Through the 
temperature sensor and the humidity sensor, the auto cloth 
horse can automatically protect the cloth from getting wet and 
optimize the drying process. Morning call the resident with the 
pleasant music. Remind resident to take medicine on schedule. 
Allows power saver mode that could be turn off within time 
set. TV set could be remotely accessed via mobile apps. 
Allows power saver mode that could be turn off within time 
set, is shown in Fig. 6.  
 

Fig. 6. Wireframe of Android Application 

 
C. Wireframe of Actuator 
 
Smart lighting system can practice flexible and freedom in 
creating different lighting scene around the home. The 
dimness could be adjusted through the apps according to 
various scenarios. User can receive notification after the wash 
process of dish is done. User can check the washing status in 
or outside home and also use all the functions that washing 
machine offer through smart phone. Besides, the washing 
machine can let the user to set the water temperature they 
want by using smart phone, explained in Fig. 7.  
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Fig. 7. Wireframe of actuator. 

V. RESULTS AND DISCUSSION 
The prototype of our Android-based Smart Home (SH) 

application is implemented using Android Studio and Geny 
motion as the simulator. The application is divided into three 
main modules such as Sensor module, Control module and 
Actuator module. The sensor module functions as the data 
transmitter medium, and the sensor is triggered by the 
module’s functionality. At present, the sensors deployed are 
Door Sensor, Smoke Detector, Gas Sensor, Temperature 
Sensor and Humidity Sensor. Sub-modules included in the 
Control module are Door module, Fire Alarm module, Alarm 
Clock module, Home Theatre module, Stove module, Light 
module, Cloth Horse module and Dishwasher module. These 
modules function as the main control of Smart Home, and each 
different sub-module allow for remote monitoring or 

controlling the particular appliances. The Actuator module 
shows the response of the appliances in the actual system as an 
illustration. The following sections show screenshots of the 
Smart Home Android Application’s user interface. 
 

 

 
Fig. 8. The user interface of Main module. 

 
Fig. 9. The user interfaces of the sensor module and its sub-module. 

Smart air conditioner integrates the air-conditioning and 
ventilation to a coherent and efficient climate control. The 
remote access allows optimum temperate and air quality is 
maintained all time long, is presented in Fig. 8 and Fig. 9.   
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Fig. 10. The user interface of the control module and its sub-modules. 

 

Fig. 11. The user interface of the actuator module and its sub-modules. 

Smart coffee brewer provides remote access for setting up a 
weekly schedule and adjusting brew time if needed. New 
recipe could be founded and installed into the machine to brew 
new coffee flavor. The smart vacuum cleaner droid will 
constantly clean the floor according to the schedule that set by 
user, shown in Fig. 10 and Fig. 11.  

 
VI. CONCLUSION AND FUTURE WORK 

We have successfully developed a system which can 
prevent wastage of electricity, preserve human energy and 
simultaneously improve the quality of life of elderly persons. 
Our system can help the home owner to continuously or 
periodically monitor the smart home devices and to 
conveniently take control on devices status and remotely access 
the home appliances. The ease of remote access with our 
system will eventually make our lives easier, especially for the 
elderly, as it could provide conveniences and safety guidance. 
Therefore, this smart home research potentially allows the 
elderly to continue to live in their own homes while being 
monitored non-invasively, seamlessly and economically 
according to their healthcare needs and status.  

At present, our research only considers eight appliances in 
our information and communication technologies based smart 
living home system. However, the experience gained is easy to 
build on towards a functional smart home for elderly living and 
healthcare needs. Our immediate future plans include research 
in two areas. First, we plan to increase the number of the 
appliances included in the information and communication 
technologies smart living home system. Second, we will 
deploy the system to the many real-world situations so that it 
can be redesigned and redeveloped to increase its adaptability 
and use.  
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Abstract — Increasing efficiency of fatigue testing complex 
technical systems (for example, aircraft engine) is possible with 
its technical and economic assessment on base of relationship 
with the economic effect from the system operation. The amount 
of data is received during the engine life cycle. It should be 
properly processed to build the lifecycle model. Big Data concept 
can be suggested as an effective tool for storing and analyzing the 
life cycle information. 

Index Terms — complex technical system, fatigue test, 
efficiency, aircraft engine, lifecycle, modeling, Big Data. 

I. INTRODUCTION 

Simulating the life cycle of a complex technical system is 
a modern trend. For instance, it is urgent for assessing the 
efficiency criterion of fatigue test in the framework of the 
system life cycle. Modern gas turbine engines (GTE) are 
bright example of complex technical systems consisting of 
several thousands of parts and components. Engine condition 
during a test and set operation is characterized by various 
parameters, measured at intervals of several seconds to several 
minutes [1-4]. 

In addition, the data on the financial performance 
indicators at various stages of the engine life cycle (LC) is 
collected. The amount of data received during the life cycle of 
GTE (development, production, operation, testing, and repair) 
can be measured in terabytes and sometimes in petabytes. 
Thus, the urgent task is to process this information on the 
basis of Big Data technologies and Cloud Computing in order 
to build predictive models at the stage of engine tests during 
development and production [5-8]. 

One of the main factors limiting the ability to create a 
simulation model of the life cycle of a complex technical 
system for selection of fatigue test parameters is the difficulty 
of assessing the efficiency criterion of fatigue test in the 
framework of the engine life cycle. The reason for this kind of 
problem in the first place is the need for preprocessing large 
volumes of heterogeneous data, collected at different stages of 
lifecycle of the complex technical system [9-12]. 

 

II. PROBLEM DEFINITION 

It is expected that the efficiency of fatigue test of gas 
turbine engines is possible due to using the results of 
simulation of engine life cycle in the justification of test 
parameters. As a criterion of the efficiency of fatigue tests, 
absolute indicator of the efficiency of capital investments, 
annual operating costs, profits from the engines and operation, 
minimum unit costs due to wear and tear, cost of the engine 
operation, engine reliability and others can be used (Fig. 1). 

Relation between the economic efficiency of the product and 
the parameters of fatigue tests is also available through other 
indicators characterizing the effect of improving the reliability: 
maintainability, storage ability, durability, and complex 
indicators, such as availability etc. 

In general, the total cost presented in Fig. 1 is the cost 
associated with the consumption of all kinds of resources, since 
the start of the research and development of the engine until the 
completion of the withdrawal of its utilization. 

The value of the selected criterion of efficiency is 
becoming more specified step by step as the engine passes life 
cycle stages and information on the engine is becoming more 
detailed [11]. 

All the arrows in Fig. 1 present numerous information 
flows. These data are necessary for estimating efficiency 
criteria and test parameters optimization. Also central to the 
suggested approach are data warehouses (DW1, DW2), 
collecting information on engine life cycle, including life 
spending details, life hours left, maintenance and repair, where 
and when, financial parameters etc. 

To choose the parameters of the fatigue test of the 
aircraft engine in order to provide maximal efficiency of the 
engine lifecycle, it is necessary to solve the following 
sequential tasks: 

• Justify the choice of efficiency criteria fatigue tests of 
the product. 

• Define the parameters of the engine life cycle that need 
to be taken into account in the simulation model. 
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Fig. 1.  Relation between economic efficiency of the engine lifecycle stages and the parameters of fatigue test 

 
• Select a modeling tool and develop a simulation model 

of the life cycle. 
• Make a series of computer simulation within planned 

experiments. 
• Determine the optimal values of the fatigue test 

parameters on the basis of life cycle modeling [3]. 

III. FATIGUE TEST OPTIMIZATION 

For complex technical objects such as gas turbine engines, 
depending on the amount of available background 
information, various simulation schemes in operation at a 
fixed resource and operation of on technical condition can be 
applied. 

The objective of maximizing the efficiency E is achieved 
by optimizing the number of tested engines NT, test modes 
RT(τT) and duration τT: 
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where �Σ – function  including lifecycle parameters remaining 
unchanged in the tests optimization; GR, Gτ – set of the test 
regimes and duration. 

To solve the task (Eq. 1), it is necessary to make function f 
more specified. It is possible to provide the following decision 
in case of the aircraft engine. As it is known, the most 
complete reproduction in tests operational defectiveness the 
engine for the minimum time is the primary requirement for 
accelerated testing of complex technical systems: 
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where �T[P0, RT(τT), τT] – engine defectiveness in test 
depended on initial condition vector P0, regimes RT(τT) and 
test duration τT; �op[P0, Rop(τop), τop] – engine defectiveness in 
operation depended on initial condition vector P0, regimes 
Rop(τop) and operation duration τop; �A – test acceleration 
factor; GR – set of loading regimes in which defectiveness of 
the engine components and parts is remained. 

As far as it is hard to comply with condition (3) in real 
life, test optimization is provided as follows: 
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or, combining factors �A and δ�, the choice of the test 
parameters can be made under condition: 
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Fig. 2.  Generalized scheme of gas-turbine engine (GTE) lifecycle model building for choosing engines test parameters 

 
 

where �Ti � �op.i.νi – defectiveness of i-th part of the engine in 
test and in operation; τT, τop – loading duration in test and in 
operation; Nop – number of operated engines; �1, �2 – weight 

factors (�1 + �2 = 1); 
∗��  – maximal acceptable average 

relative difference between operational and testing 
defectiveness of the engine. 

Taking into account profit from the engines and operation 
Pr , function �Σ can be presented as convolution of factors 
δ�, �A � Pr: 
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While optimizing, it is necessary to consider �op.i.νi in Eq. 

6 to be of different value (Fig. 2) caused by operation strategy, 
engine production quality etc. One of the main findings of this 
approach is applying intelligent control and management 
technologies for decision making on possibility of efficiency 
increasing. 

The initial data for decision making are lifecycle modeling 
results, and the range of implemented intelligent technologies 
is wide as well. 

IV. BIG DATA CONCEPT IMPLEMENTATION 

One of the main reasons of limiting the ability to build a 
simulation model of the engine lifecycle for selection of 
fatigue test parameters is the difficulty of assessing the 
efficiency criterion of fatigue test in the framework of the 
engine life cycle. 

The cause for this kind of problem firstly is the need for 
preprocessing large volumes of heterogeneous data, collected 
at different stages of lifecycle of the complex technical object. 
The main data and knowledge flows in modeling lifecycle of 
the aircraft engine are shown in Fig. 3, where DB1, DB2 – 
integrated databases; KB2 – knowledge base; D1 – formal GTE 
description; D2, D3, D4, D5 –  data necessary for GTE design, 
production, testing and operation; K1 – GTE operation 
knowledge; K2 – control of test parameters; K3 – control of 
operation parameters; K4 – reclamation control. 

Under these circumstances, Big Data technology can serve 
as an effective tool for storing and analyzing the life cycle 
information. For example, MapReduce allows performing 
batch processing queries database that very significantly 
reduces the processing time. Hadoop effectively manages 
distributed resources based on streaming data access. These 
technologies are suitable for preprocessing source model data 
as well as simulation results. 
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Fig. 3.  Data and Knowledge Flows in GTE LC Modeling 

V. CONCLUSION 

Aircraft engines can be considered as complex technical 
systems consisting of several thousands of parts and 
components. Engine condition during the lifecycle is 
characterized by numerous parameters. It is offered to increase 
efficiency of fatigue testing the aircraft engines is possible 
with its assessment on base of relationship with the economic 
effect from engines operation. For this purpose, the simulation 
model of engine life cycle is implemented. To build the 
lifecycle model and optimize test parameters, Big Data 
concept is proposed. 
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Abstract — Vast spread of computing technologies has led to 

abundance of large data sets. Today tech companies like, Google, 
Facebook, Twitter and Amazon handle big data sets and log 
terabytes, if not petabytes, of data per day. Thus, there is a need 
to find similarities and define groupings among the elements of 
these big data sets. One of the ways to find these similarities is 
data clustering. Currently, there exist several data clustering 
algorithms which differ by their application area and efficiency. 
Increase in computational power and algorithmic improvements 
have reduced the time for clustering of big data sets. But it 
usually happens that big data sets can’t be processed whole due 
to hardware and computational restrictions. In this paper, the 
classic k-means clustering algorithm is compared to the proposed 
batch clustering (BC) algorithm for the required computation 
time and objective function. The BC algorithm is designed to 
cluster large data sets in batches but maintain the efficiency and 
quality. Several experiments confirm that batch clustering 
algorithm for big data sets is more efficient in using 
computational power, data storage and results in better 
clustering compared to k-means algorithm. The experiments are 
conducted with the data set of 2 (two) million two-dimensional 
data points. 

Index Terms — Big Data, Big Data Clustering, Clustering 
Algorithms, k-means, Batch Clustering. 

I. INTRODUCTION 

Clustering of big data has gained popularity in the last 
decade due to increased demand to process of large data sets. 
Data clustering algorithms were developed as a powerful tool 
to analyze and relate large amount of data generated by 
different systems. Many applications produce large amounts of 
data that demand efficient data processing algorithms. The 
main purpose of clustering is to find similarities among the 
elements of the given data set and categorize them into groups 
by a certain metrics. That is clustering is a process of 
organizing objects or elements into groups whose members are 
similar to each other. So the purpose of clustering is to define 
groups in a set of unlabeled data. Data clustering is considered 
as one of the important unsupervised learning techniques [1]. 
Today data clustering has got wide areas of applications in 
marketing, online sales, biology and medicine, libraries, 
banking and insurance, city-planning and utilities, earthquake 
studies, WWW, Internet of Things (IoT), etc. [2]. Currently 
there are several data clustering (a.k.a. unsupervised 
classification) algorithms that differ by their efficiency and 

quality [3]. The question then arises: how to define the best 
algorithm for the clustering problem? It is possible to 
demonstrate that there is no “best” method which does not 
depend on the purpose of clustering and the given data set. So 
it is up to the user who can select criterion in the way that the 
outcome of clustering will satisfy his/her requirements. 
Generally, there are several requirements that clustering 
algorithms should satisfy: 

• Clustering algorithm should be scalable, i.e. it can be 
applicable to a growing volume of data sets; 

• The algorithm should handle different attribute types as 
the scope of application can be different; 

• The algorithm should be able to define clusters of any 
shape; 

• There should be minimal knowledge about the domain 
when defining parameters; 

• Ability to filter noise and define outliers; 
• The algorithm should be able to cluster data sets of high 

dimensions; 
• The result of clustering should be interpretable and 

usable. 
In this paper, it is generally mentioned about some of the 

main data clustering algorithms and classic k-means is 
compared to the proposed batch clustering (BC) algorithm. 
The main clustering types (algorithms) can be classified as 
follow but they are not limited to the below [12]: 

• Density-Based Clustering; 
• Exclusive or Partition-Based Clustering; 
• Overlapping or Fuzzy Clustering; 
• Model-Based Clustering; 
• Hierarchical (Agglomerative or Divisive) Clustering; 
• Grid-Based Clustering; 
• Probabilistic Models (Gaussian or Bernoulli Mixture 

Models) for Clustering. 
In Exclusive or Partition-Based Clustering data are 

assigned into groups in an exclusive (excluding) method, i.e. if 
a certain data element or object assigned to a certain cluster 
then it cannot be assigned to a different cluster. 

But on the contrary, in Overlapping Clustering a certain 
data element can be assigned to several clusters at the same 
time with a certain coefficient (degree of membership). This 
membership is defined through fuzzy sets. 
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In Hierarchical Clustering algorithm each nearest two 
clusters are assigned to each other, i.e. defined as the union 
between them. In the first condition every datum is treated as a 
cluster. After some iteration we get the wanted final clusters. 

Another kind of clustering which is based on the 
probabilistic approach is called Probabilistic Clustering 
algorithm. 

The below are the highly used algorithms for data 
clustering: 

• K-means Clustering and its variations (Kernel K-means, 
Weighted K-Means, Genetic K-Means, etc.); 

• Fuzzy C-means (FCM); 
• Hierarchical (Agglomerative or Divisive) Clustering 

(Single and Complete Link, etc.); 
• Bernoulli Mixture Model; 
• Mixture of Gaussians; 
• Expectation-Maximization Algorithm. 
Any of the mentioned algorithms can be related to certain 

type of clustering methods indicated above. For example, k-
means can be considered as an exclusive (excluding) clustering 
method [4], [5]. But Fuzzy C-means (FCM) is related to an 
overlapping or Fuzzy clustering method [7], [8]. According to 
its name, hierarchical clustering is distinct [6], [9], [10], [11]. 
Mixture of Gaussian or Bernoulli algorithm belongs to the 
probabilistic clustering type [13]. 

For comparison the well-known k-means algorithm will be 
used. Theoretically, a new approach was introduced to classify 
big data sets in batches, which is effective in reduced 
computational resources. Empirically, several experiments 
were conducted to evaluate the efficiency and quality of the 
proposed method by using big data sets. The BC algorithm is 
more efficient for clustering of big data sets. Indeed, batch 
clustering algorithm is based on the k-means algorithm and can 
be considered as a new version of k-means, but offers a new 
approach in processing of large data sets of several dimensions. 
Numerical experiments over large data sets have shown that 
BC algorithm is more efficient over classic k-means algorithm 
in using computational power of hardware with restricted 
resources. 

For qualitative estimation of the proposed algorithm we 
will compare required calculation time for clustering (centroids 
and assigning elements to centroids) and the value of objective 
function for classic k-means algorithm and the BC algorithm. 
We will use data set with synthetically generated 2 (two) 
million and 2-dimensional data elements. But similar 
experiments were conducted over the real data sets taken from 
UCI Machine Learning Repository. 

II. RELATED WORK 

What do we mean when we talk about Big Data and related 
fields? What volume of data we consider as big? Facebook 
alone processes more than half petabytes (PB) of data daily. 
The Library of Congress has lately classified more than 170 
billion tweets, i.e. all the tweets from the beginning of Twitter. 
Can we assume it big? If we cannot load and process the data 
in computational memory then we treat the data as big [14]. 

Big Data has several major problem areas: volume, variety, 
velocity, validity, veracity and volatility. Here we will deal 
with the limited storage and processing volume problems of 
Big Data and main clustering approaches. As we know a large 
data set can be problem to store and process in the working 
memory of the computational system due to storage 
limitations. 

There are two main methods of big data sets clustering: 
distributed clustering in parallel systems and sample clustering 
by taking samples according to some rules. Each of these 
methods has been applied to many of the clustering methods, 
like k-means and its variations, hierarchical, density-based 
clustering, probabilistic, etc. 

Recent works in accelerating calculation of the minimal 
spanning tree (MST) for clustering of big data involve the 
DualTreeBoruvka (DTB) method [16], and the Filter-Kruskal 
(FK) method [15]. The proposed methods in [15] and [16] 
focus mainly on the rapid MSTs, and because of their 
accuracy, it is possible to obtain hierarchical single linkage 
(SL) clustering partitions from Minimal Spanning Tree. One 
of the hierarchical single linkage algorithms for big data 
clustering that is known about is clustering with scalable 
visual assessment of tendency (clusVAT) algorithm proposed 
by Timothy Craig Havens, James C. Bezdek et al. in [17]. 
There it is named as sVAT-SL. That algorithm creates 
accurate single linkage partitions in a minor class of data sets, 
but with broad set of inputs the clusVAT algorithm leaves the 
single linkage pattern. In the paper [14], J. C. Bezdek et al. 
have compared clusiVAT to SL clusters constructed with fast 
MST that is the nature, quantity, velocity and other 
characteristics of clusiVAT partitions over big data single 
linkage partitions taken from Filter-Kruskal Minimal 
Spanning Trees. 

In the paper [17] by T. C. Havens, J. C. Bezdek et al., the 
scalable Visual Assessment of Tendency (sVAT) method has 
been extended to output hierarchical SL partitions in big data 
clustering. The proposed sVAT method was developed to 
ensure visible confirmation of cluster counts in large data sets. 
The improvement described in [17] for sVAT makes possible 
to output the SL partition with the visible confirmation 
conveniently. The proposed sVAT method is an extensible 
approach for imaging the clusters and their counts in a given 
big data set. This algorithm first marks a representative 
sample, after that creates an image that indicates the cluster 
counts as the number of black squares on the diagonal of the 
contrast picture. The sVAT-SL method calculates an SL 
partition of the sVAT marked data, after that expands that 
partition for the whole data set. 

III. PROPOSED METHOD 

As we indicated, clustering of big data sets can be a 
problem due to memory and other computational restrictions. 
In this paper, it is proposed to cluster a given large data set in 
batches by using k-means algorithm. That is take some 
portions of data elements from the given data set and process 
it. Then take next portion and process it and so on until all the 
elements of data set are processed. After that the whole given 
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data set is also clustered by k-means algorithm for efficiency 
and quality comparison. Later qualitative indicators for both 
of these approaches are measured. For qualitative indicators 
the below are considered: 

• Time T  required for calculation of centroids and 
assigning data elements to centroids (clusters); 

• The value of the objective function J  (squared error 
function): 
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is an indicator of the Euclidean distance of the n  data 
elements from their corresponding cluster centers. 

Assuming that we have a data set consisting of n  data 
elements, m  is a number of elements in a small subset of data 
set, k  is a number of centroids, the proposed batch clustering 
algorithm can be defined as follows: 

1. We take m  number of data elements from the given 
data set of n elements ( nm < ); 

2. m  number of data elements are processed in RAM of 
computer by the k-means algorithm to find k  number 
of centroids ( mk < ); 

3. Then take the k  centroids along with km −  number of 
data elements from the remaining data set; 

4. Repeat steps 2 – 3 until all the elements of the initial 
data set are processed; 

5. Assign all elements to the k  centroids calculated in the 
last step 4. 

IV. EXPERIMENT 

In this paper, we will compare the clustering results of 
classic k-means algorithm with the proposed batch clustering 
algorithm which is also based on k-means. The result of 
experiment will be compared for qualitative indicators such as 
time required for calculation of centroids and assigning data 
elements to centroids; and objective function J (squared error 
function). 

The parameter of PC on which the experiment is conducted 
is as follows: 

• CPU: Core i7 2.2 GHz 
• RAM: 8 GB 
• Video Card: 1 GB 
• HDD: 1 TB 
• Microsoft Windows 7 Ultimate 64 bit 
Initial data for experiment are below: 
• Number of elements in data set: 2,000,000 
• Dimension of data element: 2-dimensional 
• Size of data file: 100 MB 
• Source: synthetically generated 
• Number of centroids: 10 
The result of calculations is below: 
Classic k-means 

• Time spent calculating centroids: sec225=T . 
• Time spent calculating objective function: sec979=T . 
• Objective function: 33997=J . 
Batch clustering 
• Number of elements in each portion: 000,100=m  

elements.  
• Time spent calculating centroids: sec223=T . 
• Time spent calculating objective function: sec932=T . 
• Objective function: 33996=J . 
As seen from the above calculation results, batch clustering 

algorithm produces better results over classic k-means 
algorithm. Besides, we have a big gain in using computational 
power with restricted resources. 

V. CONCLUSION 

As mentioned above clustering of Big Data sets is a problem 
due to computational power restrictions. There are some 
research papers in this field to handle this challenge. In this 
paper, we proposed batch clustering algorithm which is based 
on classic k-means algorithm, but assumes clustering of large 
data sets in a chosen portions, thus efficiently using 
computational power. A number of computational 
experiments have been conducted over synthetically generated 
data sets and real data sets taken from UCI Machine Learning 
Repository. For each experiment the elements of data sets 
have been chosen with different dimensions. As seen from the 
experiment the proposed BC algorithm produces better results 
compared to classic k-means algorithm. The main advantage 
of the BC algorithm is that it makes possible to process the 
elements of large data sets in batches, thus enabling of 
handling any size of big data set. 
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Abstract — Objective of the paper is to evaluate metrics of 
automatic evaluation of machine translation output using manual 
metrics – fluency and adequacy. We tried to answer the question 
to which extent the manual evaluation correlates with the 
automatic evaluation of MT output from/to Slovak to/from 
English. We focused on metrics based on the similarity and 
statistical principles (WER, PER, CDER and BLEU-n). We 
found out, that the manual evaluation, namely fluency and 
adequacy metrics correlates with automatic metrics of MT 
evaluation for less spoken language and low resource language 
such as Slovak. The contribution also consists of system proposal 
for both, manual (based on POS tagging) and automatic (based 
on reference) evaluation of MT output.  

Index Terms — Manual evaluation, Automatic evaluation, 
Inflectional language, Natural language processing 

I. INTRODUCTION 

If we want to improve the performance of machine 
translation (MT) system, it is inevitable its evaluation through 
its output. Evaluation of MT system it as old as machine 
translation itself [1-6]. It has been much written about the 
machine translation yet. Carbonell and Wilks [7] remarked that 
MT evaluation is better understood that MT itself, even that it 
is its inseparable part.  

There are two main ways how to assess the MT output. 
Manually (human) or automatically, both with original 
methodologies with a wide range of proposed methods. 
Though the manual evaluation, using the intrinsic and extrinsic 
methods, we assess accuracy and usability of the MT output.  

Intrinsic methods (evaluation scales, ranking, error 
analysis, etc.) assess subjectively the quality of MT output 
based on their comparison with reference (a “golden 
standard”). In most cases, the evaluators assess subjectively the 
attributes of the translation quality such as adequacy or fluency 
of MT output. In other words, intrinsic methods focus on the 
language quality. Evaluation scales comprise two attributes of 

translation quality – fidelity and intelligibility. They were very 
frequently used during the MT evaluation campaigns, e.g. 
DARPA [3], IWSLT (International Workshop on Spoken 
Language Translation, [8]), WMT (Workshop on Statistical 
Machine Translation, [9]) a NIST open workshop of MT 
evaluation (NIST Machine Translation Evaluation Workshop) 
organized by LDC (Linguistic Data Consortium) (LDC, 2002, 
2005; [10]). Evaluation scales and ranking assess the 
translation quality in terms of “correctness” by contrast to error 
analysis, which measures “error rate” of MT output. In a way, 
the error analysis demonstrates objectively and explicitly the 
lack of accuracy (fidelity) or clarity of the MT output. Based 
on Llitjós et al. work [12], Vilar et al. [11] introduced a 
framework for error analysis and error classification, where 
five categories of errors were classified: missing words 
(missing content words/lexical errors, or missing filler words/ 
functional semantic categories), word order (word order on 
word level (a local shift within the phrases) or on phrase level 
(relocation of the phrase within one sentence), incorrect words 
(inappropriate equivalent), unknown words and punctuation. 
This classification has become widely used in recent years 
[13]. Extrinsic methods, so called task-oriented methods such 
as post-editing or reading with understanding are focused on 
the effectiveness of MT output with the respect to specific task. 
The aim of the last mentioned is an extraction of the crucial 
information from the MT output. Laoudi et al. [14] proposed a 
multiple level of information extraction of MT output, so called 
wh-questions. Lo and Wu [15] formed a metric called 
MEANT. The principle of this metric is the usability of MT 
output, i.e. to what extent the given MT output can help a 
reader to understand successfully “who did what to whom, 
when, where, why and how“. 

In this paper, we examine MT quality in relation to Slovak 
language as an inflectional type of language and with 
morphological complex system often causing inadequate 
translation, especially in the case of machine translation (MT 
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output). Slovak language is characterized by the robust usage 
of morphology (word modification and word formation using 
inflections- endings or vowel changes) and complex agreement 
system with a loose word order (verb agrees with subject, 
direct object and indirect object). Compare to English, Slovak 
has more grammatical endings and more flexible word order 
than English with a few inflections and a fixed word order. 

The objective of this paper is to answer the question to 
which extent the manual evaluation (metrics of manual MT 
evaluation) correlates with the metrics of automatic evaluation 
of MT output in special case from/to inflectional language 
to/from analytical language (from/to Slovak to/from English). 
For the needs of our work, we will only focus on metrics based 
on the similarity and statistical principles that are widely used 
in the automatic evaluation of machine translation outputs 
(WER, PER, BLEU-n, etc.). 

Many experiments showed that automatic metrics for MT 
evaluation correlate with human judgment [17-20]; whereby 
human judgment is in the form of “adequacy and fluency” 
quantitative scores [21].  

A number of researches [17-20] focusing on the automatic 
evaluation of MT output has been realized, especially for 
dominant languages such as English, German or Spanish. In 
these researches were proved, that metrics of intrinsic 
automatic MT evaluation correlate well with human intrinsic 
metrics- fluency and adequacy (using the scores of these 
metrics) [21].  However, there are no researches or a few 
focusing on MT evaluation of Slovak language. For the reason, 
our partial goal presented in this paper is to provide an insight 
into MT evaluation and machine translation itself in context of 
European, minority and low resource language - Slovak. 

II. SYSTEM FOR EVALUATION OF MT OUTPUT 

A system for manual evaluation of machine translation 
output was created. In our case, manual evaluation (human 
evaluation) comprises evaluation scales (fluency and 
adequacy), post-editing and error classification. The system 
offers a simple interface for effective human evaluation, i.e. the 
user has a space for post-editing; an option to mark fluency and 
adequacy of MT output on the scales from 1 to 5 (where 5 
means all meaning/flawless language, 4 means most mean-
ing/good language, 3 means much meaning/non-native 
language, 2 means little meaning/disfluent language and 1 
means none/incomprehensible) and also an option to determine 
an occurred error, (whether the error belongs to language, 
accuracy, terminology or style). The system enables to 
determine several errors (more then one) for the given 
sentence. Within the error, evaluator has to decide if the 
occurred error is minor, major, critical or neutral. 

For a better description of the relationships between the 
system and its user, we defined the following functional 
requirements for the application: 

• to upload and process a file with the source text,  
• to upload and process a file with MT output, which is 

already aligned with the source text (texts were aligned 
using the algorithm and software hunalign [22]), 

• to select a sentence for post-editing and to post-edit the 
given sentence, 

• to mark the fluency and adequacy of MT output on the 
evaluation scales (from 1 to 5),  

• to assign basic error category of errors (language, 
accuracy, terminology and style) and the extent of 
error rate (from neutral to critical). 

 
System was created as a web application due to simplicity 

and accessibility of the solution, necessity of a central entries 
database and the need of accesses of several users. 

 By the system design for manual evaluation of machine 
translation output, various diagrams were created, which help 
to explain its implementation. The ERD scheme of the 
application with database design were the basis of the system 
(Fig. 1). 

III. METHOD  

A. Data 
Data were collected from the origin Slovak textbook 

dealing with the issue of machine translation. We chose this 
text because of the terminology, many expressions and 
abbreviations were written in Slovak as well as in English and 
the second important thing was that we had its human 
translation (English version, translation by 2 human translators 
and checked by a native speaker specialist in machine 
translation). Slovak text was translated into English by Google 
Translate Service (a free online machine translation application 
based on Moses). Later, MT output was evaluated by 14 
human translators. First, they assessed fluency and adequacy of 
each sentence. They used manual intrinsic method- 5-point 
evaluation scale for adequacy as well as for fluency. Later, they 
used another manual intrinsic method, post-editing, to post-edit 
the MT output.  Both evaluation, manual and automatic, were 
carry out within our created system evaluation MT output.  

B. Metrics 
We chose 7 automatic metrics, 3 represent error rates 

(WER, PER and CDER) and 4 represent accuracy (BLEU-1 to 
BLEU-4). By the metrics of error rate the higher score/value, 
the lower the translation quality. On the other, by the metrics of 
accuracy, the higher score, the better the translation quality. 
Word error rate (WER), Position-independent error rate (PER) 
and Cover disjoint error rate (CDER) are based on edit 
distance, i.e. on Levenshtein distance measuring the similarities 
between two strings/sequences (one source-MT output and one 
target- reference sequences and a distance represents a number 
of insertions, deletions and substitutions needed to transform a 
source sequence to target. Bilingual evaluation understudy 
(BLEU-n) is based on n-grams. Intrinsic metrics of error rate 
and intrinsic metrics of accuracy for automatic MT evaluation 
are described in more detail in [28] and [22].  
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Fig. 1.  Application of the ERD scheme.  

C. Analysis of Validity of the Intrinsic Automatic MT Metrics 
of the Evaluation  
The aim of the research was to assess the translation quality 

of MT output. We used the analysis of validity to evaluate 
intrinsic automatic metrics of MT output using the manual 
intrinsic metrics for MT evaluation, the fluency (F) and 
adequacy (A). 

In other words, to answers the question to which extent the 
manual evaluation correlates with the automatic evaluation of 
MT output from Slovak to English. 

We used our own created tool (system) for evaluation, in 
which algorithms of automatic metrics were implemented. It 
computes the scores based on the similarities between the 
hypotheses (MT outputs) and references (human translations-
gold standard).  

D. Results  
14 human translators assessed the translation quality of MT 

output using the metrics fluency and adequacy. 
Scores of intrinsic human metrics, fluency (F) and 

adequacy (A), were the criterions for validity of the intrinsic 
automatic metrics for MT evaluation. Scores of fluency were 
measured on the 5-poit scale, where 1 means 

incomprehensible, 2 disfluent, 3 not-native, 4 fluent and 
flawless language.  

Scores of adequacy were also measured on the 5-poit scale 
where 1 means none, 2 a little, 3 much, 4 most and 5 means all 
meaning.  

TABLE I.  CORRELATIONS AMONG THE SCORES OF AUTOMATIC METRICS 
OF ERROR RATES AND FLUENCY AND ADEQUACY. 

 MT_PER MT_WER MT_CDER
Fluency (F) -0.490 -0.508 -0.553 

Adequacy (A) -0.433 -0.439 -0.481 
 
The results showed (Tab. 1), there is a medium to large 

degree of linear dependency between (PER, WER and CDER) 
and (F and A), i.e. between error rates and fluency, as well as 
between error rates and adequacy. The values are changing 
together in the reverse direction (Fig. 2). 
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Fig. 2.  Visualisation of correlations of metrics (PER, WER and CDER) and 

metrics (adequacy and fluency) of MT evaluation. 

The correlation coefficients are statistically significant 
(Tab. 2). 

TABLE II.  VALUES OF SIGNIFICANCE OF CORRELATIONS OF THE 
AUTOMATIC METRICS OF ERROR RATES AND FLUENCY AND ADEQUACY. 

 MT_PER MT_WER MT_CDER
Fluency (F) 0.0000 0.0000 0.0000 

Adequacy (A) 0.0001 0.0001 0.0000 
 

The same was proved between the automatic metrics of 
accuracy and fluency and also between them and adequacy, i.e. 
the correlation coefficients are statistically significant. The 
values of metrics of accuracy and values of fluency and 
adequacy are changing together in the same direction (Fig. 3).  

 

 
Fig. 3.  Visualisation of correlations of metrics (BLEU-n) and metrics 

(adequacy and fluency) of MT evaluation. 

The values of multiply correlation coefficients achieved the 
value almost 0.6 in case of fluency 
( , 

) and also in the 
case of adequacy ( , 

). 
Validity is the degree to which the assessment measures 

what it is intended to measure. It is closed tied with reliability, 
i.e. the lower reliability, the lower concurrent validity (the 
lower the correlation among automatic and manual MT 
metrics), which results in calculation of a corrected coefficient 
of correlation. In both cases (adequacy and fluency) 
coefficients of corrected coefficient of correlation achieved 
values higher than 0.6, which means, metrics of error rate for 
automatic MT evaluation can be regarded as valid. 

 

IV. CONCLUSION AND FUTURE DIRECTION 

Williams [23] claims, if the translation quality assessment, 
done manually or automatic, it should be as objective as 
possible, its methodology with metrics and have to be reliable 
and valid. However, the manual evaluation, using the intrinsic 
and extrinsic methods, is regarded as the most reliable, bit is 
highly time and labor consuming; expensive and requiring  
trained bilingual human reviewers) [24]. 

Results of the presented research showed, that the manual 
evaluation correlates with automatic evaluation, namely 
intrinsic method (evaluation scales-fluency/adequacy) with 
metrics of error rate or correctness of automatic MT evaluation 
in context of less spoken language such as Slovak. They 
showed that the automatic metrics are also valid for Slovak 
language. We verified the concurrent validity of automatic 
metrics for MT evaluation by the manual MT metrics using 
intrinsic method (evaluation scales – fluency and adequacy) 
and a corrected multiple correlation coefficient between the 
manual and automatic MT metrics of evaluation. 

We also presented a system for the evaluation of MT 
system, where the text representation was realized using the 
transaction-sequence model which is detail described in [25-
27]. The system consists of two sub-systems, one comprising 
intrinsic methods (evaluation scales and error analysis) and 
extrinsic method (post-editing) of manual evaluation of MT; 
the second is focused on automatic evaluation (metrics of error 
rate/correctness) and automatic error analysis (error 
classification), based on POS tagging.  

For the future direction, we want to check whether it is 
valid vice versa, i.e. if the intrinsic automatic MT metrics 
correlate with error analysis (intrinsic method) or with post-
editing (extrinsic method). Further, we follow up with metrics 
of error rate and classification of MT errors (which error rate is 
related to error category) and automate this procedure based on 
the morphological annotation (e.g. POS tagging).  

We believe it will be useful not only for translation 
community (human or machine), but also for the community of 
natural language processing or philology. 
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Abstract— The paper is devoted to simulation of passenger 
transportation of monorails. Probability distribution model of 
passenger traffic is considered, on the basis of which the input and 
output passenger traffic in the stations is generated and used for 
simulation of passenger transportation. As a result, we obtain the 
estimates of parameters of transport system for determination of 
the necessary transportation capacity. 

Index Terms— probabilistic model, Gaussian distribution, 
simulation of passenger transportation, public transport 

I. INTRODUCTION 
Currently, there is a serious imbalance of supply and demand 

in the transport sector in the most developed countries of the 
world: the volume of traffic, particularly of large cities, 
approaches the limits of capacity of existing highways and at 
rush hour even exceeds them. There are two ways to meet the 
traffic demand: extensive and intensive. For a long time the 
extensive approach aimed at expanding the existing 
infrastructure has been the primary way to solve the problem. 
However, currently this option is considered to be unviable [1], 
and high-tech approaches involving construction of new types 
of transport systems are becoming more and more popular. One 
of such types of transport is overhead monorail, which does not 
require the allocation of "scarce" areas and fits perfectly into the 
existing infrastructure. 

To provide comfortable services for passengers, the 
necessary capacity and capability of transport system is to be 
known before the design stage.  That is why we need to simulate 
and evaluate the distribution of passenger traffic and parameters 
of passenger transportation. However, although the simulation 
of passenger transportation in cities is carried out around the 
world for more than fifty years, and great theoretical and 
practical material was obtained in this area, the creation of 
timetables is a challenge and it should be designed for each case 
individually. 

Thus, there is a very time-consuming task of obtaining 
statistical data on passenger traffic changes on the entire length 
of the monorail line. The solution to this problem by continuous 
examination is practically impossible because of considerable 
complexity and hence high cost of research. It is therefore 
necessary to build a simulation model that adequately describes 
the processes and allows to obtain the necessary statistical 

material [2] and create an optimal schedule before the start of 
the system with a minimum labor intensive. 

II. PROBLEM STATEMENT 
The paper is devoted to simulation of passenger traffic and 

passenger transportation management of monorail transport 
system. The solution of these problems is necessary to create a 
supervisory control system. 

The goal of management is to minimize the waiting time of 
passengers at the station. We assume that the transport system is 
controlled by changing the system parameters, such as the 
number of wagons in the train and the time interval of motion. 

III. THE SIMULATION OF PASSENGER TRANSPORTATION 

A. The simulation of incoming and outgoing passenger traffic 
We consider the incoming traffic flow distribution as a two-

humped distribution by analogy with passenger transportation of 
public transport systems, especially metro. According to the 
study of the Moscow subway, there are two peaks of passenger 
flow: from 8 to 9 a.m. and from 5:30 to 6:30 p.m., as shown in 
Figure 1 [3]. 

Firstly, during simulation we generate the incoming 
passenger flow as a mathematical model that uses two-humped 
distribution obtained by combining three normal distributions 
with peaks in the morning, afternoon and evening [4].  

The afternoon distribution is added in order to avoid failure 
to 0 during the period from 11:00 a.m. to 2:00 p.m. The morning 
and evening peaks are high and apparent, as the intensity of the 
traffic flow is very high in these hours. The afternoon peak is 
smaller and wider, it is due to the decrease in passenger traffic 
intensity. 

At the first part, we determine the input parameters for our 
model: 

1. The number of stations s = [1,2…10] 
2. The total number of passengers from 5 to 1 a.m. – Q(s) 
3. Share of passengers transported in the morning peak-a1(s) 
4. Share of passengers transported in the afternoon peak–a2(s) 
5. Share of passengers transported in the evening peak–a3(s) 
6. The dispersion of the morning peak – d1(s) 
7. The dispersion of the afternoon peak – d2(s) 
8. The dispersion of the evening peak – d3(s) 
 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 90 12-14 Oct 2016, Baku, Azerbaijan



Fig. 1. The hourly distribution of passengers on a working day in 2010. 

9. Table of stations importance - coefficients that describes 
how many people go out on special station. 

For example, for passengers at the "Station 1", the table of 
coefficients can be as follows (the total number of stations is 
three): 

   Station 2  Station 3  
Morning  1/3  2/3 
Afternoon  2/3  1/3 
Evening  1/3  2/3 

10. Train timetable 
11. Travel time between stations 
At the second part, main algorithm is implemented. It includes 

generating of input passengers, passenger transportation and 
outgoing passengers. The algorithm consist of two cycles – the 
first cycle is by stations, we iterate it from first to last in the 
direction of the train movement. Second, which is included in 
the first - by people entering the station. In the second cycle, we 
generate incoming and outgoing passenger traffic, simulate 
transportation of passengers.   

Let us consider all steps of the algorithm. 
Start cycle 1 - For every station s. 
Start cycle 2 - For every incoming passenger. 
Step 1. All Incoming passengers are generated in series by one 

person. Entry time is calculated according to the algorithm 
below on step 3. Now at this step we calculate the exit station 
for passenger, applying the uniform distribution, which is given 
by the formula distribution density, as in Eq 1. The length 
distribution [0, 1] is divided into parts, which lengths are 
determined according to the table of stations importance, and 
depending on where the random variable falls, we make a 
decision about exit the station. 

�
	   (1) 

Step 2. As on step 1, we apply Equation 1 to select one of three 
normal distributions, which part of passengers enter the first, 

second or third peak. The length distribution [0, 1] is split into 
parts, in accordance with a1 (s), a2 (s), a3 (s). Depending on part, 
where the random variable falls, we make a decision about 
which normal distribution for the passenger we should use.  

Step 3. We use the normal distribution to computing the 
passenger's arrival time at the station - tinstation. Equation 2 
shows density distribution of probability. 

  (2) 
 

Step 4. According to the train timetable, we determine in 
which train passengers sit. If the train is packed, we will send 
him to the next train. So we calculate the boarding time - tintrain. 

Step 5. We count the waiting time of passengers with 
Equation 3. 

    (3) 
We compare it with waiting time of the previous passenger, 

and get the maximum waiting time - twait 
max. 

Step 6. We add a time of train movement to the necessary 
station, which is given by the initial conditions, and obtain the 
exit time - tout. 

Go to the next passenger. 
End cycle 1. 
Go to the next station. 
End cycle 2. 
As a result, we get for each passenger set of characteristics – 

the arrival time at the station, the waiting time of the train, exit 
time. As well as the maximum waiting time of passengers. 

B. Modelling of transportation of passengers transport 
system 
Monorail transport system has the ability to change the 

transport capacity by two parameters - the number of wagons 
(N) in the train and the interval of movement (T). We introduce 
the following limitations: the number of wagons may vary from 
1 to 4, and the minimum interval of movement Tmin = 1 minute. 
One wagon accommodates 65 people. Defined by the total time-
distance trains between stations by the time, it starts and goes to 
a full stop. These parameters are as close as possible to the 
transport system, being developed in Russia [5]. 

The program of modeling these parameters is set in the form 
of timetables: 

Hour (t)   Interval of movement (T) N wagons (N) 
5:00 a.m. 7 min.   1 
6:00 a.m. 5 min.   2 
7:00 a.m. 3 min.   3 
... 
The criterion of success of the functioning of the transport 

system is the average maximum waiting time of passengers. 
According to the requirements, its value must not exceed 15 
minutes, x <15 minutes. Figure 2 shows the Block schema of the 
algorithm of supervisory level of the transport system 
management. 
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Fig. 2. Block schema of the algorithm of supervisory level of the transport 

system management 

Every iteration changes the movement interval T and 
number of wagons N in the train so that the mean maximum 
waiting time of passengers at the stations does not exceed 15 
minutes. 

We carry out simulations with the following input data: 
1. There are three stations, s = 3; 
2. Peak in the morning is at 8:30 am, Evening - 6:00 p.m., 

Afternoon peak at 1:00 p.m.; 
3. 15000 passengers enter in the Station 1, in the Station 

2 – 10000, at the Station 3 – 15000. Q (1) = 15000, Q (2) = 
10000, Q (3) = 15000; 

4. Morning share of the passengers a1(1) = a1(2) = a1(3) 
=0,32, afternoon a2(1) = a2(2) = a2(3) =0,26, evening a3(1) = 
a3(2) = a3(3) = 0,42; 

5. Morning dispersion d1(1) = d1(2) = d1(3) =1,5, 
afternoon dispersion d2(1) = d2(2) = d2(3) =5, evening dispersion 
d3(1) = d3(2) = d3(3) =2,5; 

6. M(1) =    
Station 2  Station 3  

Morning 1/3  2/3 
Afternoon  2/3  1/3 
Evening 1/2  1/2 
 M(2) =    

Station 1  Station 3  
Morning 1/2  1/2 
Afternoon 1/2  1/2 
Evening 1/2  1/2 

M(3) =    
Station 1  Station 2  

Morning 1/2  1/2 
Afternoon 1/3  2/3 
Evening 2/3  1/3 
Input passenger traffic at the station 1 is shown on Figure 3, 

I(1, t). 

 
Fig. 3. Input passenger traffic at the station 1, passengers/ hour 

Let us make the simulation with the schedule specified in the 
table, as shown in Figure 4: 

 
Fig. 4. Initial timetable 

The average maximum waiting time of passengers is shown 
in Figure 5.As seen from the graph, the standby time reaches 
nearly 5 hours, which is unacceptable based on the system 
requirements. It is necessary to reduce this time to 15 minutes 
or less. 

After a few iterations, we get that for a given passenger 
traffic optimal timetable will be as shown in Figure 6. 

 

 
Fig. 5. Waiting time of passengers, Hour/ daytime 

Cycle Start 
Schedule optimization 
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Fig. 6. Optimal timetable 

 
Fig. 7. Waiting time of passengers, Hour/ daytime 

 

As Figure 7 shows, the average maximum waiting time is 
less than 7 minutes. 

IV. CONCLUSION 
In this work, we carried out a successful modeling of the 

passenger traffic in the transport system with two adjustable 
parameters – the interval of movement, and the number of 
wagons in the lineup. The developed model and the software is 
very flexible and allows you to make changes quickly in the 
studied transport system and to conduct simulations with any 
specified parameters: the number of stations, the number of 
incoming passengers, the number of wagons in the train 
headway etc. With the help of search engine optimization 
algorithms an optimal (for a given criterion) timetable for the 
transport system can be selected. 
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Abstract—Behavior analysis and events detection of insurgent 
organization are important issues in intelligence information 
research and public security management. Due to the covertness 
of insurgent activities, the relationships between organization 
and events are hard to detect. Using open source data provides 
an effective way to obtain information of organizational activities. 
One important issue in this field is mining hidden frequency 
pattern with noisy or incomplete information. In this paper, we 
study the activities of insurgent organization and related event 
with news data mined from insurgent website. A covert behavior 
mining method is proposed to process the open source data and 
analyze news release behaviors. The method can mine frequency 
pattern of news releasing in the case of losing part of news 
information. Three methods are employed to detect the events 
based on the processed data. The performance of the proposed 
method is evaluated through real data. With the results, we show 
how this method can be used to improve the events detection and 
surveillance of insurgent organizational activities. 

Keywords—web mining, behavior analysis, event detection, 
abnormal recognition. 

I. INTRODUCTION  
Nowadays, with the development of Internet and 

information technology, the insurgent groups can easily acquire 
sensitive information and make a wide range of panic or public 
opinion [1]. Some researchers showed that insurgents 
organization use the Internet (website, social network, instant 
messaging software) as a platform to broadcast related 
information or inflammatory speech [2][3]. This is an ideal 
way, because it can spread widely with small probability of 
being detected. Another reason for the news website usage is 
that the news can be deleted momentarily, which increases the 
difficulty of behaviors detection. The Internet is becoming a 
convenient tool for the insurgent groups, and also many 
researchers have focused on the web mining for public security. 

The researches of security have become critically important 
issue in recent years. It has been proved that the information 
technology played a significant role in public security 
management [4]. To identify and analyze attributes of news 
web page, different insurgent/extremist website with genuine 
sites are compared, the prepare metrics is further used for 
identification [5]. By using the information (mainly text) in 
website and forums of extremist and insurgent groups, the 
Dark Web Forum Portal [6] is constructed, which consists of 
four types of functions, forum browsing, statistics analysis, 

multilingual translation and social network visualization [7]. 
Web content mining [8] need to gather accurate infromation 
from different sites in order to discover knowledge in huge data. 
It makes use of all kinds of data mining techniques to organize 
and extract information automatically from webpages. The 
automated coding [9] technology makes the web mining more 
intelligent, and the Global Terrorism Database [10] can be 
constructed. The link prediction method is also used for 
identifying hidden groups of insurgents or criminals in the 
security and counter-terrorism domains [11]. 

Statistical analysis on the data of news release can get a lot 
of useful conclusions. However, it may lose effectiveness when 
the news data is incomplete. The news data on insurgent 
website are always deleted after the events, which protect the 
website from being discovered by the public security 
department. It also increases the difficulty of identifying 
whether the website is related with insurgent events. Most of 
current researches are based on the text information in Internet, 
and few studies related to missed information. As the text has 
been deleted from the website, we can only analyze the 
frequency of activities, which is also useful in event detection 
and insurgent website identification. The most common 
methods used for abnormal recognition are Sliding Window 
Detection (SWD) [12] and Local Outliers Mining Algorithm 
(LOMA) [13][14]. Both are methods of statistical analysis of 
temporal sequence data, and the accuracy rely on the integrity 
of the data.  

In this paper, we study the news release behavior on 
insurgency website for behavior analysis and event detection of 
insurgent’s organization. In section 2, we describe the methods 
of statistical analysis and covert behavior mining used for news 
release data in this paper. The statistical analysis gives general 
understanding of the releasing behaviors on website, and the 
method of covert behavior mining provides the way to get the 
frequency of deleted news. In section 3, three methods, 
threshold detection, SWD and LOMA are used to detect the 
events based on the processed data. The results of statistical 
analysis and event detection are presented in section 4, as well 
as the comparative results with the real events. Conclusion and 
future work is put forward in the last section. 
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II. DATA COLLECTION AND PROCESSING 

A. Statistical Analysis of the News Release Website 
It can get a lot of information from a news records. For 

each news record, we extract four meta-data, which are the 
news title, the release time, article ID, and the news briefing. 
These four meta-data contains general attributes used for 
different analysis. The release time is the key meta-data used in 
this method, which provides the time information of the time 
series data about the events and organization behavior. The 
news title and the news briefing are used for event content 
mining, which is not the focus of this paper. The article ID has 
no practical consequence for the news itself, but it provides a 
way to obtain covert post behavior of the news on website. For 
each record iRecord , we use two attributes, iRtime  (release 
time) and iRartID  (article ID). 

The statistical results of the behavior are measurements of 
the organization evolution [15]. For behavior analysis on news 
website, the most straightforward feature is the number of the 
released news. There is an obvious difference between the 
insurgent related website and the general news website. The 
release frequency of insurgent website relates to the insurgent 
events. The implicit relationship is what we want to discover in 
this method. Records can be assigned to different sets jS  
based on the time difference. We define the time interval of jS  
is )](),([ 21 tStS jj , then, 

)]}(),([|{ 21 tStSRtimeRecordS jjiij ��                (1) 

The number of records in time interval )](),([ 21 tStS jj  is || jS , 
which is time series varable of the release behaviors. The time 
interval )](),([ 21 tStS jj  can be defined as required. 

B. Covert Behavior Mining 
For covertness, some of the news on the website are 

deleted after the event, and this partly hides the release 
behavior of the organization. Although the deleted news text is 
impossible to obtain, but the release behavior frequency can 
be captured. In this section, we propose a method to mine the 
covert behavior frequency. As described previously, the 
frequency of the news every day is a time series variable. We 
regard the data as a stream data, and assume the time is the 
sampling point with the step of one day. Thus the time series 
data can be handled as a function of )(tf , which can be 
defined as: 

|})()(|{|||)( 21 ttStSRtimeRecordStf jjiij �����    (2) 
where the time t  is the independent variable, and the 
frequency )(tf  of time t  is the dependent variable. Assuming 
there are two adjacent news records, 1RartID  and  2RartID . 
The time of the records are 1Rtime  and 2Rtime  

),( 2211 tRtimetRtime �� , and the frequencies at the time 
points are respectively )( 1tf  and )( 2tf . If the article ID is 
continuous, then there is no covert release behavior between 

the two records, and if it is not, there are two possible 
situations. 

Time continuous: In this situation, the time 1t  and 2t  
are continuous, which means that the covert behavior occurs at 
time 1t  or 2t . Then the covert release behavior should be 
assigned to the sets at the two time points. Since the records 
are contiguous increasing, the covert frequency is calculated 
as: 

12 RartIDRartIDCovertFre ��                     (3) 
The frequency assignment is carried out as the following 
equations: 

)()(
)()(

21

1
1 tftf

tfCovertFretCovertFre



��            (4) 

)()(
)()(

21

2
2 tftf

tfCovertFretCovertFre



��            (5) 

And the frequency can be recalculated as: 
)()()( 111 tCovertFretftf 
�                         (6) 
)()()( 222 tCovertFretftf 
�                        (7) 

The frequency assignment is actually recalculated based on 
the frequency of the two contiguous times. 

Time discontinuous: Time discontinuous indicates that 
there are covert behaviors between time points 1t  and 2t . For 
assignment, there is a time set }|{ 21 ttttT ii ��� , the 
purpose of the covert behavior mining is to sign the 
CovertFre  to the time set. Here we use the linear 
interpolation method for processing. Assuming the function in 
interval ],[ 21 tt  is linear, and the function expression is as: 

btktf 
��)(                                    (8) 
The variable k  and b  can be gotten with the two cells 

))(,( 11 tft  and ))(,( 22 tft , then we compute the estimation of 
the convert frequency as: 

� �
�

Tt i
i

tfCovertFreE )()(                        (9) 

If CovertFreCovertFreE �)( , the assignment results can bet 
calculated with the equations as: 
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If CovertFreCovertFreE �)( , the assignment results can bet 
calculated following the equations as: 
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Where 21 ttt i �� , and Equations (10) and (11) means that 
)( 1tf  and )( 2tf  will be recalculated. The frequency 

assignment methods in (10) and (11) make the covert behavior 
frequency linear. It is useful for the trend analysis within a 
long time interval ],[ 21 tt , and also meaningful to find the 
covert behavior in short interval. 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 95 12-14 Oct 2016, Baku, Azerbaijan



III. EVENTS DETECTION METHODS 
Sliding window detection is a frequently used method of 

stream data processing, which uses a sliding window model to 
analyze the stream data instead of random sampling. The 
algorithm makes decisions only based on the latest data, rather 
than calculating with all the data observed so far or an single 
sample. The sliding window method is generally used for 
filtering, and in this paper is used for events detection.  

Formally, at each time t , there arrives a new data, which 
is the frequency of the news release behavior )(tf . The data 
will be out of date at time wt 
 , and the w is the window size 
or called length. Sliding the window along the time series 
data, there will be 1
�wn  subsequences (assuming n  
times), which is denoted as },,,{ 1-21 
� wngggG � , and 

),,( 1�
� wiii ttg � . The most common method of using 
sliding window for events detection is sliding average, which 
can handle the influence of noise. The sliding average 
calculates the average of subsequence ig  as the result of time 

it , which reduces the influence of noise in data. Finally, we 
define the frequency threshold 1� . And there is a threshold 

2� for the results of sliding window processing, and there is 
also a clustering process for the continuous time. It means that 
if the time points detected are continuous, they should be 
treated as one event, which lasts for a time period. 

IV. RESULTS ANALYSIS 

A. Data Discription 
In order to analyze the news release behavior of insurgent 

organization, we use a web crawler to harvest the entire news 
webpages of an sample website and extract the meta-data of 
the news to a structural form. The data contains 2020 news 
webpages of the website from 2009 to 2014. These news text 
still exist on the website. After processing  with the covert 
behavior mining method, we get 7258 records, which is used 
for the following analysis. 

B. Statistical Analysis 
Based on the methods mentioned previously, we get the 

statistical results of the news release behaviors on the website 
by year. As shown in Figure 1, both the news mining results 
and the covert mining results are given. The results give an 
overall understanding of releasing behavior distribution, 
which profiles the overall trend of the organization activities.  

Figure 2 shows the frequency distribution of news release 
behavior and the statistical result of the frequency by day. 
From Figure 2(a) we can find that the number of news 
released is small at most time. There are some unusual time 
points when the value of release behavior is much higher. The 
result shows the frequency of activities in a detailed way, and 
it is obvious that there are some outliers in the data stream. 
We get the statistical result of frequency as shown in Figure 
2(b). The results show that the frequency of the release 
behavior follows approximately power-law distribution, which 
means that minority events hold the frequent activities of the 
organization.  

 
Fig. 1. The Statistical results of the released news 

The results of the covert behavior mining are shown in 
Figure 3. From the disperse points, we can find that the covert 
behavior has similar distribution with the web mining, but the 
release frequency is much higher than Figure 2. The number 
difference can be found in Figure 1. The numerical difference 
indicats that there are many released news have been deleted. 
It is not difficult to understand that the website deleted the 
news from escaping the detection. 

C. Events Detection 
In this section, we give the results of events detection  by 

the three methods presented in section 3. Table 1 shows the 
accuracy of  different methods ( 2021 ���� , 3�w ). The 
covert behavior mining method is effective for the SWD and 
the LOMA, which is because it provides additional informtion 
for behavior analysis. However, it reduces the accuracy of the 
threshold detection method, this is because the additional 
informaiton may contains noise which is sensitve in threshold 
detection method. Another interesting result is that the covert 
behavior mining method increases the number of events 
detected by the three methods, this indicates that the method is 
effective in mining the losing behavior information even if the 
news text in the websit has been deleted. 

To further analyze the factors influencing the accuracy, we 
calculated the results of events detection with different 
thresholds. The results are shown in Table 2 (there is no 
threshold in LOMA, so we just focus on the threshold 
detection and SWD). The values in the table are the numbers 
of events detected by the methods, and the numbers of 
insurgent events detected are shown in the parentheses. When 
the threshold is small, more events can be detected, but the 
accuracy is relatively low. Conversely, the accuracy increases 
with the value of threshold, but the number of events detected 
getting fewer. Figure 4 shows the curves of accuracies with 
different thresholds. The curves shows volatility of accuracy 
with thresholds increasing. The accuracy of threshold 
detection method (web data) continue increasing with the 
value of threshold, which is different from the other three 
curves as they have peak points. The accuracy of  SWD (web 
data) with low thresholds is higher than the other curves, 
which is because it can deal with the influence of noise. The 
SWD (covert data) is better than the threshold detection 
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(covert data) over the entire threshold range. Despite the high 
detection accuracy of threshold method (web data) with high 
threshold value, it can only detect few events. The results 
shown in Table 2 and Figure 4 indicate that the detection 
methods are effective in different situation, and the threshold 

should be set according to the methods and the characteristics 
of data. 

 
 

 
Fig. 2. Statistical result of news releasing with web mining 

 
Fig. 3. Statistical result of news releasing with covert behavior mining 

TABLE I.  EVENTS DETECTION ACCURACY OF DIFFERENT METHODS 

Methods Number of events Insurgent events No-isurgent events Accuracy 
Threshold (web data) 17 11 5 64.71% 

SWD (web data) 15 10 5 66.67% 
LOMA (web data) 16 12 4 75.00% 

Threshold (covert data) 32 14 18 43.75% 
SWD (covert data) 24 19 5 79.17% 

LOMA (covert data) 33 27 6 81.82% 

TABLE II.  EVENTS DETECTION RESULTS WITH DIFFERENT THRESHOLDS 

    Threshold 
value 

Web data mining Covert behavior mining 
Threshold Detction SWD Threshold Detction SWD 

5 91(31) 63(29) 166(41) 98(39) 
10 33(15) 28(20) 75(28) 45(19) 
15 24(14) 17(14) 42(17) 38(17) 
20 17(11) 15(10) 32(14) 24(19) 
25 13(10) 11(6) 22(17) 18(16) 
30 2(2) 0(0) 12(9) 11(9) 

 
Table 3 shows part of the events detected. The dates in the 

tables are the event time detected by the methods, which are 
consistent with the reality. Such as the date of “2012-2-29” is 
the day after the violate attack at kashgar region of Xinjiang 

province in China. The events are sorted by the frequency 
values in threshold method and SWD, and distance in LOMA, 
which can be seen as the severity of events.  
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Fig. 4. Accuracy of events detection with different thresholds 

TABLE III.  EVENTS TIME DETECTED BY DIFFERENT METHODS 

Events detection with web mining data 
No. Threshold Sliding window LOMA 
1 2011-8-1 2011-7-5 2011-7-5 
2 2011-11-1 2011-7-20 2011-8-1 
3 2012-2-29 2011-8-1 2011-11-1 
4 2012-4-9 2011-11-1 2012-2-29 
5 2012-6-26 2012-4-8 2012-7-5 

Events detection with covert behavior mining data 
No. Threshold Sliding window LOMA 
1 2010-8-20 2010-1-20 2010-1-21 
2 2010-11-2 2010-8-19 2010-12-20 
3 2010-12-20 2011-3-14 2011-1-21 
4 2011-1-20 2011-7-5 2011-3-16 
5 2011-3-15 2011-11-2 2011-7-5 

There are 15 events in Table 3 (after removing duplicate 
events), and 12 events are the insurgent attacks or the group 
incidents which are organized by the insurgent organization. 
The others are the broadcast activities of news or information 
ralate to the events. This shows that the method can provide 
additional information for insurgent website identification. 

V. CONCLUSIONS 
This paper has studied the news release behavior on 

website for insurgent events detection and organization 
behavior analysis. With the statistical results, we have found 
that there is obvious characteristic of frequency distribution 
between the organization and the events. Three methods, the 
threshold detection, the SWD, and the LOMA are used for 
events detection. The result shows that combining information 
mined from the website can increase accuracy for events 
detection and obtain more information about activities of 
insurgent organization. The future work includes the further 
analysis of the events with content mining method. Based on 

the results of content analysis, the events classification and 
early warning can be performed.  
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Abstract—This work proposes road quality data analysis based 
on accelerometer and GPS sensors built into smartphone. Given 
paper particularly addresses the problem of road conditions. In 
order to study on road patterns we collected sufficient amount of 
data during the driving on different types of roads. In this paper, 
we provide visual representation of differences of consecutive 
accelerometer values. All examined cases consider speed of the 
moving vehicle.  

Keyowrds—road quality, GPS, accelerometer, road data 
analysis. 

I.     INTRODUCTION 
Nowadays various piece of data can be used to acquire 

necessary information. Particularly we refer to processing of 
road data collected from 3-axis acceleration sensor and GPS 
(Global Positioning System). This technical data provides 
important clues which serve to understand different patterns 
occurred during the driving. As a goal we set to study distinct 
behaviors of accelerometer records with respect to road 
conditions and some particular driving events. Given research 
facilitates road quality identification. As a matter of fact, the 
problem of quality of roads still remains open. The maintenance 
of roadways calls for regular monitoring of road degrees, which 
can be classified as smooth and non-smooth. Smooth roads are 
divided into several types such as perfectly flat surface, smooth 
but rough and smooth road with some anomalies. These 
anomalies are damaged parts like pits and potholes. Some 
physical damages can be caused because of the weather 
conditions. Non-smooth is also defective type of the road which 
comprises uneven surface, poorly paved and non-paved roads. 
The latter one we also name as off-roads. Most of these road 
issues have their impacts on state of the vehicles. Especially 
they deteriorate the chassis (vehicle frame) of an automobile. It 
turns out that manholes and expansion joints belong to road 
anomalies as well. They can also result in defects of the car. To 
prevent something like this, drivers need to be notified about 
bad road or abnormality so they can bypass them. In order to 
reconstruct damaged part of the road in a short period of time 
maintenance services must be informed of them instantly. Such 
awareness can be achieved through the system which will 
automatically analyze road condition. To offer the solution one 
need to understand specificity of different patterns on the road. 
Precisely we only need to explore 3-axis accelerometer values 
and GPS coordinates provided by sensors built into a device 

which is attached inside the vehicle. So the idea is that 
acceleration changes can give distinguishable data in various 
situations. Using GPS coordinates we store traveling position 
and calculate average speed at a certain time. Regardless of the 
practical information we still face some challenging patterns 
and noisy data. 

II.     RELATED WORK / PREVIOUS STUDIES 
There are some works that introduce own methods of 

measuring road quality. Some approaches use smartphone 
sensors for collecting data. In [1] Kalra et al uses smartphone 
sensors to analyze driving events and road anomalies. They 
used accelerometer of smartphone placed onto dashboard to 
collect road and driving data. These data were observed and 
analyzed by determining thresholds for different patterns. 
Eriksson et al [2] proposed a system called Pothole Patrol which 
uses tree-axis accelerometer and GPS sensors for road data 
gathering. This system had been deployed on 7 taxis driving in 
Boston. The system is able to detect road anomalies and 
distinguish them from other unnecessary driving events. 
Pothole Patrol system with false positive reduction approach 
was able to identify potholes in need of repair with 90% 
precision. This system can also determine the location of found 
potholes on the map. It is done by analyzing GPS coordinates 
of the detected road anomalies. They also propose several 
filtering steps which discard events such as turning, braking, 
sensor orientation change, door slams and slow speed motion 
of a vehicle. In [3] Mednis et al propose a mobile sensing 
system for road anomaly detection using smartphones based on 
Android OS. They provide detailed comparison of four 
methods Z-THRESH, Z-DIFF, STDDEV(Z) and G-ZERO on 
gathered accelerometer data. The whole system gives a true 
positive rate of 90% on their test data. They also claim that road 
quality annotation has many subtleties [4]. Bhoraskar et al [5] 
propose an approach using accelerometer, GPS and 
magnetometer sensors of smartphones to detect road 
conditions. Their approach allows to use smartphones in any 
pose with help of two step reorientation method using 
accelerometer and magnetometer data. Support Vector 
Machine was used to train classifiers on road quality data for 
event detection. Their approach is able to identify driving 
events like brakes and bumps. For bump detection it 
demonstrates a zero false positive rate, and a 10% false negative 
rate. In previous paper [6], a design of system which uses a 
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device with gyroscope and GPS sensors for road quality 
analysis was presented. 

III. DATA ACQUISITION

All gathered data were recorded while driving on Almaty 
roads in Kazakhstan. Collection of road quality data was the 
first step of conducted studies. This step is the most important 
part of the analysis because the next steps of this work rely on 
correctness and accuracy of the data. In this study, data 
acquisition was carried out by using a smartphone. Almost 
every smartphone has multiple types of sensors including 
accelerometer and gyroscope. These sensors provide 
information about orientation and motion of a smartphone. 
After consideration of the related works and investigation of 
those sensors accelerometer was chosen for acquisition of road 
quality data. Accelerometers provide data about acceleration of 
the device in the three-dimensional space. The data from 
accelerometer is given as X, Y and Z accelerations. X axes 
shows direction parallel to the width side of a device while Y 
axes shows direction parallel to its height side and Z axes shows 
direction perpendicular to its display. A smartphone with 
BOSCH accelerometer sensor was used to collect acceleration 
data. In this work, the necessity of speed data along with 
acceleration is considered. Speed data can be obtained using 
different sensors. The most suitable approach to extract velocity 
data of a vehicle is to use GPS sensor. GPS gives coordinates 
of the device on the earth which can be used to find passed 
distance and speed. 

A mobile application was developed in order to gather road 
quality data. This application receives sensor indications from 
the device and saves them in a text file. Average frequency of 
data writings is 100 lines per second. Each line of this text file 
contains information about longitude and latitude coordinates 
from GPS, X, Y and Z accelerations from accelerometer, 
current time, road quality indicator and velocity. These data are 
used in the next preprocessing step to prepare them for the 
further analysis. Preprocessing step is required to correct or 
improve data annotation. Data annotation is firstly handled by 
a passenger sitting next to driver. This passenger labels all the 
road events on the smartphone using interface of the developed 
application. The interface of the application plots the graph of 
acceleration change and also displays current velocity and 
several buttons for annotating road conditions. Road conditions 
include smooth road, off-road, speed bump, manhole and 
pothole classes. In order to perceive roughness of the road from 
all sides of a vehicle, smartphone was set on the center of the 
lower part of dashboard. It is also obligatory that button press 
event does not affect accelerometer magnitudes. 

One of the important aspects of the data acquisition step is 
full control of annotation process. Since most roads have 
intervals with different conditions it is hard to make accurate 
annotation. In some cases, it is even difficult to distinguish 
between two types of roughness. Therefore, road intervals with 
particular types of roughness were chosen in advance. This 
solution ensures the correctness and accuracy of preliminary 
annotation by a passenger. Each annotated road interval was 
covered several times with different vehicle speeds. This 

approach gives us a better understanding of vehicle behavior 
and accelerometer sensitivity to the roughness of the road at 
different speeds. At the same time dependency between vehicle 
speed and accelerometer values can be inferred. Another 
advantage of this approach is that the same event is repeated 
multiple times. It leads to more comprehensive analysis of all 
types of events that took place during annotation process. 

IV. PREPROCESSING

After collecting road quality data using sensors equipped in 
vehicle it must be reviewed in order to adjust annotated labels. 
Event annotation cannot be accurate when it is done during the 
driving. Start and end of time interval of the road events drift 
frequently. These drifts are corrected manually by second 
annotation phase. During this annotation phase all the unlogged 
or ambiguous events are discarded from the collected data. 

In this work, road quality data analysis takes into 
consideration velocity of the vehicle. Speed can be calculated 
using coordinates from GPS and time intervals passed between 
those points. It’s not difficult to find approximate elapsed 
distance using GPS coordinates and Earth radius but GPS 
coordinates usually are not accurate enough and positioning can 
work slowly, particularly at low speeds and bad conditions for 
GPS. This causes small errors in road state analysis. To 
decrease impact of these errors data intervals with vehicle speed 
lower than 10 km/h were discarded. During the data acquisition 
step real values of vehicle speed were recorded in a log. 
Comparison of calculated and real velocity data showed that 
calculated speed values are almost always lower than real 
values but it is acceptable to use the former one because errors 
follow the same fashion. 

V. ROAD DATA ANALYSIS

In our study, we utilize multi-axis model of accelerometer 
along with GPS sensor to obtain and illustrate some signal 
patterns. More particularly our objective is to demonstrate how 
X, Y, Z acceleration forces respond to some road conditions 
during the driving. As we mentioned earlier speed of the 
moving vehicle has an effect on acceleration data. Here speed 
serves as a normalization factor. So it was critical to get the 
velocity information out. For each acceleration values we 
calculated speed using latitude and longitude coordinates. 

First of all, let’s list deduced road types (Table 1) and then 
depict corresponding acceleration values on graphs. 

TABLE I.    ROAD TYPES 

Smooth Non-smooth 

perfectly flat surface; 
smooth but rough; 
smooth road with some 
anomalies (pits, potholes, 
speed bumps, expansion 
joints and etc.) 

uneven surface; 
off-road levels (poorly paved 
and non-paved roads). 

In order to derive patterns, we decided to use not the actual 
acceleration magnitudes but the difference of consecutive 
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values for each direction. Let’s denote these values as deltaA = 
{ deltaAX, deltaAY, deltaAZ }. Thus we eliminate G-force to 
handle situations when car changes its orientation in space. In 
this case, mean value of each deltaA tends to zero. 

The graphs of deltaA magnitudes for 10 seconds window 
when car is not moving is illustrated below (Fig. 1). deltaAZ 
varies between -0.8 and 0.5. deltaAZ values has grater deviation 
than deltaAX and deltaAY. Here we observe how car engine 
effects acceleration changes. For the most part it only influence 
deltaAZ.  

Figure 1. deltaA values when vehicle doesn’t move 

Graphs below illustrate data for 40 km/h and 60 km/h speed 
within 10 seconds (Fig. 2-3) for the same road interval. We 
observed that deltaAX and deltaAZ oscillates between -2.3 and 
2.2 on perfectly flat road while deltaAY on average deviates by 
0.5 from 0. 

Figure 2. deltaA values when vehicle moves with 40 km/h speed 
on perfectly flat surface 

Graph in Fig. 3 presented for 60 km/h velocity is similar in 
its range to the graph for deltaA values with 40 km/h. But 
deviation of amplitude slightly increased. We concluded that 
only road anomalies can display markedly deviating values 
with higher speed on perfectly flat road. 

Figure 3. deltaA values when vehicle moves with 60 km/h speed 
on perfectly flat surface 

Fig. 4 illustrates deltaA magnitudes for 80 km/h velocity. 
As you can observe graph for deltaAX and deltaAY didn't 
change that much in its deviation range from the previous 
graph. But deltaAZ increased its amplitude up to 3.2 for 80 
km/h on perfectly flat road. We inferred that for a fixed velocity 
on perfectly flat surface amplitudes of deltaA values must be 
below some threshold. This border value always depends on the 
moving speed. 

Figure 4. deltaA values when vehicle moves with 80 km/h speed 
on perfectly flat surface 
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To understand road anomalies, we purposely hit manholes, 
pits and potholes. These anomalies are well distinguishable 
graph patterns on smooth road. In Fig. 5, we demonstrate 
deltaA records for 40 km/h with two noticeable manholes. We 
assume that deltaA magnitudes for road anomaly is usually 
above standard deviation of the smooth road. 

Figure 5. deltaA values when vehicle moves with 40 km/h speed 
on smooth but rough road with two manholes 

In addition, illustrations of expansion joint and two potholes 
anomalies through deltaAZ data are depicted in Fig. 6-7. When 
vehicle moves at the high speed we see that deltaAZ responds 
with high value for the road anomaly. Speed information is 
necessary to normalize deltaA values and identify road 
anomalies. 

Figure 6. deltaAZ records when vehicle moves with 80 km/h 
speed on perfectly flat surface with expansion joint 

Figure 7. deltaAZ records when vehicle moves with 40 km/h 
speed on smooth but rough road with two potholes

When car drives on non-smooth, bad road deltaAX 
magnitudes start varying in a big range even if the speed is low 
enough. It indicates that off-road can be identified through the 
observation of deltaAX amplitude and speed. It is anomalous 
behaviour when speed is low. So we have another pattern for 
off-road in Fig. 8. 

Figure 8. deltaAX records when vehicle moves with 10-20 km/h 
speed on non-paved road 

Having analyzed all the collected road data, two types of 
anomaly detection features were extracted and compared. To 
find these features we used 1 second sliding interval over all 
data. The first feature is found by calculating the ratio of 
maximum deltaAZ to corresponding mean speed for each 
interval. In Fig. 9 smooth road and non-smooth road features 
are illustrated as green and red points accordingly. These 
features are displayed in two rows in order to avoid confusion. 
One can see that most values of the first feature values for 
smooth road doesn’t exceed threshold value 0.2. On the other 
hand, features of non-smooth road are above this threshold but 
some ratios are below. This is because of some annotation 
imperfections at the borders of non-smooth intervals. 

Figure 9. Visualization of the first features for smooth and non-
smooth road data 

  The second examined feature is the ratio of the sum of 
maximum deltaAX and maximum deltaAZ to corresponding 
mean speed for each interval. The second feature values are 
depicted in Fig. 10. It can be seen that there is a little difference 
between using two feature types.  

Figure 10. Visualization of the second features for smooth and non-
smooth road data 
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Therefore, we claim that using deltaAX is appropriate for road 
anomaly detection as well. Particularly off-road intervals can 
be easily detected by using deltaAX and deltaAZ values. 

VI. CONCLUSION

Given paper provides road data analysis based on 
accelerometer and GPS records. For this work road quality data 
was gathered using smartphone placed inside the car. Collected 
data was analyzed using manual annotation and graphical 
visualization. Comparison of smooth and non-smooth roads 
was performed using two different road quality features. We 
proposed a method for distinguishing smooth type from non-
smooth type of roads. It was inferred that vehicle speed has 
impact on accelerometer records. Proposed road quality 
features take into account vehicle speed factor. This work can 
be improved by adding machine learning algorithms and 
advanced signal processing methods. 
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Abstract—The main problem considered in this paper is
creating algorithms for estimation the relevance of documents to
the search query on the basis of sentences structure analysis. To
decide this problem, we use the relations between words
constructed by the program system Link Grammar Parser, based
on the so-called link grammar. There were suggested the natural
system of links for Turkic languages, created prototypes of Link
Grammar Parser for Kazakh and Turkish. In addition, we
considered some generalization of the summarization algorithm
of Niraj Kumar. Results of research are planned to use in
different information retrieval systems.

Index Terms—Natural language processing, syntactic analysis,
Link Grammar Parser, relevance, Turkic languages.

I. INTRODUCTION

Due to the fact of the increasing volumes of information
networks, the problem of improving the quality of the
automatic information extraction becomes more and more
topical. Many researchers [1, 2] introduce a deep semantic
analysis of texts for making the semantic images of texts that
can be the basis for document ranking. However, it requires a
careful and long-term work on the creation of suitable tools
for natural language processing [3]. Therefore, a search for
partial solutions, one of which is presented in this paper, is
also useful.

Our main purpose is creating algorithms for estimation the
relevance of documents to the search query on the basis of
sentences structure analysis. For this, we use the relations
between words constructed by Link Grammar Parser [4, 5].

Simple algorithms for calculating the degree of similarity of
sentences in a natural language were described by us in [6–8].

The Link Grammar Parser is a syntactic parser, based on
link grammar [9]. In the current time, there exist variants for
English, Russian, Persian, Arabic, German, Lithuanian,
Vietnamese, Indonesian languages.

One of the unsolved problems is the development of a
parser like Link Grammar Parser for Turkic languages, which
are most frequently represented in Internet, such as Kazakh
and Turkish.

We suggested the natural system of links for Turkic
languages, created prototypes of Link Grammar Parser for
Kazakh and Turkish. In addition, we considered some
generalization of the summarization algorithm of Niraj
Kumar.

II. PARSERS FOR TURKIC LANGUAGES

Many morphologic and syntactic parsers are developed
nowadays. In particular, some approaches applied to
agglutinative languages are described in the works [10-13].

The machine translation system from Kazakh into English
and vice versa, using the link grammar and statistical
approach, is considered in the paper by U. A. Tukeyev et al.
[10]. Link Grammar plays an important role in the algorithm
they are proposed. The statistical approach is used for
translation of polysemantic words. The developed models and
algorithms have been implemented in the program of machine
translation. According to the linguistic classification, there are
six different types of languages: SVO — Subject Verb Object;
SOV — Subject Object Verb; VSO — Verb Subject Object,
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etc. These schemes reflect the typical structure of sentences.
Turkic languages belong to the type SOV. A list of 13 links
that naturally reflect the most important syntactic links
between words in the sentences in the Kazakh language is
described in [10]. It is important that the same links can be
used in the development of parsers for other Turkic languages,
due to the high degree of similarity not only of their syntax but
also the morphology and vocabulary.

In [11], the "statistical parser" of dependencies of the
Turkish language is described, which is based on the statistical
models of learning based on the sentences in the Turkish
language from the Turkish Dependency Treebank. As a result,
the parser produces the dependency relationships between
inflective groups — lexical units within the subsets of words
in a sentence.

The research [12] shows that the morphological and lexical
information can improve parsing accuracy substantially. The
proposed IG-based (inflectional group) models consistently
outperform word-based models. This result has been obtained
both for the probabilistic and the classifier-based parser,
although the probabilistic parser requires careful manual
selection of relevant features to counter the effect of data
sparseness. A similar result was obtained in respect of
lexicalized authors, in this case, although the improvement
was only demonstrated in the classifier, which is probably due
to its greater resistance was the scarcity of data based on the
parsing. By combining a deterministic classifier based parsing
approach with an adequate use of the model IG (inflectional
group) on the basis of representations of morphological
information and lexicalization, the authors concluded that they
managed to achieve the highest accuracy for parsing the
Turkish Treebank.

That is, in contrast to the system of Link Grammar Parser
which uses a dictionary containing the specifications that
describe the relationship, in this case the link grammar is
derived from the statistics.

The Turkish link parser considered in [13] is "not a lexical
analyzer" in fact. At the first stage, a morphological analyzer
is applied and some morphological descriptions are compared
to the initial words. These descriptions are based on the
analysis of the suffixes of words, which is natural for
agglutinative languages. There are lexical items of only
certain functionally important words. Then the links are
established between morphological descriptions, not between
the initial words. Apparently, it is possible to return to the
initial sentence and carry the derived links to the words, but it
is not considered in the work. This approach is used to
describe the Turkish grammar in the terms of Link, but it is
clear that it is applicable to other Turkic languages. It should
be noted that this kind of research was carried out by other
authors [14–16].

The development of dependency parser based on the
Kazakh language treebank is described in the paper [14, 15].
The most difficult step in this work is the creation of a free
open-source dependency treebank. The authors note that their

work is in the initial stage, so it is too early to talk about
results.

Creating a treebank for the Kazakh language is a very
laborious and time-consuming process that requires the work
of a large number of linguists. Currently, we did not aim to
create the Kazakh treebank. However, we do not exclude that
this work will be done in the future.

Çağrı Çöltekin [16] initiates a new experience for
morphologic segmentation, stemming, lemmatization,
unknown words differentiation conversion of grapheme to
phoneme, hyphenation and a morphological disambiguation
on the data of the Turkish Language. The tools, which are
promoted in the research, give new possibilities to build in a
free open-source morphologic analyzer for Turkish natural
language processing.

Of course, there is no doubt of the significance of Çağrı
Çöltekin’s new results on morphologic segmentation.
However, there is a question of scholarly interest, whether it is
possible to apply a set of open-source tools instruments for
other Turkic languages of Oghuz, Karluk, Kypchak groups? In
this respect it is interesting to compare the effectiveness of our
research on a broad range of Turkic languages.

III. MEASURES OF THE SIMILARITY BETWEEN SENTENCES AND
TEXTS

The simple methods allowing us to define measures of the
similarity between sentences are described in [6, 7]. Sentences
can be considered as vectors, i.e. ,-. nxxx ,,1 � ,

,-. myyy ,,1 � , where ii yx , are words. Further, the
sentences are analyzed by Link Grammar Parser. Then all
pairs ,. 21, ii , ,. 21 , jj are considered such that the words

21
, ii xx and

21
, jj yy are connected by links of the same type.

Thereby the words
11

, ji yx and
22

, ji yx must be similar

according to some criterion, for example, they are synonyms,
etc. The function words (for example, articles, conjunctions,
etc) may be omitted. Let I be a set of all pairs mentioned
above, and its cardinality is nI -|| . Measures of similarity of
two sentences can be defined as follows:

),max(/),( 210 nnnyx -μ or )/(2),( 211 nnnyx �-μ (1)
Where 21, nn are the numbers of links obtained by Link

Grammar Parser after the analysis of yx, , respectively.
The paper [17] describes the generalization of the

summarization algorithm of Niraj Kumar [18]. In the
algorithm of Niraj Kumar, the theme weight is defined as a
sum of all words concerning to this theme. The weights of the
words (it is possible to consider them, as key words) are
calculated by means of algorithm of reference ranging
(PageRank algorithm) and proceeding from the assumption,
that the text, as a whole, can be presented in the form of the
oriented graph. It is the most interesting and important part of
the algorithm. Let us note, that the algorithm works not with
some selected sentences, but with the text as a whole.

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 105 12-14 Oct 2016, Baku, Azerbaijan



Niraj Kumar considers the order of words. We consider
more, namely (in addition), syntactic relations. Analogously
our method uses Link Grammar Parser. Our investigations are
oriented onto processing news articles, reviews from social
networks, etc. We consider the possibility of applying this
algorithm to estimate the relevance of posts published on the
Internet to the selected articles published before.

We assign a graph / 0iii EVG , constructed by Link

Grammar Parser on a base of a sentence iS . In this graph, iV
is the set of words and iE is a set of triplets ,. tvv1 ,, 2

where i1 Vvv 12, are vertices and t is the type of link. Thus

we obtain k1 GG ,..., are the graphs of sentences. On the next

stage, we build a graph / 0EV,G by combining the sentence

graphs k1 GG ,..., . Here �
ki1

iVV
22

- is the set of all words

from the sentences; E is a set of quadruples ,. ntvv1 ,,, 2

where, as previously, i1 Vvv 12, are vertices, t is the link
type, and the additional parameter

3 4i1 Etvvin ,1.- ,,: 2 is the occurrence number of the

,. tvv1 ,, 2 triplet. Notions introduced by Niraj Kumar are
generalized for this case.

IV. LINKS INDICATING SYNTACTIC FEATURES OF WORDS

Turkic languages belong to the group of agglutinative
languages. A small limited set of links can be used, such as
proposed in [10].

We have identified the following basic connections in the
Kazakh and Turkish languages: AS is an attribute of a subject;
AO is an attribute of an object; E is an adverbial modifier; J
connects a postposition and a noun; OV is a direct object; OJV
is an indirect object; S connects a subject and a predicate.

If we consider syntactic features of words in a sentence,
then each part of speech can be associated with a formula of
possible connectors: a noun may act as a subject connected to
an attribute; a verb has to be at the final position and end a
sentence, etc.

Here is an example of a sentence structure in the Turkish
language: <N_S>: {AS–} & {OV+} & S+.  Besides, a noun
may act as an object, on the left of which is an attribute, on the
right is a postposition and predicate. Such structure is
generally described by the formula: <N_O>: {AO–} &
{OV+} & {OJV+}.

V. MODEL OF SEMANTIC MARKUP OF SENTENCES

In order that to make a transition from the morphological
and syntactic to semantic links, it is more convenient to carry
out further considerations in terms of predicates. We have
double predicates because we use link grammar. Thus,
syntactic links discussed in the previous section, in some
cases, can be saved in the form of predicates: AS (adjective,

noun); AO (adjective, noun); E (adverb, verb); OJV (Nd
(noun) | Na (noun) | Ni (noun) | Nl (noun) | Nb (noun), verb);
S (Nn | Pn), verb), etc.  Note that under this approach the
predicates OV (x, y) and OJV (x, y) contain information about
the verbal coordination, that is, they depend on the use of a
specific case before the certain verb. In the future, we plan to
carry out an additional study of verbal coordination in the
Kazakh and Turkish languages. Now it is possible to consider
the semantic predicate of possession:  OF (Possessor,
Possessed) = OF (Ng (noun) | Pg (pronoun), Np3 (noun)). The
predicate OF (x, y) describes, for example, the phrase: kadının
elbisesi ("women’s dress", i.e. dress which belongs to the
woman), where kadın is a stem of a word ("female"); ın is a
genitive suffix; elbise is a stem of a word ("dress"); si is a
possessive suffix. Consider the sentence: Ben kardeşin kitabını
okuyorum. (I am reading the brother's book.). Let us write this
sentence with the help of the predicates: READ (ben, OF
(kardeşin, kitabını)).  The predicate OF enables emphasize the
possessive pronouns. Figure 1 shows a parsing example,
Менің қарным ашқан жоқ. (I am not hungry.), containing
the first person possessive pronoun (the link OF1 is
responsible) and the negative form of the verb (the link VN is
responsible).

Fig. 1. Possessive pronouns in Kazakh language

A sentence parsing example with the possessive pronoun
Senin ne istedigini bilmiyorum. (I don't know what you want.)
is shown below.

Fig. 2. Possessive pronouns in Turkish language

Semantic predicates of place LOC (verb, adverb) and time
of action TIME (verb, adverb) are interesting from the
perspective of further research. The predicate FOR (Ng (noun)
| Pg (pronoun), postposition) describes a combination of a
postposition "için" with a noun or pronoun in the genitive
case.

VI. CONCLUSION

The study of the Turkic languages is stipulated by the need
to analyze information in social networks, such as socio-
economic, political, and radical Islamism. Investigations of
this kind allow us to use Internet and social networks as a tool
for influencing public sentiment and identifying social risks.

In this paper, we considered algorithms for the comparison
of texts (as a sequence of sentences) and estimation of their
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similarity. This method is applicable only to the sentences that
can be quite correctly parsed by the Link Grammar Parser.
The proposed measure takes into account lexical, syntactic
and semantic relations between words.

We carried out experiments to assess the relevance of texts
in English, Russian, Turkish and Kazakh languages. The
volume of the Kazakh dictionary for the Link at the moment is
about 500 words and 100 affixes. The size of texts in both
languages for our experiment was 11-27 Kb.

There were used three methods of a comparison of
sentences: measures 10, μμ and the generalization of the
summarization algorithm of Niraj Kumar.

For example, the following results of the comparison of
the Kazakh texts on the base of the generalized Niraj Kumar
algorithm were obtained:
/ 0 0.4727;2_,1_ -texttext / 0 0.4364;3_,1_ -texttext
/ 0 0.4;4_,1_ -texttext / 0 0.766;3_,2_ -texttext
/ 0 0.2215;4_,2_ -texttext / 0 0.2123.4_,3_ -texttext

The analogous results of the comparison of the Turkish
texts are as follows:
/ 0 0.6041;2_,1_ -texttext / 0 0.5833;3_,1_ -texttext
/ 0 0.75;4_,1_ -texttext / 0 0.1305;3_,2_ -texttext
/ 0 0.1188;4_,2_ -texttext / 0 0.2055.4_,3_ -texttext

Of course, here there is a very important question of a
choice of a threshold. Namely, in which case we can say that a
given text is similar another one, i.e. in particular, it is relevant
to a query.

The accuracy of the Link Grammar Parser is mostly
dependent on the completeness of dictionaries. In the
preparation of dictionaries it is necessary to take into account
some specific morphological characteristics with respect the
agglutinative structure of the Turkic languages.

During the research, we also faced with problems of
linguistic ambiguity: how to describe the homogeneity of the
sentence part, using the link grammar, how to cope with
homonymy of stems and affixes, etc.
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Abstract—In this article we applied Support Vector Machines 
to acoustic model of Speech Recognition System based on MFCC 
and LPC features for Azerbaijani DataSet. This DataSet has 
been used for speech recognition by Multilayer Artificial Neural 
Network and achieved some results.  The main goal of this work 
is applying SVM techniques to the Azerbaijan Speech 
Recognition System. The variety of results of SVM with different 
Kernel functions is analyzed in the training process. It is shown 
that SVM with radial basis and polynomial kernels give better 
recognition results that Multilayer Artificial Neural Network.  

Index Terms—Speech Recognition, Feature Extraction, 
Support Vector Machines, Linear Predictive Coding, Mel 
Frequency Cepstral Coefficients. 

I. INTRODUCTION

Speech recognition is a main core of spoken language 
systems. Speech recognition is a complex classification task 
and classified by different mathematical approaches: acoustic-
phonetic approach, pattern recognition approach, artificial 
intelligence approach (knowledge based approach), dynamic 
dime warping, connectionist approaches (artificial neural 
networks), support vector machine. Most of state-of-the-art 
systems use hidden Markov models (HMM), multilayer 
artificial neural networks (MANN)  and convolution  neural 
networks. 

A Hidden Markov Models are robust to the uncertain or 
incomplete information which result from confusable sounds, 
variations in word sequence, homophones words, speaker rate 
and accent, and contextual effects in speech recognition. 
However, there are some disadvantages of HMM: density 
functions of the model are not adequately reflects the structure 
of the data; increasing the representative power of the model is 
not the best criterion for achieving optimum speech 
recognition performance; difficult to analyze the errors of an 
HMM systems in an attempt to improve its performance 
[4,11].   

Another powerful classification algorithm is Multilayer 
Artificial Neural Networks which have been widely used in 
speech recognition. An artificial neural networks consist of 
neurons which affect each other by network weights. Some 
important properties  (trainability, generalization, nonlinearity, 
robustness, uniformity, parallelism) of MANN makes them 
attractive for hardware implementation. The main 
disadvantages of MANN's are having local minumuma and 
requirement plenty of iterations over the large amount of 
labeled training data in the training process.  

Support Vector Machines are one of powerful machine 
learning algorithm that have been used for data classification. 
SVMs maximize the margin between boundary points of the 
classes and the separating hyperplane. For the training of 
SVMs has been used quadratic  programming problem and 
don't have convergence problem. In spite of that, SVMs face 
two essential problems in speech recognition: the variable 
length data sequences and multi-class decision[8,11].  

 Recently, Artificial Neural Networks [1,2,7] and Hidden 
Markov Model [3] have been applied for Azerbaijan speech 
recognition systems. In the work we focus on application 
Support Vector Machines techniques to the speech recognition 
based on MFCC and LPC features for Azerbaijani DataSet. 
This DataSet has been used for speech recognition by MANN 
and got some results.  The main goal of this work is applying 
SVM techniques to the Azerbaijan Speech Recognition 
System. The variety of results of SVM with different Kernel 
functions in training process is analyzed. It is shown that, 
SVMs with radial basis and polynomial kernels give better 
recognition result that MANN.  

II. SUPPORT VECTOR MACHINES

SVM is a discriminative classifier that have been used 
in many real world applications. SVMs define the "best" 
separating hyperplane by maximizing the margin between 
boundary points of the classes and the separating hyperplane. 
(Fig.1)[6]. These boundary points are referred as support 
vectors. SVMs use linear and nonlinear separating 
hyperplanes for data classification. Let's explain how SVM 
find an optimal hyperplane which categorizes new examples. 

Let's denote feature vector by �� � ��� � 	 
 � �, 
where M is a number of training samples, n-is number of 
features of speech signal. Our goal is to classify speech unit 
into the two classes � 	 �
� (out of vocabulary unit), or � 	 �
 (in vocabulary unit) by hyperplane. This hyperplane 
is described as following form � � � � � 	 �, 
where w is a normal to the plane, b is a bias.  
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Fig. 1.  Classification of two linear separable classes 

SVMs construct this hyperplane (w and b)  to be far from the 
boundary of both classes.   �� � � � � � �
�������� 	 �
      (1) �� � � � � � �
�������� 	 �
      (2) 

In order to find best hyperplane we need to maximize 
the margin with constraints in (1)-(2). In this case the margin 
is equal to ����, therefore maximizing margin is equivalent to

minimizing �� ����. This optimization problem solved by the 
method of Lagrange multipliers [9]. ��  � �� ���� � ! "��#�� � � � �$%�&� � ! "�%�&�     (3) 

We differentiate �� with respect to w and b '()'� 	 ��� * �� 	 ! "����%�&� �   (4) '()'+ 	 ��� * �! "��%�&� 	 ��  (5) 

Substituting (4) and (5) into (3) gives Dual form �,�of 
the Primary ��: 

�,  - "�
%

�&� � 
. - "�/�0"0��0  

where /�0 	 �0�� � �0 
Minimizing �� is equivalent to maximizing �,: 

1234 5- "�
%

�&� � 
. "6/"7 

  ! "��%�&� 	 �,   "� � �� � 	 
� � � � 
It is a convex optimization problem and can be solved 

by Quadratic Programming method which returns "best" " and 
it is allow us to calculate w by the formula (4).  

In the next step we need to define the set of Support 
Vectors S which indices hold 89 : � condition and calculate 
b: 

� 	 
;< - =< � - ">>�> � �<>�? @<A?  

Each new sample �B is classified by B 	 CDE#� � �B ��$ in the test process. 
If it is impossible to find a linear separator, SVMs 

transform data (feature vectors) into an high dimensional 
space, where the training data become linearly separable, i.e. 
SVMs transform n-dimensional feature vector x in to an N-
dimensional feature vectors[10]: 

FG �� � H �I 
This transformation is realized via Kernel functions. 

There are defined different types of Kernel functions in SVM 
method.  

Linear Kernel: JK��� �0L 	 ��6�0 

Radial Bases Kernel:�JK��� �0L 	 MNOPQRSQTPU
UVU W

Polinomial Kernel: JK��� �0L 	 K�� � �0 � XL+
Sigmoidal Kernel: JK��� �0L 	 YXEZKX�� � �0 � �L 

where a and b are Kernel's parameters.  
Each new sample �B is classified by the following 

formula for the non-linear Kernel based SVM 

B 	 CDE =- <"<J#�B� �<$ � �<A? @ 

SVM classification is a binary classification machine 
learning algorithm. That's why it is necessary to modify 
decision making part of the algorithm for the multiclass tasks 
in real world situations. Two most popular methods are used 
for multiclass classification: "one against one" (1A1) and 
"one against all" (1AA) techniques. The 1AA SVM multiclass 
approach  involves the division of an N class dataset into N 
two-class cases, while 1A1 approach involves  training a 
separate classifier for each pair of classes. This leads 
to N(N�1)/2 classifiers. This method is less sensitive to the 
imbalanced datasets but is much computationally expensive. 
In the work we use "one-against-all" SVM multiclass 
technique.  

III. ALGORITHM  OF CALCULATION OF SPEECH
FEATURES 

We applied SVM to the connected digit recognition task. 
The first step in speech recognition is to calculate feature 
vectors from the speech signal. We use two feature extraction 
algorithms for speech recognition: Linear Predictive Coding 
(LPC) and Mel Frequency Cepstral Coefficients (MFCC). 
According to acoustics, the amplitude spectrum of a speech 
signal is dominant under kHz4  . Therefore the speech signals 
is passed through a first-order finite impulse response filter.   

)1()()( −⋅−= nsnsns inin α  
where −α is the filter coefficient ( )( )1;95,0∈α , −)(nsin  is
the input signal.  

We applied VAD algorithm to detect end point of an 
utterance in a speech signal. Speech is quazi-stationery signal 
in a short time interval. Therefore the input signal is divided 
into overlapping frames of N  samples. 

)()()( nwnsns f ⋅= , 

�
�
� −=+⋅≤<⋅

=
,,0

,1,...,2,1,0,,1
)(

otherwise
MrNrKnrK

nw

where M is the number of frames, sf  is the sampling 

frequency, ft  is the frame length measured in time, and K  is 

the frame step. 
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fs tfN ⋅= . 

We use kHsf s 16=  , N=400 and K=160 in our system 
The Hamming window is used to minimize signal 

discontinuities after framing:  
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MFCC feature extraction algorithms: 
1. Fast Fourier transformation
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3. Non-linear transformation.
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4. Cepstral coefficients.
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5. Cepstral Mean Subtraction.
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The LPC coefficients are calculated by the following 
formula: 
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where )(kap  are found by applying Levinson-Durbin 

algorithm.  

IV. EXPERIMENTS RESULTS

We applied SVM to the connected digit recognition task. 
Therefore we have 10 classes and our multiclass SVM system 
classify every utterance into 10 classes or reject recognition. 

In the work we use "one-against-all" method for multiclass 
classification. 

In the training process, we use digits that pronounced by 
70 different persons. Then speech features are extracted from 
the every speech signal via LPC and MFCC algorithms. 
Speech signals have different length in every utterance, 
however SVM applied to equal length feature vectors. We use 
the Lagrange interpolation method to lead utterances to the 
same scale.  

The trainig and test process are carried out by the 
LibSVM toolkits[5,9]. As shown in table 2,  SVM with Radial 
Bases kernel on LPC features gives better result, whereas 
SVM with polynomial kernel on MFCC features. According 
to the experiments' results the overall performance of SVM 
based speech recognition sligtly better than ANN [7] on the 
same DataSet.  

TABLE I.  THE RESULTS OF SPEECH RECOGNITION USING DIFFERENT 
KERNEL SVM ALGORITHMS. 

Feature type
Kernal type MFCC LPC 

Linear 95.01% 92.57%
Polynomial 96.23% 96.27% 

Radial basis function 19.99% 97.82% 
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Abstract—In this paper, Generalized Sequential Partially 
Covering Problem is presented. A Binary Integer Linear 
Programming model of the problem is proposed and it is 
explained with an example. The model has been implemented in 
GAMS and solved using the CPLEX solver. 

Index Terms—Bandpass problem, band collocation problem, 
mathematical modelling, binary integer linear programming 
problem, sequential partially covering problem, 
telecommunication applications. 

I. INTRODUCTION

The Bandpass Problem (BP) whose first mathematical 
model was presented in 2009 is a combinatorial optimization 
problem which may be used in telecommunication systems 
[1]. Due to the development in the technology, some problems 
become invalid or useless and they need to be updated. In this 
sense, Nuriyev et. al. announced the Band Collocation 
Problem (BCP) by extending the BP due to incompatibility 
with real life implementations at the present time [2]. 

The BP is related to transmitting data over fiber optic 
networks using the Dense Wavelength Division Multiplexing 
(DWDM) technology [1]. The data is transmitted from a 
source to other stations on different wavelengths in a single 
fiber optic cable. Stations add/drop data onto/from the cable 
via an optical device called Add/Drop Multiplexers (ADM). 
Special cards in ADMs control each wavelength. They can 
add/drop (extract) data at some wavelengths to/from a network 
path [3]. 

A Sequential Partially Covering Problem (SPCP) is a sub 
problem of the Band Collocation Problem (BCP) [4]. The aim 
of the BCP is to minimize hardware costs by organizing 
network traffic using wavelength division multiplexing 
(WDM) system [5]. Sequential Partially Covering Problem 
was firstly introduced at the 5th International Scientific 
Conference of Students and Young Scientists Theoretical and 
Applied Aspects of Cybernetics, (TAAC 2015) which was 
held in Kiev, Ukrain on 23-27 November and a method based 
on dynamic programming is also proposed in [6]. 

In this paper, a mathematical model of the Generalized 
Sequential Partially Covering Problem (GSPCP) is proposed. 

II. A SEQUENTIAL PARTIALLY COVERING PROBLEM (SPCP)
A definition of SPCP is as follows [6]: 
Let A[m] be a sequence with m elements such that 

A(i){0, 1}, i = 1, 2, . . ., m. 
Let Sl be a cover with 2l cells, where l=0, 1, . . ., t and

 t = | log2 m|. 
Let d(Sl) = 2l and p(Sl) = pl be the size and value of Sl with

l = 0, 1, 2, . . . ,t respectively. 
Here, 

p(S0) < p(S1) < p(S2) < . . . < p(St) and 
2.p(Sl) > p(Sl+1) (0, 1, . . . , t - 1).

The aim is to cover all elements which is equal to "1" in 
A[m] with Sl (l = 0, 1, . . . ,t) with a minimum cost. 

As it is seen, the size of  Sl covers changes as a power of 2 
to l. Determining size of Sl covers as ql a definition of the 
Generalized Sequential Covering Problem is given below. 

A mathematical model of the SPCP is given in [7]. 

III. DEFINITION OF THE GENERALIZED SEQUENTIAL 
PARTIALLY COVERING PROBLEM (GSPCP)

In this section, a generalized version of the sequential 
partially covering problem will be discussed. 

Let M[m] be a sequence with m elements such that 
M(i){0, 1},  i = 1, 2, . . ., m. 

Let Sl be a cover with ql cells, where l = 1, . . ., n,  n < m. 
Let d(Sl) be a size of the cover of Sl. Here d(Sl) = 1 and 

other elements is d(Sl) = ql, (l = 2, . . . , n), qlN, qi 8 qj, i8 j, 
i, j = 1, 2, . . ., n. 

Covers is sorted by ascending order depending on their 
size. d(S1) < d(S2) < d(S3) < . . . < d(Sn). 

Let p(Sl) be a cost for a cover Sl. 

�
�
�

�
,

,0
)(

1
1 c

Sp

Here, ci is a value defined for a one dimensional cover. 

if the cell M(r) covered by S1 is equal to 0 

if the cell M(r) covered by S1 is equal to 1, 
(r = 1, 2, …, m) 
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Here, we assume that 
p(S1) < p(S2) < p(S3) < . . . < p(Sn) and 

ql+1 . cl > ql . cl+1 (l = 1, . . . , n - 1). 
As it seen from the equation given above, there is not any 

cost because the cells with "0" are not covered. 
The aim is to cover all elements which is equal to "1" in 

M[m] with a minimum cost. 
The definition of the GSPCP is as follows: Let A be a 

binary array of a qk - covers. However, several qk - covers 
cannot have a common element. A qk - cover may include zero 
elements. Let ck be the cost of forming a qk - cover. The 
GSPCP is to minimize the total cost of qk - covers so that all 
1s are covered. 

IV. AN EXAMPLE

Let an elements of the sequence of A[n] be as follows: 

101110011011110 

Let first take an overview to SPCP. In this problem a length 
of the sequences is  

l
lSd 2)( � , 1)( 0 �Sd , 2)( 1 �Sd , 4)( 2 �Sd , 8)( 3 �Sd . 

$ ! 3)15(log 2 ��t . 
Let p(S0) = 1000, p(S1) = 1600, p(S2) = 2560, p(S3) = 4100. 

Then an optimal cover for SPCP will be as follows: S0, S2, S3, 
p = 1000 + 2560 + 4100 = 7660. 

  S0  S2 S3 

   ---    ---------    ------------------ 
 1  0  1110  0  11011110 

Now let take an overview of this sequence for GSPCP. 
Assume that, we have covers which are given below: 

d(S1) = 1, d(S2) = 3, d(S3) = 4, d(S4) = 5 and d(S5) = 7. 
p(S1) = 1000, p(S2) = 2100, p(S3) = 2560, p(S4) = 2900, 

p(S5) = 3500. Then optimal cover (S4, S5) for GSPCP problem 
is as following: P = 2900 + 3500 = 6400. 

 S4  S5 

----------    --------------- 
10111  00  1101111  0 

V. A BINARY INTEGER LINEAR PROGRAMMING MODEL OF 
GSPCP 

A boolean programming model of the GSPCP is as 
follows: For a given binary array A and the costs ck of qk - 
covers we define two decision variables as follows:  
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We can formulate the boolean programming model of the 
GSPCP as follows: 
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The objective function (1) represents the total cost of forming 
qk - covers. Constraint (2) guarantee to find the coordinates of 
qk - covers. Constraint (3) guarantee that no two bands may 
have a common element. Constraint (4) say that each non-zero 
entry of the array has to be an element of a qk – cover. 
Constraint (5) guarantee that any entry of the array belongs to 
at most one qk - cover. Constraint (6) ensures that the total 
length of all qk – covers cannot be less than the number of 1s. 
In other words, all 1s must be covered. Finally, constraint (7) 
express that the number of entries which are covered is equal 
to total length of the qk – covers. In this model all decision 
variables are binary as in (8). The binary integer linear model 
(1)-(8) finds the qk - covers with their coordinates that cover 
all 1s with the minimum cost.  

VI. CONCLUSION

In this study,  we focused on a generalization of the SPCP, 
which is a sub problem of the BCP that is proposed in [2]. A 
model which is proposed for SPCP in [7] is generalized for 
GSPCP. 

We introduced a binary integer programming formulation 
for the GSPCP. In order to test the accuracy of the model, it 
has been coded in GAMS (the General Algebraic Modeling 
System) and solved using CPLEX solver [8].  

In future, we are planning to generalize an algorithm for 
GSPCP based on dynamic programming that is proposed for 
SPCP in [6].  

if the entry i is the first element of a qk - cover 

otherwise, (i, k= 1, …, m) 

if ai is an element of a qk - cover 

otherwise, (i, k= 1, …, m) 
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A length of the band collacations changes as multiples of 2 
in SPCP, whereas it is an arbitrary number in GSPCP. 
Because of this feature, this problem could have many 
applications such as job sharing in different workplaces, 
promotion campaigns of companies and etc. 
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Abstract— There are we consider the training technology, 
based upon the applying of ontological engineering for analysis 
and processing an educational information and design ontological 
models and “Mind Map” workspace capabilities. It demonstrate 
the scene of holding a lecture and using the “Mind Map” 
capabilities. Applying of the technology let to realize purposeful 
process of organization of students’ educational activities upon 
the knowledge and skills at the expense of significant improving 
cognition capability. 

Keywords-component: ontology model, ontological engineering, 
support meaning, concretizing meaning, represent of knowledge. 

I. INTRODUCTION 

The education quality depends on innovational constructing 
methods and applying such methods and means, which could 
let an education more effective. 

There are the educational technologies are the forms of 
creating and transferring knowledge based upon the technical 
base as, in these researches, we use multi-paradigm concepts 
and mechanisms, object-oriented and generating programming 
in West Europa and America higher schools.  There are the 
results of researches of these paradigms of information 
technologies and ontological engineering for represent 
knowledge and training lectures [1]. 

To solve the organization task and represent knowledge in 
our researches we use ontological engineering. Ontology as 
the way to represent semantical data, is defined 
conceptualization, underlying knowledge representation 
formalisms domain [2].  Ontology model is the hierarchical 
way of represent the set of concepts and theirs relations, the 
way which let to specify terminology on education content of 
the subject and relations between them. Ontological 
engineering as the heart of the “knowledge control” 
conception, directed to creation, propagation, execution and 
using of knowledge. 

Methodical basis of organization and representation of 
knowledge in ontological engineering is the analysis of 
commonality and variability, because it is the only way to 

create abstractions by the human brain. The analysis of 
commonality and variability creates possibility to distinguish 
the support and concretizing concepts in the educational 
material and to endow every concept as mandatory, optional 
or alternative. 

The main methodic to find and fixate commonality and 
variability is the characteristic design, which let to construct 
recycled educational components and to accept them to 
generate new educational programs, subjects and courses. 

There was created the language of specification of 
knowledge for storage, computer processing and using models 
of ontologies in the educational process, and by dint of which 
everyone could describe ontological models, execute them and 
store in the conceptual database. 

For processing the expressions of knowledge, construction 
and visualization of ontologies models there was developed a 
software interpreter, by dint of which you can enter 
expressions of knowledge, check the syntax, choose the model 
of representation, record the expression of knowledge in 
conceptual database and visualize the expression of 
knowledge graph. Below, on the Figure 1, you can see the 
interface software interpreter. 

Fig. 1. Interface software interpreter 
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II. THEMATIC STRUCTURE OF THE DISCIPLINE

During the lectures or self-study subjects, by means of the 
medium “Mind Map” the thematic structure of the 
discipline are demonstrating to the students. The thematic 
structure shows the place, the role and meaning of the 
subject and its constituent themes in the curriculum and 
qualification training of graduates, and besides that, 
emphasizes competences, which the discipline develops for 
the future professional activity. Further, the student chooses 
the topic of discipline and study it in the traditional 
presentation format. In subsequent phases, educational 
content, conclusions, are provided to the student, but in the 
format of ontology models and expressions of knowledge, 
as well as the recommended literature and sources of 
information. 
Thus, the student has the ability to visualize and understand 
the role and importance of discipline for his professional 
development. He have the opportunity to learn the topic in 
the ordinary, traditional and knowledge views, which 
obviously helps, firstly, to increase the cognitive ability to 
learn and as a consequence, effective memorization, 
reproduction and application of knowledge to solve 
practical tasks and exercises, provided by this discipline. 
The main method for these purposes of technology training 
is a method of extracting the concepts of the discipline, 
constructing hierarchical structures from the support and 
specifying concepts - models of ontology, modeling of the 
commonality and variation properties, by dint of 
aggregation, composition, alternative and presentation of 
models ontology expressions of knowledge. 
Next, the script will show the visual form of lectures. 
Figure 2 shows the structure of the discipline "Software 
Engineering" and the structure of educational modules on 
each of the topics. 

Fig. 2. The structure of the topics and topic educational modules 

The first educational module – the content of educational 
material of the discipline topic in traditional exposition 
preceded by information on the role of the studied 
discipline in professional activity, as we can see on  Figure 
3. 

Fig. 3. Educational module "Information about the role of educating 
discipline in professional activity" 

Next, the student chooses a topic, for example “Engineering 
software requirements”, read the information about the 
professional competence develops the topic and begin to 
learn it in common format, as we can see on  Figure 4. 

Fig. 4. Educational module "The usual format of academic information" 

The following educational modules: "Models, concepts and 
expressions of knowledge", "Summary and Conclusions", 
"Control questions and exercises on the topic" develop the 
topic, but knowledge-representation, with using the support 
and specifying concepts of the topic and their 
representations, ontology models and expressions of 
knowledge, as shown at the Figure 5. 

Fig. 5. Educational module “Models, concepts and knowledge 
expressions” 

After the educational module “Models, concepts and 
knowledge expressions” follow the modules in which with 
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dedicated concepts and expressions of knowledge, 
formulate conclusions, as well as recommended educational 
literature and information sources on the topic, as shown at 
the Figure 6. 

Fig. 6.  Educational module "Summary and сonclusions on the theme. 

III. MODELS OF ONTOLOGY ON TOPIC “ENGINEERING 
SOFTWARE REQUIREMENTS” 

For example we take the topic "Engineering software 
requirements" of  "Software Engineering" discipline and 
will show the work of the educational module Models, 
concepts and expressions of knowledge". 
Model of ontology on topic “Engineering software 
requirements” can be represented by next support and 
concretizing concepts: 
1) C1 – Business requirements: *C11 – business rules;
*C12 – system activities restrictions; *C13 – concept
document.
2) C2 – User requirements: *C21 – functional user
requirements; *C22 – nonfunctional user requirements;
*C23 – script, when concept C23 is the context of the
second particularization level, including the concepts of
subsidiary: *C1 – the option of using, +C2 – data stream
diagram or +C3 – states transition diagram, or +C4 – the
table  “event-response”
3) С3 – Subject requirements: *C31 – functional
requirements; *C32 – nonfunctional requirements,
herewith the concept C32 is the context of the second
particularization level including next subsidiary concepts:
*C1 – the aim of the product, *C2 – quality attributes,
+C3 – appearance and structure restrictions.
4) C4 – system requirements: *C41 – organization of
system requirements; *C42 – system requirements quality
metrics; +C43 – return requirements.
5) C5 – Nonfunctional requirements: *C51 –
requirements to the product, herewith C51 is the context
of the second particularization level including next
subsidiary concepts: *C1 – exploitation requirements,
*C2 – efficiency requirements; *C3 – reliability
requirements; +C4 – portability requirements, *C5 –
failures processing, *C6 – interface requirements. C52 –
organization requirements, herewith the concept C52 is
the context of the second particularization level including

next subsidiary concepts: *C1 – exiting requirements, 
+C2 – realization requirements, *C3 – standarts
requirements. *C53 – external requirements, herewith the
concept C53 is the context of the second particularization
level including next subsidiary concepts: *C1 –
interaction requirements, +C2 – ethic requirements, +C3
– legal requirements.
6) C6 – Certification requirements: C61 – reliability; +
C62 – Consistency; *C63 – fullness; *C64 – feasibility
7) C7 - Requirements management: *C71- management
planning; * C72 - modification management.
Next, for some support concepts of the topic, we create
knowledge expressions and visually show each of them
by graph. For example, the knowledge expression of
support concept C2 – User requirements, will have the
following form:

C2 <= *C2.1*C2.2*C2.3(*C1+C2 ~+C3 ~ +C4);  (1) 

and the graph of the model will be: 

Fig. 7. Graph of the model 

The knowledge expression of support concept C5 – 
Nonfunctional requirements will have following form:     

C5<=C5.1(*C1*C2*C3+C4*C5*C6)*C5.2(*C1+
C2*C3)*C5.3(*C1+C2+C3); 

(2) 

and the graph of the model will be: 

Fig. 8. Graph of the model 

CONCLUSION 
Thus, the possibility of applying the concepts and 

tools of ontological engineering are quite effective methods 
of presentation and organization the educational material 
for the training and monitoring of students' knowledge. The 
innovativeness of the proposed approach is that models of 
ontologies and expression of knowledge allows to structure 
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and to model the conceptual content of academic 
disciplines and effectively apply them in training, and the 
possibility of storage and computer processing expressions 
allow knowledge to solve problems of design disciplines 
and educational programs. 
Visibility, clarity and a clear structuring of learning content 
subjects using ontology models and expressions of 
knowledge contributes to the qualitative improvement of 
cognitive abilities of students and, consequently, better 
memorization, reproduction and use of knowledge. This 
technology contributes to the acquisition of teaching 
experience of formation and application of knowledge, not 
only in the educational process, but also in everyday life, 
and motivates the acquisition of knowledge in their future 
professional activities. 
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Abstract— This article focuses on the visualization of parallel 
modeling of dynamic processes on complex networks. The 
proposed method based on the parallel visualization of each part 
of parallel algorithm of modeling. This approach is applied to 
visualization of the stochastic Kronecker graph. The experiments 
have shown that our approach facilitates the visual analysis and 
helps to investigate the dynamic processes into network. 

Index Terms— Visualization, Complex Network, Parallel 
algorithm, Dynamic processes, Kronecker graph. 

I. INTRODUCTION

Recently, the interest has increased to complex systems and 
networks. The visualization of these objects is the required part 
of scientific knowledge. The ability to observe the data, their 
interrelations and movements helps more detail to understand 
of the nature of these data, also to see the dynamic. The 
complex network is the system that is including the real objects 
and the relationships between them [3], [4], and [5]. Usually 
complex network is simulated by a graph with a dynamic 
evolving structure over time, which has a specific structure and 
characteristic features. Often many studies require the dynamic 
graph visualization [6], [7], [8]. If in the case of the consistent 
system the software visualization is the auxiliary part, in the 
parallel computing it is the necessary part. Really, the 
visualization is used as way of debugging of parallel program. 
Frequently the tasks of such visualization are an ability to 
display such notions, as compute nodes, sending of messages, 
multithreading, parallel processing. Now there are a many 
works and studies that have described the certain software 
visualization [9], [10], [11], [12]. Sometimes the programs of 
visualization of parallel processing base on a parallel card and 
a space-time diagram. The parallel card [13], [14] displays a 
possible parallelism of tasks. It is the data structure for 
regrouping and the visual method to display parallel processes. 
The card shows the history of processing of processes as the 
event's flow on the timeline. The space-time diagram [15], [16] 
is being represented as the event's flow in the two-dimensional 
space, where the axis is time; the axle is different real 
processes. During debugging of parallel programs, there are 
some classes of mistakes that are related to a lot of flows 
(processes) that are being performed simultaneously, and the 
asynchronous interactions. During debugging of parallel 
programs [10], [12], [17] there are some classes of mistakes, 

that are related to a lot of flows (processes) that are being 
performed  simultaneously, and the asynchronous interactions. 
In addition to basic text debuggers on separate compute nodes, 
the big effect is reached by the visual resources of debugging. 
Visualization may be "posthumous", i.e. it will be realized after 
the program will have finished and all of the data will have 
collected. Or it may be "online", which are working parallel to 
program, and such visualization is more preferred. 

Mostly, three major aspects can be selected in the design 
and the development of computer visualization of parallel 
processes. Primarily, it is the problem of creation, storage, 
processing and image output. The second aspect is the problem 
of software. Finally, the third aspect relates to the issues of 
perception and interpretation of visual image of parallel 
processes. The main task of computer visualization is the 
creation of methods of visual presentation for full interpretation 
of simulation results. 

II. PARALLEL ALGORIPHM OF COMPLEX NETWORK 
GENERATION 

The goal of considered algorithm is to model spreading of 
SIRS (Susceptible – Infected –Recovered (Removed) – 
Susceptible) process on stochastic Kronecker graph (SKG). 
SKG is a widely used network generative model proposed by 
Leskovec et al. [1] which reproduces a graph in a recursive 
manner using small-size (usually 2x2) initiator matrix. 
Inventors of SKG also developed KronFit algorithm to obtain 
an initiator matrix from a sample of a real-world graph by 
maximum likelihood estimation. 

In addition to topological properties’ preservation of 
sample graphs, one of the SKG advantages is the possibility to 
create graphs with any desired size from the same initiator 
matrix.  

When sizes of studied networks grow, there is a need to 
use distributed processing to store data and to model 
interactions between vertices in parallel. In a recent work [2] a 
parallel algorithm to model SIRS processes on Poisson SKGs 
was proposed. The algorithm combines generation of network 
with simulation of interaction between vertices during 
spreading the process (see Algorithm 1). Formalized 
description of the algorithm is presented in [2].  
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Fig. 1.  Sequence diagram of Algorithm 1 

Algorithm 1 represents general description of modeling 
algorithm for a single subnetwork which is attributed to a 
particular computational process (CP). The mechanism of 
exchange of information about activated vertices between 
subnetworks (i.e. communication pattern) can vary. The 
overall parallel performance of an algorithm is mostly 
determined by two factors: (i) uniformity of load on CPs; 
(ii) efficiency of communication pattern. In [2] there was
proposed a load balancing algorithm which exploits the
properties of initiator matrix and allows to achieve near-
optimal load distribution. To avoid all-to-all communication
between subnetworks (this pattern significantly reduces
scalability of solution), authors of [2] suggest to use Master-
Slave communication pattern with varied number of Master
processes. Thus, after processing the pool, each Slave process
sends its SendPool to corresponding Master process, and
receives RecvPool several times from each of Master.

Fig. 2.   Algorithm of parallel modeling of SIRS on stochastic Kronecker 
graph 

Along with the Master-Slave pattern there can be used 
other patterns such as bulk synchronous processing (BSP), 

ring or ring of rings when Slave processes and Master 
processes form distinct sets of rings. Taking into consideration 
high labor intensity of analyzing the behavior of message 
passing algorithms, it has become necessary to illustrate how 
different patterns work in terms of communication to 
computation ratio and overhead of communication operations. 
In this paper, we present a framework for visualization of 
parallel modeling of dynamical processes on SKG towards 
this end. 

III. VISUALIZATION TECHNIQUE

As results of the parallel computing, we obtain data, the 
volume of which is difficult to assess. Visualization of such 
data is very hard task and almost impossible. Thus, there is task 
to reduce these data. In our research, the information about 
modeling subnetwork is stored in the memory of the Master-
Slave, where this subnetwork is being modeled, at the each 
iteration. Also, in the memory of Master processes, there is 
stored information about the exchange of information about 
activated vertices between subnetworks. In this case, data 
integration from all computing nodes does not matter. 

A. Visualization of parallel processes
The main aim of this study is the visualization of parallel

processes. Fig.3 shows a sequence diagram of the visualization 
process. As we can notice the process of visualization differs 
from process of modeling (fig.1). We have already known, 
how and where will happen the modeling of each subnetwork. 
In that case, we need to visualize each subnetwork 
simultaneously, then to send SendPool from each Master- 
Slave to Master process and to visualize its process. During 
visualization of Master process work, all Masters are waiting 
the barrier, after this there starts a new iteration. We do not 
need to send RecvPool, after finish of the visualization Master 
process; it sends the message to all of Masters about the new 
visualization iteration. Thus, this approach reduces the number 
of received messages between Masters and allows all of 
subnetworks start the new iteration of visualization 
simultaneously. That facilitates the synchronization all of the 
processes. 

Fig. 3.   Sequence diagram of visualization process 

B. Visualization of Master –Slave or Subnetwork
When we talk about Master – Slave work, we understand

that Master-Slave is the compute node, where is subnetwork 

// Pool — a pool of activated vertices, STEPS — a number of 
iterations to model, PROB_ACT — the // probability of 
activation of a neighbor per iteration, SendPool — a pool of 
vertices to be sent to other // subnetworks, RecvPool — a pool 
of vertices received from other subnetworks 
1: if (step == 1): 
2: receive initially infected vertices to Pool 
3: while (step != STEPS): 
4: for each vertex v in Pool: 
5: if necessary, generate edges of v 
6: for each e in v.edges: 
7: if rnd <= PROB_ACT: 
8: if e belongs to the same 

subnetwork, activate e 
9: else add e to SendPool 
10: send SendPool 
11: receive RecvPool and activate vertices 
12: step = step + 1 
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modeling. The vertices, that will be included in the 
subnetwork, have been predetermined on each computer node. 
Thus, if during modeling a link or an attempt to infection 
appear between the couple of vertexes and one of them is 
located on another subnetwork, the node that has tried to 
connect sends a message to its Master – Slave. In this case, 
during modeling this situation means that the Master – Slave 
records this message in its SendPool. But during visualization 
it means that the size of Master-Slave increases. And the 
moment of message transmission is demonstrated by vertex 
coloring that transmits the message in Master - Salve's color. 
And the edge between the vertex and Master - Salve is painted 
the same color (fig.4). After the barrier, new iteration starts 
with the appearance of new vertexes that were obtained from 
the other subnetworks. 

Fig. 4.  Visualization of Subnetwork a) work of subnetwork b) send of 
message 

C. Visualization of Master process
Work of Master process is portrayed as the network, where

Master process is the center vertex and it has links with all of 
Masters – Slaves. Each of them has its edges and vertex that 
meant messages (new links or attempt to infection between 
subnetworks) in SendPool. As soon as the message arrives in 
the SendPool, Master – Salve receives a new vertex.  

This vertex (message) has color of Master – Slave, whom it 
is addressed. At the end of modeling of subnetworks, each 
Master – Slave send all its vertexes to Master process, this 
process occurs sequentially. After Master process sends all of 
vertexes to Masters – Slaves depending on their color. Thus by 
the end of visual iteration, each Master – Slave has new 
vertexes of its color.  

IV. IMPLEMENTATION

The framework for visualization of parallel modeling of 
dynamical processes on SKG was implemented by the High 
level programming language Python with cross-platform tool 
for 3-D scientific data visualization MayaVi. The framework 
runs on platforms MS Windows 7 (8 / 10) and Linux where 
Python, VTK and Mayavi were installed. The minimum system 
requirements for the proper and correct work have shown in 
the table 1. 

Fig. 5.  Visualization of Master process’s work a) initial stage; b) add new 
vertex on Masters -  Slaves; c) send SendPool; d) the processing of the 

data on the Master process; e) send the vertex on Masters – Slaves f) the 
end of visual iteration. 

TABLE I.  THE SYSTEM REQUIREMENTS  

The input data are file for each subnetwork, which is 
containing links (edges) and the process code (fig.6).  

Fig. 6.   The file format for input data 

V. RESULTS 

During work, we have been able to demonstrate our 
approach on modeling of the stochastic Kronecker graph. 

Graphics 

Hardware 

GTS 250; 

GeForce 800 GTX; 

Radeon HD 3870 X2 

RAM 2 GB of RAM (4 GB recommended) 

Disk Space 1 GB of free disk space for install 
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Visualization was performed on graphы, which included 1000 
(fig.7), 2000(fig.8) and 4000 vertexes. 

The network which includes 1000 vertexes is shown on 
figure 7. As we can see the subnetworks have the scattered 
structure, because each subnetwork has about 200 vertexes. 
Thus for networks with number of vertexes less, than 1500, our 
approach is redundant. And this case, it may be necessary to 
reduce the number of computer nodes in parallel algorithm or 
another approach to visualization of subnetworks. 

Fig. 7.  Parallel visualization of networks with 1000 vertexes. 

Figure 8 demonstrates the several stage of graph 
visualization, the graph has 2000 vertexes [18], fig.8(a) shows 
the second iteration, where we can see, that Master – Slaves are 
increased in size, this means the SendPool are filled with 
message. Also this act is shown in the center, when we can see 
new vertexes on each Masters - Slaves, which means the same 
message. The sending of messages to Master process is 
demonstrated on fig.8 (b)). The reverse operation of sending 
messages to Master-Slaves is shown on figure 8(c). And the 
last picture (fig.8 (d)) accordingly shows the ending of 
iteration.  

VI. CONCLUSIONS AND FUTURE WORKS

We have proposed a new approach for visualization of 
parallel modeling of dynamical processes on complex network. 
There is presented the particular case on complex network, it is 
stochastic Kronecker graphs. In our research, we were using 
the existing layout algorithms for dynamic graph that based on 
psychical analogies (force - direct) [19]. As result, we have 
been able to obtain the full vision of the structure and the 
process of parallel modeling which clearly helps to monitor 
and to analyze the work of parallel algorithm. Thus, we can 
affirm, that the proposed approach to the visualization of 
parallel modeling of graphs useful for the complex networks 
with dynamic processes into them.  

Fig. 8.  Visualization Stages 
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There are several areas for future research. During the 
visualization we noticed that the force-direct algorithm did not 
always give the best view of subnetwork. When the size of 
subnetwork is the sufficiently large, the graph has a spherical 
shape, which leads the difficult of visual analysis. Also, by 
increasing the number of Masters – Slaves the general view of 
parallel algorithm becomes congested. Thus we assume that the 
optimal number of Masters-Slaves for visualization is four.  

An important direction of development, in our view, is the 
visualization of other topologies, for example “Ring Network” 
or “Grid network”.  
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Abstract— The article is dedicated to development of an object-
oriented model of an intelligence system based on case-based 
reasoning (CBR). An upgrade of the decision tree has been 
introduced to represent the situations hierarchy and related 
decisions in the knowledge base. The construction of the situations 
tree has been described. The problem of representing the 
situations tree in terms of classes and objects has been solved and 
the method of storage of the situations tree in the database has 
been defined. As a result, on the basis of the object-oriented 
paradigm the proposed approach allows creating domain-
independent CBR systems that are shells for filling with case-
oriented knowledge to solve specific problems. 

Index Terms - case-based reasoning, object-oriented model, 
decision tree. 

I. INTRODUCTION

In modern intelligence systems of decision support – 
decision support system (DSS) – one of the most popular 
concepts of reasoning is case-based reasoning (CBR). The basic 
idea of CBR is to use knowledge about similar problems and 
their solutions, already familiar from previous experiences, to 
search for solutions to new problems [1-2]. The universality and 
efficiency of this approach allows using it in the development of 
activity and decision-making support systems in various subject 
areas: medicine [3, 4], construction and industry [5-7], software 
engineering [8], financial sector [9, 10], development of 
recommender systems [11], corporate knowledge bases [12], 
complex objects management automation [13-15], etc. 

Cases in CBR represent recorded in the knowledge base 
descriptions of known situations and the decisions which were 
made in these situations and yielded positive results or were 
deemed rational by the experts forming the knowledge base [2]. 
To formalize the representation a couple P = <situation (Sit), 
resolution (R)>, is introduced which can be supplemented with 
other auxiliary elements, for example, the results of the decision 
[2]. The very knowledge base (KB) of such a system is called 
cases base.  

In reasoning a current situation (problem) is identified and 
case P* is searched for which meets some criteria of closeness 
to this situation. Next, the solution from the P* couple is applied. 
This may be accompanied by adaptation of the solutions [1, 2, 
16], which takes into account possible differences between the 
current situation and that, contained in KB. If in the course of 

solution adaptation and application new results for a new 
problem have been obtained, a new case is included into KB.  

Among the most important research tasks in the 
development of CBR systems there are the tasks of searching for 
and selection of cases for KB, for which two main approaches 
are used [1, 2]. The first one involves search and selection of 
cases based on calculation of situation attributes proximity in 
space using some metrics; the second one is sequential analysis 
of the attributes using a decision tree. And although the second 
approach is less universal and flexible, more time consuming to 
edit or augment the knowledge base, it has certain advantages. 
Thus, the occurrence of the decision tree already specifies the 
arrangement of the cases in KB and the very algorithm of output. 

In this work, we introduce an upgrade of the decision tree to 
represent the situations hierarchy and related decisions in KB. 
On this basis an object-oriented model of CBR-systems, 
invariant to the subject area, has been developed; it is applicable 
to creation of reasoning problem-oriented systems in various 
subject areas. 

II. PRELIMINARIES

For an object-oriented model of a CBR system knowledge 
representation and reasoning are used on the basis of the 
situations tree (ST) [17]. When building the ST a ratio � = 
«supertype-subtype» (is-a) on a variety of situations is 
introduced and a formal description of a situation through a 
variety of its attributes is specified: 

Sit = {Ai | i � Mk}, (1) 

where Мk is a set of indices of attributes, the capacity of which 
depends on the level k in the situations tree.  

Аi is an i-th situation attribute: Ai = <IDi, Di >, IDi is an 
attribute identifying code (name); Di is a set of attribute values. 

In general case it is assumed that the attribute value can be 
of any type, i.e. any known quantitative or qualitative scales are 
used.  

When building a ST, a number of conditions are adopted 
which regulate the creation of cases base and allow arranging 
reasoning [18]: 
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� the situations of each lower level are a refinement
(extension of the definition) of the situations of the
upper level, i.e. Мk � Мk+1. In other words, a
situation of the lower level inherits the set of
situation attributes of the upper level.

� every situation in the ST is a subtype of only one
situation-prototype; it can serve as a prototype for
an unlimited number of situations of the lower
level;

� the situations of the same level are described by the
same set of attributes. The difference between them
is provided by different values of these attributes;

� when comparing the same attributes of situations X
and Y the concept of distance in  general case is not
introduced, but a conclusion about the equality-
inequality of their values can be made due to
belonging to the same subset (or subrange) of
values d� Dk

i: x� d, y � d � x = y , x� d, y 	 d
� x � y.

� each situation of the ST has its decision. The
decision of situation-prototype is applicable for all
subtypes; but it differs from them in less detail and
a higher level of abstraction. Thus, each point of the
ST corresponds not only to its own situation, but in
general, to couple P = <Sit, R>.

Graphically the ST is built up as a graph of dependence � on 
the set of possible situations (Figure 1): 

GSit ({Skj}, V), (2) 

where {Sk
i} � {Sitk

i} is a set of points one-to-one corresponding 
to a set of situations; j = 1, 2, ..., Nk is the index of the number 
of a situation in the k-th level, Nk is the number of selected 
situations on the k-th level.  

V is a set of arcs with v(Sk
j, Sk+1

j)�V, if dependence �(Sitk
j, 

Sitk+1
j) is realized, and there is no arc from the lower level to the 

upper one, as well as between the elements of the same level. 

S1
1

S2
1 S2

2

S3
1 S3

2

S3
3

S3
4 S3

5

S4
1 S4

2

The circuit of 
a conclusion

Figure 1.  Situations tree 

During the operation of the CBR-system the movement is 
from the root of the tree downwards. Since each level contains 
its set of attributes, this determines what questions should be 

asked to identify the current situation Sitcur at the given k-th 
level. The closest Sitk* {Sitk

i} is selected according to the 
determined attribute values Sitcur, which determines the further 
path of movement along the tree. Reasoning ends with the end 
point (example in Figure 1 – point S31). Since a case with its 
decision corresponds to this point, it is applied as desired. 

The arrangement of a ST allows reasoning in conditions of 
lack of information about the values of certain attributes taking 
into account the above conditions, when each point corresponds 
to its decision. The example in Figure 1 is reasoning S3

3, which 
ends the algorithm of searching for a decision with unknown 
values of attributes present at the 4th level of the description of 
the situations, which does not allow recognizing Sitcur as S4

1 or 
S4

2. 

III. OBJECT-ORIENTED MODEL

For further development of an object-oriented model of 
CBR-system and software implementation the following 
problems have been solved in the article: 

• representation of a situations tree in terms of classes and
objects;

• definition of the method of storage of situations trees in
the database.

In solution of these tasks the results of the works devoted to 
representation of the systems based on knowledge in the form of 
object models [19-22] were used 

For software implementation of the situations base in terms 
of object-oriented approach a common class ("layout") was 
created which allows describing any case, represented in the 
system, as a class instance. In this class not only its attributes are 
stored, but the reference to a "parent" case that allows creating a 
situations tree. 

To store the case, class Case is created. Such attributes as the 
Name of the case, the Reference to the parent case, the Reference 
to the solution, and the List of attributes with values are 
implemented in this class. Among the methods of the class a 
method of Equivalency checking is implemented, which allows 
determining whether the situation corresponds to that under 
consideration. 

The list of attributes is an arbitrary number of couples 
Attribute-Value. Each such couple is represented as a class 
instance of the Attribute case. This class implements not only 
the fields and properties that allow storing an Attribute and its 
Value, but also the method that correctly compares the current 
attribute value with the compared value for compliance. 

Another class used to describe the situations tree is the 
Solution. The Instances of this class store possible variants of 
the solutions to the situations that are referenced by the instances 
of Case class. The main characteristics of a class instance are the 
Name, the result Type, and the result Text. 

The implementation of a situations tree using object 
approach has simplified the process of searching for a similar 
case and an appropriate solution. Now for this purpose the 
methods implemented in class Case are used, including 
Equivalency checking. As a result, search for a case in the tree 
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corresponding to the desired situation is reduced to alternate 
method call starting from the tree root and further on. 

To store cases and solutions a knowledge base is 
implemented, which contains all the required information about 
the situations tree in terms of object-oriented approach. The 
physical basis for the situational knowledge base is a database 
that stores cases with the list of values of their attributes, as well 
as the solutions reached in these situations. 

The database contains four main entities, shown in figure 2. 

Figure 2.  Database layout 

First, it is Cases. Each case contains both its own name, and 
a reference to the parent case. This approach allows representing 
all the cases in a tree form where each case of the next level adds 
new attributes to its "parent" cases. Case-root of the tree has no 
reference to its parent. 

Each case can have a reference to a Solution. All solutions 
are stored in the entity of Solution base. Each solution is 
represented in one of possible forms, for example in the form of 
text or program code. 

To store case attributes and their values, another entity - Case 
Attributes - is designed. Each record of this entity stores a 
Reference to the case, a Reference to an attribute, Field to store 
the value of an arbitrary data type and an additional field to store 
the Second value in case the attribute value is specified by the 
range. 

The very attributes are stored in a centralized entity of 
Attributes Base. It contains a description of each attribute: The 
Type of its values, and the Equivalency checking method: strict 
equality, larger or less than a predetermined value, entering the 
interval, etc. 

IV. RESULTS AND CONCLUSIONS

Based on the object-oriented paradigm the proposed 
approach allows creating domain-independent CBR systems, 
which are shells of these systems, filled with knowledge about 
the cases for solving specific problems.  

One of the important advantages of this approach is the 
possibility of developing basic case libraries for a wide class of 
problems in a certain subject area. The mechanisms of 
inheritance and overriding, typical for object-oriented 
programming, with the use of these libraries allows developers 
without knowledge implementing further configuration of their 

own system which takes into account specific features of certain 
problems.   

Thus, there is a new class of systems-shells, based on 
knowledge, where knowledge bases are not empty, but contain 
knowledge generally valid for this or that subject area. They can 
be used by means of refining and addition when creating their 
advising or recommender systems, in which the situations are 
redefined due to new attributes, take into account local 
characteristics and contexts for decision-making in specific 
circumstances. 
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Abstract— The goal of the paper is the analysis of the fuzzy 
classifiers effectiveness, which are built by different algorithms 
of feature selection according to wrapper algorithms. The 
search of the informative features is provided on basis of the 
greedy algorithm (GrA), the discrete genetic algorithm (GA), 
the discrete mine blast algorithm (MBAD).  

Index Terms — Feature selection, fuzzy classifiers, greedy 
algorithm, discrete genetic algorithm, discrete mine blast 
algorithm. 

I. INTRODUCTION

The stage of feature selection is the first stage in the 
building of a classificator however not all the features are 
necessary for the problem to solve. Some of the original 
features may be irrelevant and less informative, impairing 
accuracy of the qualification and increasing computational 
complexity of the classificator.   

The mainframe algorithm of the feature selection does 
not exist. There are the two basic approaches to the solution 
of the problem. The first approach suggests the inclusion of 
the classificator in process into the process of feature 
selection, which is known as the wrapper approach. The 
second one doesn’t depend on the classification algorithm, it 
is known as the filter approach [1]. 

The goal of the paper is the analysis of the fuzzy 
classifiers effectiveness, which are built by different 
algorithms of feature selection according to wrapper 
algorithms. 

II. TERMS OF REFERENCE

There is the summary shape is given {(xp, cp)| p =1, 2, …, 
N}, where each object (examination) is defined by the 
feature vector (of the input values) – x = (x1, x2,…, xn) and 
the class mark, which the object belongs to. The binary 
vector f = (f1, f2, …, fn), where fi = 0 means that i-th feature 
does not take part in the classification, is put in accordance 
with the feature vector x. 

The fuzzy classificator is defined by the rules of the 
following type: 

Rji : IF x1=Aji1  AND x2=Aji2 AND x3=Aji3 AND … AND  
xn=Ajin  THEN class=cj, 

where cj is the identificator of the j-th class, j� [1, cl], Ajik 
is a fuzzy term, characterizing k-th feature in the ji-th rule 
Rji, i =1,2, …b |Rj|], , Rj is the array of the rules, which are 
taking the examination to the class with the cj classificator.  

In the process of the fuzzy classification the object refers 
to each class with the definite degree of belonging, 
calculated as in the following:  

��
�

���
jiR

n

k
kjikij cljxAf

1

.,...,2,1),()(x�

The class mark is the output vertex of the classificator, 
which is found as in the following:  

clj
jj* j*c

��

��
1

max arg  ,  class � . 

The fuzzy classificator can be represented by the function 
c = φ(x, θ), where θ is the vector, defining the rule base.  

On the given table of examination, we identify the unit 
function 

Np
cc

pdelta pp ,...,2,1,
else,0

),,( if,1
),,( �

�
�
� �

�
fθ

fθ
�

, 
then the criterion of the classification evaluates in the 

following way: 

N

pdelta
E

N

p
�
�� 1

),,(
),(

fθ
fθ . 

The goal of the building of the fuzzy classificator is the 
search of such parameters of the classificator θ and such 
characteristics of f which lead the value of the criterion E(θ, 
f) to the maximum.

The optimization of the parameters of the classificator θ
is provided by means of the continuous mine blast algorithm. 
The search of the informative features is provided on basis of 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 128 12-14 Oct 2016, Baku, Azerbaijan



the greedy algorithm, the discrete genetic algorithm, the 
discrete mine blast algorithm, the discrete bee algorithm.  

III. THE MINE BLAST ALGORITHM

The Mine blast algorithm — MBA [2]) is based on the 
examination of a mine explosion on a mine field. Flying 
debris fall on the other mines, which provokes the chain of 
blasts. Each debris is characterized by the direction and 
distance between the collision with another mine. Minefield 
clearance is supposed its complete blasting. It requires to 
find a mine with the maximum blast effect, which is situated 
in the optimum point θ. 

The continuous mine blast algorithm foe the parameters 
of fuzzy classificator optimization (MBAR) is presented 
below [3]. 

Inputs. Ns is the number of the debris for each mine; the 
maximum number of iterations. 

Output. θ* is the vector of the optimum parameters of the 
fuzzy classificator. 

1. To set the start point of the blast θ0. To calculate the
angle of debris dispersion φ=360/Ns. To calculate the 
distance of the debris flight: 

d0=UB−LB, 
where LB is a vector formed of corresponding minimum 
value of the θ0 parameters, UB is a vector formed of the 
corresponding maximum values of the θ0 parameters. 

2. To calculate the following distance:
d n= dn-1 * randn, n = 1,2,…,Ns, 

where randn is a number distributed by a normal law 
To calculate the coordinates of a blasted mine: 

θe(n) = dn * randn. 
3. To create debris, i.e. to form a new vector:

θn = θe(n)+ θn-1. 
4. To check satisfiability of limits. If the limits aren’t

satisfied, go on the 2nd step. 
5. To calculate the value of the performance function of

the solution θn. 
6. The best intermediate solution is replaced by the

solution obtained, if the performance function of the solution 
will be better than the previous one. 

7. If the maximum number of iterations is not reached, to
go to the 2nd step or exit from the algorithm. 

IV. MINE BLAST DISCRETE ALGORITHM

On the initial stage, the parameters of the algorithm are 
initialized: X0 is the starting point of the blast (feature vector 
of the object being classified), the number of debris Ns, 
which fly apart after the mine blast and the number of 
iterations maxiter. Every component of the initial vector 
equal (1) (it is considered that all features are informative). 
Further, the angle of variations φ is calculated, the flight of 
the debris r, the components of the blasted mines and the 
components of new debris.  

Further, it is defined if the feature is an informative one. 
Among the vectors received it is defined the best 
workaround with the least classification error value. Further, 

the process repeats internationally until the number of 
iterations reaches the set point. 

The pseudocode of the algorithm MBAD is given below. 
Inputs: X0, Ns, maxiter. 
Output: value: Xbest. 
X[0]:= (x1, x2, …, xn); iter:=0; 
while (iter < maxiter) 

),(rand:]0[ minmaxr � ; 

sN/360:�� ; 
for i from 1 to Ns

randnii *]1[:][ �� rr ; 
)cos(*][:][ �ii rXe � ; 

]))[exp(1/(1:][ ii eXX �
� ; 
for j from 1 to n 

if (rand(0,1) < x[j]) 
then x[j]:= 1; 
else x[j]:= 0; 

 end of the for 
end of the for 

if (E (X[i])<E(Xbest)) 
then Xbest := X[i]; 
iter := iter + 1; 

end of the while 
out Xbest := Search_best(X[i]). 

V. EXPERIMENTS

The experiments have been performed by considering 11 
real-world datasets (http://www.keel.es). To carry the 
different experiments out, a five-fold cross-validation model 
has been applied.  

During the experiment at first, the algorithms of feature 
selection were launched (GrA, GA, MBAD, GrA + MBAD). 
The sets of selected features were the result of the work of 
the algorithms. Further, the ranging was provided and one 
feature set was selected to work with the continuous 
algorithm MBAR. In the table 1 the following descriptions 
are given: 1) the characteristics of the data sets; 2) the value 
of the per cent of the correct classification in training (tra) 
and test (tst) sets, which were get as a result of fuzzy 
classificators layout by the algorithms mentioned above; 3) 
the list of non-informative features modified by the 
algorithms GrA, GA, MBAD, for each data set; 4) the 
number of the rules for each data set classification. 

VI. CONCLUSION

In this paper, we compare feature selection techniques 
and assess the effect of selected feature on learning and 
predicting ability. Four feature selection techniques are used 
to evaluate their effectiveness using fuzzy classifier.  

The benchmarking analysis of the four given methods of 
the construction of fuzzy classificators showed their quite 
high efficiency and possibility to use them for practical 
problems solution. 
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TABLE I.  COMPARISON OF RESULTS OBTAINED BY APPLYING METHODS 
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Datasets monk-2 glass wiscon
sin wine cleveland vehicle bands sonar pima new-

thyroid iris 

Number of features 6 9 9 13 13 18 19 60 8 5 4 

Number of instances 432 214 683 178 297 846 365 208 768 215 150 

Number of classes 2 7 2 3 5 4 2 2 2 3 3 

% correct classified 

A
lg

or
itm

s 

MBAR 
tra 92,67 70,09 97,02 98,73 60,65 49,44 70,13 78,46 78,99 98,65 97,77 

tst 92,3 62,71 95,52 94,59 54,99 45,84 65,3 65,57 74,87 95,81 94,4 

MBAD 
+ 

MBAR  

tra 92,05 69,76 96,6 99,52 61,23 50,56 73,18 76,92 78,81 98,97 97,9 

tst 91,2 63,12 94,7 96,83 55,55 47,39 66,96 66,18 74,66 96,74 95,33 

GrA 
+MBA

R

tra 52,78 70,12 96,41 99,05 60,81 54,1 73,16 80,29 78,58 98,09 - 

tst 52,78 60,18 94,97 95,61 57,54 49,72 69,13 68,01 75,81 95,81 - 

GA + 
MBAR 

tra 90,91 69,74 96,38 99,38 60,9 53,32 71,85 79,62 78,39 99,02 97,97 

tst 89,85 61,48 94,98 96,17 54,58 50,05 67,02 70,32 76,63 96,93 96,13 
GrA + 
MBAD 

+ 
MBAR 

tra - 69,65 - 99,18 60,74 - 72,45 66,56 - - - 

tst - 61,65 - 95,16 55,42 - 68,3 64,88 - - - 

Non-informative features 

D
is

cr
et

e 
al

go
ri

th
m

s 

GrA 1, 3-6 1, 5, 6, 
9 

2, 4-6, 
8, 9 

2, 3, 5, 
6, 8, 

10, 12 
5,7,11, 12 

2-9, 
11-14,

16 

3, 7, 
11-13, 
15, 17-

19 

1-5, 9-12, 14,
15, 17-27, 29,
30, 32-35, 37-
42, 44, 53-60 

3, 4 3, 4 - 

MBAD 1,3,4,6 8,9 6 6, 8, 9 2, 6, 7, 9 6, 16 3, 6, 
12-15 

1-16, 18-35, 
37-60 3, 4 4 2 

GA 1, 3, 4, 6 5, 8, 9 4, 6, 9 2, 3, 5, 
6, 8-10 

2,5,6,7, 
9,12 

1, 3-8, 
11-14, 

17 

7, 8, 
13-15, 
18, 19 

2-4, 9, 12, 13,
19, 22-25, 27,

28, 33, 34, 
37, 38, 41, 
42, 47, 49, 

51-53, 55-57 

3-5, 8 3, 4 1, 2 

Number of rules 2 7 2 3 5 4 2 2 2 3 3 
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Abstract—Internet is a rich source of information, but it 
consists of miscellaneous data fragments. Analytical “surfing” on 
World Wide Web opens extraordinary prospects for attain and 
maintain competitive advantage of enterprises and for scientific 
researches. Exploratory OLAP is one of the main agenda of 
analytical processing of heterogeneous data sources. The author 
proposes an original approach to exploratory OLAP based on 
virtual data consolidation (without physical gathering) based on 
conceptual analytic model in multidimensional terms. The 
algorithm of discovering multidimensional concepts in 
normalized relational data sources based on functional 
dependencies analysis is represented. 

Exploratory OLAP; heterogeneous data; conceptual analytical 
model; integral OLAP-model 

I. INTRODUCTION

Proposed by dr. Codd rules of OLAP technology [1] define 
requirements to ideal software (tool) for on-line analytical 
processing. These demands are just a guideline and existed 
products comply with the requirements in order to modern 
computer science possibilities. Some of them are embodied at a 
first approximation only [2]. For example, OLAP tool should 
provide data accessibility for the user. It is understood that the 
tool should wield data from heterogeneous sources in order to 
perform any conversions necessary to present a coherent view. 
It is only in recent times that Exploratory OLAP is a difficult 
but crucial task for further development of the on-line 
analytical processing. Great variety of open accessed 
informational resources and modern business challenges 
provide significant interest to developing OLAP tools with 
respect to interactive data exploration from the different 
miscellaneous sources. Enterprises seek ways to enrich body of 
analytical processing (internal data) by integrating open-access 
collateral information to attain and maintain competitive 
advantage. 

The key demand of OLAP technology is mostly 
multidimensional conceptual view. This rule has given rise to 
creating multidimensional data model (MDM) and data 
warehouse ideology. The multidimensional model intuitively 
represents data under the metaphor of the cube whose cells 
store qualitative characteristics of business domain. Fairly, 
such approach allows us to represent data in a user friendly 
way, but considering internal data only analytics encounter 

large sparse cubes. These cubes are difficult-to-process, 
difficult-to-understand and knowledge mining from such 
plenty of data is impossible at all. 

Nowadays, due to explosive growth in developing 
ergonomic and native software the crucial demand to 
application is user-friendly (human-centric) interface 
complementary to functional requirements. The computer 
capacity and results of fundamental research allow to create 
systems with due attention to human cognitive ability and 
learning skills. Computer science development is aimed to 
latent support and to perform routine task automatically, 
allowing user to create. 

Developing methods of heterogeneous data integration on 
conceptual level (without physical loading) is a topic issue to 
interactive data exploration. So, the OLAP tool (not the end-
user) should be concerned with where the physical data comes 
from. The keystone of this research field is generating 
correspondences between relevant elements (concepts) of 
diverse datasets (relational database, XML documents, Web 
sites etc.) within an integral model.  

Using authority method of integral OLAP-modeling [3] 
provides essential multidimensional conceptual view of 
information, user-friendly governing of data and heterogeneous 
data consolidation. To implement the proposed method 
algorithms of automatic conceptual multidimensional model 
construction should be infer for each integrated data source 
(regardless of the origin).  

The paper is structured as follows. Section II describes 
basic concepts of the authority method of integral OLAP-
modeling. Section III presents the original approach to 
exploratory OLAP based on virtual data consolidation (without 
physical gathering) based on integral OLAP-model. In section 
IV the algorithm of discovering multidimensional concepts in 
normalized relational data sources based on functional 
dependencies analysis is represented. Section 5 illustrates 
implementation of proposed algorithm for certain example. 

II. THE INTEGRAL OLAP-MODEL

The large sparse cubes are common case either for internal 
data (closed data set) or extended information space. But it’s 
more crucial for assembled data from the different 
miscellaneous sources. Joining several data sources into the 
comprehensive analytical model, we mostly get sparse cube. 
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The method of Formal Conceptual Analysis (FCA) [4, 5] can 
help us to split sparse cube into a set of compact (solid, 
consistent) cubes. What is more, in accordance with theory of 
FCA the set of compact cubes can be ordered by partial 
ordering relation, i.e. they form a lattice. 

Author have proposed the method of constructing integral 
OLAP-model of the domain as a lattice of multidimensional 
cube-concepts based on integration of multidimensional model 
and Formal Concept Analysis. The integral OLAP-model 
includes all possible combinations of facts and dimensions of 
the domain and allows the decision maker to discover 
unexpected analytical patterns in a set of all analyzed concepts 
(facts and dimensions). 

The integral analytical model of the domain is a result of 
Formal Concept Analysis of multidimensional concepts. A set 
of analyzed concepts includes a set of cube facts (measures) F 
= {f1, f2, …, fm} and a set of dimensions D = {d1, d2, …, dn}. 
The numeric characteristics are a set of facts and the analysis 
aspects are a set of dimensions.  

Formal context K is defined as a triplet (F, D, R) that 
consists of the set F, the set D and the relation R⊆F×D. The 
elements of set F are the facts; the elements of set D are the 
dimensions. The relation of comparability R between F and D 
(described by fRd) indicates when fact f∈F can be processed 
with dimension d∈D. The formal context can be represented as 
a binary matrix where the facts are the rows, the dimensions 
are the columns and relation of comparability is a cross at 
intersection between a row and a column.  

Formal cube-concepts are formed based on the formal 
context K. For set A⊆F and for set B⊆D it is defined that: 
A’={d∈D | fRd for all f∈A} (all dimensions in D shared by the 
facts of A); B’={f∈F | fRd for all d∈B} (all facts in F can be 
processed with dimensions of B). The formal cube-concept is 
defined by derivation operators as pair (A, B) with A⊆F, B⊆D, 
A=B’, B=A’. It means that A is a set of equidimensional facts, 
which are processed with all dimensions of B. The set of facts 
A forms the extent and the set of dimensions B form the intent 
of the formal cube-concept (A, B). The formal cube-concept is 
an analytical multidimensional cube which is complete with 
respect to addition of the equidimensional facts and the 
compatible dimensions. 

The set of all formal cube-concepts is ordered by the 
subcube-supercube relation. For two cube-concepts (A1, B1) 
and (A2, B2) this order is identified as: (A1, B1)≤(A2, B2) 
when A1⊆A2 and B2⊆B1. It means that the extent of a parent 
cube includes the extent of a child cube and the intent of the 
child cube includes the intent of the parent cube. In this case, 
(A1, B1) is called a subcube and (A2, B2) is called a supercube. 
The set of all concepts together with the subcube-supercube 
relations forms a conceptual lattice L of the multidimensional 
cubes. 

The conceptual lattice of the multidimensional cube-
concepts is an application of the integral OLAP-model of the 
domain. The integral OLAP-model covers all possible 
analytical queries of the domain. The features of cube-concept 
lattice provide the manipulation of all analyzed objects 
intuitively and support of the analytical experiment. 

III. EXPLORATORY OLAP BASED ON THE INTEGRAL OLAP-
MODEL

The most of proprietary OLAP tools allow user to connect 
to diverse miscellaneous sources and to create OLAP cubes 
regardless of the data origin. There are two scenarios: (i) 
creating a catalog of data sources without complementary 
accesses. (ii) implementing special ETL (Extract 
Transformation Load) procedures for each resource to integrate 
one into data warehouse. Originality of proposed way of the 
exploratory OLAP is to provide on-fly “surfing” on a union of 
the assessable data without extracting, transformation and 
loading. The suggesting approach is not a substitution for the 
data warehouse. The new paradigm doesn’t deal with 
preprocessed consistent data but leans on current snapshots of 
integrated data sources. It can be used for rapid hypothesis 
testing, corroboration brilliant idea and support of analytical 
investigations. For example, it would be interesting to match 
your enterprise performance indicators and published 
information about competitor or to validate whether or not staff 
efficiency is conditional on weather. The information which is 
interesting for user can be loaded into data warehouse for 
further considerable analytical processing.  

The integral OLAP model fits graceful for an application of 
the exploratory OLAP. The integral model provides 
multidimensional data representation. On the one hand, it is 
close to the way of man thinking; on the other hand, it supports 
performance improvement as its simple structure allows us to 
support adaptive manipulation.  

Various solutions have been proposed in theory and 
practice for discovering OLAP dimensions and facts in 
structured and semi-structured data. A survey of research 
achievements on delivering of multidimensional conceptual 
schemas from relational sources can be found in [6]. At the 
same paper the novel method of multidimensional design based 
on end-user requirements analysis is proposed. According to 
Winter et al. [7] theoretical approaches in this field can be 
classified in supply-driven [8, 13], demand-driven [9] and 
hybrid methods [10]. However, most of them must be carried 
out manually and only a few automate the process. A semi-
automated methodology for multidimensional design of XML 
sources is proposed in [11]. In such areas as Social Network 
Analysis content-driven discovery of measurable facts and 
dimensional characteristics is based on applying data mining 
and other techniques to semi-structured data [12]. The existing 
approaches may be said to correspond to their goals and can be 
feasible combined with the author proposition for efficient 
multidimensional schema discovering. 

Great variety of researches in this field and its successful 
tests argue that the multidimensional data model is a good 
foundation for constructing comprehensive OLAP-model for a 
jointed set of heterogeneous sources. The same problems are 
solving for constructing domain data warehouse that 
accumulate data from various operational systems. In that case 
process of additional data source assembling lean on ETL 
procedures which are developed manually. And it is the best 
way to get consistent well-matched data for deep purposeful 
analysis. However, it doesn’t look like an on-line analytical 
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surfing as well as it leads to significant time consumption and 
demand involving highly technically trained professionals. The 
novel approach to automated hot insertion of heterogeneous 
open-accessed sources in an existed integral OLAP-model in 
order to avoid drawbacks of hard ETL procedures needs to be 
developed. Main activities of exploratory OLAP based on the 
integral OLAP-model are represented on Fig.1. 

On the assumption of that we already have an integral 
OLAP-model let’s consider process of integrating a new data 
source into the one. At first the data source structure should be 
analyzed to define the multidimensional model concepts – facts 
(sF) and dimensions (sD) – paying attentions to the relation of 
comparability sR between sF and sD. The second activity 
“Integrate the source MDM into a general ordered MDM” is 
one of the most demanding because of the fact that it implies 
structural and semantic matching of ordered multidimensional 
models of sources. The output of second activity is the united 
sets of facts gF, dimensions gD and ordering relation gR. The 
next issue is to transform a general MDM into binary matrix 
view – the incident matrix of multidimensional model graph. 
The output of the activity “Form matrix context based on the 
general MDM“ is the context K which can be used for the 
integral OLAP-model constructing (process 4 on Fig.1). 
Getting a cube-concepts lattice we can go forward to analytical 
decision making support based on integral OLAP-model of 
gathered heterogeneous data sources.  

It presents a number of severe science-driven difficulties: 
• discovering particular ordered multidimensional model

from the heterogeneous data sources according to
ubiquitous terms (concepts);

• particular ordered multidimensional models matching
– search of dimensions describing the same analytical
aspects;

• discovering hierarchical chains of dimensions;
• user-friendly governing and querying support to treat

the conceptual integral OLAP-model;
• executing integral analytical query – dividing it into

particular sub-queries, sub-query execution and joining
sub-queries execution results.

According to the represented diagram it’s better to start 
from development of ubiquitous standards of the ordered 
multidimensional model constructing depending on data format. 
There is provided an investigation (studying) of the normalized 
relational database case. 

IV. THE ALGORITHM OF ORDERED MULTIDIMENSIONAL MODEL 
CONSTRUCTION FOR A NORMALIZED RELATIONAL DATA BASE

The proposed algorithm is intended to prove the authority 
approach to discovering the ordered multidimensional model 
and the way of constructing graph of MDM concepts. A 
normalized relational data base is subject of current research. 
To illustrate the algorithm execution we consider an example. 
Figure 2 represents studying relational data base schema. There 
are no partial dependencies on complex key and transitive 
dependencies in the normalized source.  

Regarding the set of functional dependencies as the multi 
graph, the attributes of data base can be treated as graph nodes 
and functional dependency relation is represented as edges. 
Figure 3 illustrates the functional dependencies graph of 
studying relational data base schema. Each node of the graph 

Fig. 1. IDEF0 diagram of exploratory OLAP based on the integral OLAP-model
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corresponds to schema attribute (A1 – ID Age group, A2 – Age 
group name, etc.) and an edge corresponds to a functional 
dependency (for example, O1 functionally determines O2 C1 
P1). It means that the order identifier uniquely determines the 
client, product and count. It should be emphasized that the grey 
circles are the numeric attributes of relational schema tables. 

In this section the algorithm of discovering ordered 
multidimensional model in a normalized relational data base is 
detailed in pseudo-cod. Briefly, the algorithm is aimed to 
produce the multidimensional model based on a FD graph (Fig. 
3) in such a way that new nodes represent the multidimensional
concepts (i.e. dimensions and facts) and the edges are
interpreted as instances of the relation of comparability
according to terms of the integral OLAP-model. Function
algorithm() is the main function of the algorithm and it is
called first. The algorithm has two global variables: F – a set of
facts of the sought multidimensional model, R – the relation of
comparability between facts and dimensions what is needed for
integral OLAP-model construction in order to the authority
method. A lifetime of global variables is equal to the algorithm
execution time. The main function of the algorithm has one
input – a set of considered nodes V of the functional
dependencies graph. As output, the function produces D, F

and R – the ordered multidimensional model. In the main 
function each node of the FD graph without parents is 
analyzed first (if getParent(v) is empty). It means that we 
consider the data base primary keys which are not used as 
foreign keys. Thus, the tables with potential facts are detected. 
In our example we have only one such node – it’s O1. 

The intermediary recursive function getDimensions() is 
called for the detected top nodes of the functional dependencies 
graph. It is represented in pseudo code. The function has one 
input – the analyzing node v∈V. As output, the function 

Fig. 2. The relational data base schema

global: R, F 

function algorithm() 
input: V 
output: D, F, R 
begin 

D=[ 
for each v from V do 
if getParent(v) is empty do 
 D=D \ getDimensions(v); 
endfor 
return (D, F, R); 

end 

function getDimensions() 
input: v 
output: D 
begin 

D=[ 
sV = getSibling(v); 
for each x from sV do 

if getChild(x) is not empty do 
 D=D \ getDimensions(getChild(x)); 
else if typeof(v) is not numeric do 
 D=D \ {x}; 
endif 

 endfor 
for each x from sV do 

if (typeof(x) is numeric) and 
(getChild(x) is not empty) do 

f = count(x); 
F=F \ f; 
for each d from D do R=R \ (f, d); 

else if (typeof(x) is numeric) and 
(getChild(x) is empty) do 

f = all(x); 
F=F \ f; 
for each d from D do R=R \ (f, d); 

endif 
 endfor 

return D; 
end 

Fig. 3. The functional dependencies multi graph of the relational 
data base schema 
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produces D – a set of dimensions of future ordered MDM to 
provide recursion as well as the intermediary function. The 
mentioned function getSibling() returns a set of sibling nodes 
which have the same parent as the input node. It is needed to 
recognize neighbour facts, dimensions and to define 
comparability relation between them.  It is of importance that 
according to FD graph features the defined fact is analytically 
comparable with all dimensions found in a lower level of itself 
and sibling’s children. The function getChild()returns one of 
the input node children. 

The foreign keys give us opportunity to dive into the graph 
depth to derive more multidimensional concepts from the 
relational data base. That is the case of the recursive function 
calling. Nonnumeric attributes of the table creates the 
dimensions which are added to the set D. 

The result of algorithm execution for studying case is 
represented in Fig. 4. There are 2 types of nodes: a circle is a 
dimension and a rectangle is a fact. An edge between 
multidimensional concepts means they can be processed 
together in analytical query. The incident matrix of the ordered 
multidimensional model is interpreted as the formal context K 
from the section II. As you can see use of the ordered 
multidimensional model for constructing the integral OLAP-
model and exploratory analysis support gives us a great variety 
of analytical combinations based on structural features of the 
data source. 

V. CONCLUSION

In summary, proposed approach to exploratory analytical 
processing of heterogeneous data sources has a number of 
benefits: (i) it doesn’t require loading and physical assembling 
of data. (ii) it is based on human centric approach to provide 
intuitively manipulation of conceptual integral 
multidimensional model. (iii) it intends to be automatic.  

The paper should be considered as a first attempt to 
develop theoretical foundation of the exploratory OLAP 
technology in accordance with method of conceptual integral 
OLAP-modeling. 
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Abstract — The article is devoted to setting objectives and 
developing ways to solve problems of knowledge  semantic 
search, classification, structuring and integration in relation to 
knowledge management issue. Information management is 
viewed as a set of processes systematic acquisition, synthesis and 
sharing of knowledge. Knowledge management automation 
problem as continuous knowledge verification process to identify 
patterns in order to create and meet demand for new knowledge, 
directly related to the solution of information’s semantic search, 
classification, structuring and integration  problems. One of the 
major scientific challenges in the field of information technology 
today is the development of information analysis and processing 
mechanisms in heterogeneous sources with the aim of 
empowering information systems logical analysis of information 
capabilities and generate conclusions that will form the basis of 
knowledge accumulation and processing execution procedures. 
Since, according to scientists, the decision of information 
overflow actual problem will shift from data storage and 
processing to the knowledge accumulation and processing. 
Despite the pronounced specificity of subject areas, ontology 
should be built as a chain of interrelated processes that will 
provide integrated nature of intellectual knowledge management 
system. As a source of knowledge operational information 
systems’ database is most easily connected through a mechanism 
for creating data warehouses. Integrating knowledge from 
different sources may be based on the ontology requirements for 
the development of which will be a pre-formed sheets. 

Index Terms — Semantic search, ontology, classification, 
structuring, integration, knowledge management systems, 
information processes, decision support. 

I. INTRODUCTION

The problem of information overflow appears in an 
environment with intense information flows exchange. In such 
conditions the network of heterogeneous information sources 
pass through the “growing point”, when the results of 
knowledge collecting and processing become less attractive, 
since the users meet information overflow challenges. 

Let us consider knowledge management systems as the 
development of information systems, which gained definite 
technological results in solving problems of effective 
information  storing, processing and delivery to the user under 
the rules or on a formal request.  

The suggested hypothesis is an assumption that semantic 
identification of key information can be effectively carried out 
on the basis of the semantic concepts taxonomy tree as a 
systematization of complex reality areas and hierarchical 
knowledge to define and arrange terms and its synonyms. The 
difficulty of taxonomy semantic tree building problem is to 
determine effective ways of semantic search, classification, 
structuring and integration of information.  

II. SEMANTIC KNOWLEDGE SEARCH

In the most general context information search is a complex 
problem which includes two subtasks: 

1) to compare user’s vision of required knowledge with the
content from available distributed heterogeneous knowledge 
sources; 

2) on the basis of this comparison to build the information
object with finite set of properties, which values are retrieved 
from sources mentioned above. 

Such problem is difficult to formalize, so it is worth to deal 
with simplified subtasks of semantic search with preset 
restrictions to user’s requirements and to information objects 
that will be generated.  

The major tendencies of information search systems are [1-
3]: 

� from formal search to semantic search;
� from unified search to personified search;
� from individual search to shared search;
� from closed search to manageable search.
Semantic search is a type of search, when comparison and

building the information object mentioned above are carried 
out on the semantic level. Semantic search differs from the 
traditional one due to the usage of knowledge about the 
searched object, sources and search domain, and the ability to 
retrieve knowledge rather than data.  

In most cases the subject of search is some data about any 
object. Thus, user has some pieces of information about this 
object, its properties and structure, and the missing data is 
expected to be retrieved after search is done.  

Information object (IO) is a model of some real or virtual 
object of a domain, which defines structure, attributes, 
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constraints and behavior of this object. The structure of IO can 
be represented with the use of classes of corresponding 
ontology as the background. In the context of semantic search 
the IO can have previously set complex structure, formalized as 
a class of corresponding ontology. The taxonomy of the IO 
allows the user to describe in proper form what information is 
needed and what the user knows about it. Therewith, there is a 
problem of searching the ontology that represents the structure 
of the IO, the knowledge about which the user needs. 

The ontology O represents a semiotic system 
O=<P,V,R,C>, where P denotes a set of concepts (classes); V 
is a set of concept examples; R is a set of predicates – types of 
relations; C is a set of relations that assigns the following types 
of relations between entities: 

1. Partial order on sets P and R, which assigns relations is-a
– “subclass-superclass” – “up-down”.

2. Relations between concepts that have the form of a triple
<p1 – r1 – p2>, where p1, p2  P; r1  R. 

3. Relations between occurrences thich have the form of a
triple <v1 – r1 – v2>, where v1, v2  V; r1  R. 

4. Relations between predicates which have the form of a
triple <r1 – ri – r2>, where r1, r2, ri  R. 

A closeness estimate between a piece of knowledge and a 
query is a numeric value, which presents a degree of likeness 
between them. The closeness estimate can be considered as 
semantic if and only if it is evaluated on the basis of 
documents’ and query’s semantics [4-9]. 

The idea of semantic search includes description of search 
query in the form of set of triples. Suppose that a query q 
which contains a set of triples T(q). The result of search in 
knowledge source will be presented as a set of knowledge 
elements E={ei│ iϵ [1,k]}, where k is a number of knowledge 
elements ei. Besides, the semantic metadata of the set of 
knowledge elements T(e) must meet the following condition of 
semantic similarity sim(T(q),T(e)) to the query description: 
T(q):sim(e,q)=sim(T(q),T(e))>ε, where sim(e,q) means 
similarity of a query q to the element e, ε denotes a threshold 
value of relevance. The search results are ranked in accordance 
with its semantic similarity to the query. 

Semantic search allows us to accumulate, retrieve, update 
and integrate knowledge from different domains on the basis of 
its interdisciplinary relations reveal and usage.   

III. KNOWLEDGE CLASSIFICATION.
Let us introduce the knowledge classification problem’s 

mathematical model. Suppose that X is a set of knowledge 
elements description, Y is a set of classes’ names. There exists 
an undefined objective dependence presented in a form of a 
function y*:X→Y, which values are defined on the finite 
training set Xm={(x1,y1),…,(xm,ym) only. It is required to
develop an algorithm a:X→Y which is able to classify a 
random object xϵX.  

Consider the classification problem in context of preceding 
and following problems of cyclical script for knowledge 
management (Fig.1). 

Revealing Classification Representation

Accumulation 
of non-

formalized 
knowledge out 
of information 

sources и

Domain 
identification

Definition of 
distribution law

Ontologies

Semantic models

Fuzzy models

Identification Improvement DistributionAcquisition ...

...

...

...

...

Fig. 1.  The position of the classification problem in context of knowledge 
management problems 

Knowledge management processes are based on the 
following principles: identification, acquisition, improvement, 
distribution, usage and storage. The knowledge classification 
problem is preceded by the revealing problem responsible for 
the retrieving of non-formalized knowledge out of 
heterogeneous sources. The following problem is a knowledge 
representation problem, i.e. knowledge formalization.  

Some examples of knowledge classification are: 
Knowledge classification by Machlup: 
� practical knowledge;
� intelligent knowledge (including scientific, 

humanitarian and cultural);
� common knowledge;
� religious knowledge;
� unwanted knowledge;
Classification of organizational knowledge by Tonak and

Takeuch: 
� explicit (systematized) knowledge – can be represented

as words and figures and easily transferred and
exchanged in the form of accurate data, scientific
formulas, orderly procedures or universal principles;

� implicit (unsystematized and non-formalized) – is
somewhat hard to reveal and to express. [5, 10-17].

Let us consider knowledge identification as the first stage 
of defining the system of interdisciplinary relations between 
the used domains. The main purpose is to reveal knowledge 
that is already acquired. Firstly, the existing data is divided into 
explicit and implicit (non-formalized). Implicit knowledge 
becomes explicit in the process of externalization. The next 
step is to define the degree of knowledge specification and 
importance. It is connected with knowledge acquisition – a 
process of knowledge source selection, utility estimation and 
knowledge refinement, supporting the consistency between 
knowledge intake and its demands.  

Knowledge improvement is made during the semantic 
search in heterogeneous distributed sources and encyclopedic 
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help systems based on ontological and case-models, and 
models of successful search query precedents. Knowledge 
improvement can be considered as a subtask of new knowledge 
creation, providing conditions for creative activity, generation 
of ideas, knowledge exchange and integration.  

IV. KNOWLEDGE STRUCTURING

The difficulty of knowledge accumulation and processing 
involves the estimation of presence or absence of significant 
consistency characteristics in knowledge elements structure 
from different domains and in determination of relations 
between them. The hypothesis suggests, that this complex 
problem that can be solved with the use of knowledge 
structuring at a certain stage. 

Knowledge structuring is a process of dividing knowledge 
elements into stable groups and subgroups. The following 
principles of knowledge structuring are: 

� Knowledge must be divided into groups and subgroups
in accordance with definite system-relevant attributes.

� Formed groups and subgroups must be logically
connected and arranged in the appropriate order.

The extent of saved and copied information exceeded 
human cognitive ability long ago. Thus, every subject of 
knowledge accumulation and processing is challenged with 
two relevant problems:  

� to exclude the information noise from analyzed
sources;

� to counter the information manipulation.
The candidate solution of these problems is the use of

knowledge structuring [6,7,18-20]. 
Let us introduce a number of definitions for the further 

problem consideration. Thinking denotes the reflection of the 
main object and events attributes in human brain. The most 
important attribute is called the essential (system-relevant) 
attribute. Knowledge in common sense means subjective 
reflection of reality in the form of concepts, definitions, and 
relations between them [7,21,22]. The hypothesis claims that a 
concept has the character of universal reflection of objects’ and 
real-world events’ essential attributes, while the representation 
is just descriptive image of an object which is composed of 
unessential attributes and of individual character. The concept 
definition is considered as logical action that allows us to 
disclose concept content and involves essential attributes only.  

Knowledge systems is based on the assignment of relations 
in a set of knowledge elements from the same domain or 
between different domains at the interdisciplinary level.  

Let us formulate the knowledge structuring problem 
statement. All the system-relevant attributes of knowledge 
elements from the same domain can be divided into m classes. 
Now, we can form a set of essential attributes of the system 
relevance        . 

  F1 = {f11, f12,…,f1(i-1), f1i},                        (1) 
F2 = {f21, f22,…,f2(j-1), f2j}, 

   Fm = {fm1, fm2,…,fm(k-1), fmk}, 
where f11, f12,…,f1(i-1), f1i are elements of set F1, that assign 

1st class of system-relevant attributes for knowledge elements 
from some domain; f21, f22,…,f2(j-1), f2j are elements of set F2, 

that assign 2nd class of system-relevant attributes for 
knowledge elements from some domain; fm1, fm2,…,fm(k-1), fmk 
are elements of set Fm, that assign m-class of system-relevant 
attributes for knowledge elements from some domain. 

Let us assign a set of existing essential attributes 
}...

1211z {Q QQQ nm
���� (2)

for each knowledge element analyzed qz (z = 1…n), where
FQFQFQ mnm

=== ,, 212111 . 
Then, the expression for defining the knowledge element 

consistency to system-relevant requirement of domain can be 
represented in the following form: 

   (3) 
Objective function will be presented as 

.                                       (4) 
In other cases the knowledge element incompletely 

corresponds to requirements of system-relevant knowledge 
which makes it possible to modify the knowledge element or to 
exclude it from the search results [8,9]. 

To make a formal representation of described problem 
statement model we use the binary directed graph: 

 G=<P,F,I,L>,                               (5) 
where P is a set of knowledge elements; F – a set of 

required system-relevant attributes; I – a set of arcs to 
characteristics of a certain knowledge element; L a set of arcs 
to desired system-relevant characteristics for the corresponding 
domain. 

The knowledge structuring model is illustrated on the 
abstract example (Fig.2). This example can be explained as 
follows: 

1) The knowledge element P1 has attributes {F11, F1(i-y), F2j,
Fm1}, (arcs:I11, I12,I13,I14), where y is undefined integer value. 
Attributes {F11, F1i, F21, Fmk}, (arcs:L11, L12,L13,L14) are system-
relevant for considered domain. Thus, the expression for 
defining the consistency of knowledge element to system-
relevant domain requirement have a form of M1=I1∩L1=F11, 
and the purpose of the search or refinement will have a form of 
S1=L1\M1={F1i, F2l, Fmk}. 

2) The knowledge element P2 has attributes {F1i, Fm1, Fmk}
(arcs:I21, I22,I23). Attributes {F1i, F2j, Fm1} , (arcs :L21, L22,L23). 
are system-relevant for considered domain. Thus, the 
expression for defining the knowledge element consistency to 
system-relevant requirement of domain have a form of 
M2=I2∩L2={Fli,Fml}, and the purpose of the search or 
refinement will have a form of S2=L2\M2=F2j. 

Fig. 2.  The knowledge structuring  graph model based on estimation of 
system-relevant attributes presence 
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3) The knowledge element Pn has attributes {F1(j-x), Fm1,
Fmk} (arcs:In1, In2,In3). Attributes {F1i, Fmk} , (arcs:Ln1, Ln2) are 
system-relevant for considered domain. Thus, the expression 
for defining the knowledge element consistency to system-
relevant requirement of domain have a form of Mn=In∩Ln=Fmk, 
and the purpose of the search or refinement will have a form of 
Sn=Ln\Mn=Fli. 

The problem of knowledge accumulation is difficult and 
time-consuming. Uncontrolled growth of information flows 
results to lack of resources needed for processing of 
information flow. One of the steps of solving this problem is 
knowledge structuring that unambiguously identifies relations 
on sets of concepts and definitions.  

The main idea of knowledge structuring is the opportunity 
to build a multilevel net of concepts connected by definitions. 
High-level concepts can be defined when relations on low-
level concepts are set. 

V. KNOWLEDGE INTEGRATION.
The knowledge integration problem is referred to a set of 

development subtasks: knowledge bases of decision making 
and precedents modules; sets of object, ontological, fuzzy, 
semantic and analytical models to implement decision making; 
modules of model selection forming on the basis of knowledge 
base mathematical and simulation modeling.  

To develop interdisciplinary knowledge the integration of 
already developed ontologies of different domains is required. 
Let us formulate the problem of many ontologies system 
integration: 

 (6) 
Where Oi is the ontograph, i is the domain index number, N 

is quantity of domains. 
The union is considered as conceptual system integration of 

ontological graphs (OG) and their relations. The knowledge 
scope V is estimated through formal-ontological representation 
parameters. if represented by ontograph without considering 
types of relations and difficulties of interpretation functions V 
will take on a value of OG’s vertex number. In case of a simple 
tree structure the expression for defining the knowledge scope 
in domain will have the following form: 

 (7) 
Where  Zp,d denotes the degree of incidence of a vertex d; 

denotes the number of OG levels;  denotes 
the number of vertex of OG’s p-level. 

Considering relation types and difficulty of the 
interpretation function results to OG with measured vertex and 
edges. In such case, the expression for defining the knowledge 
scope will have the following form: 

� ������������������������(8)
Where  и means values of weight functions of 

relations and interpretation. 
The main results of conducted research assume the further 

work on the development of formal methodology for design the 
domain ontology, algorithms and procedures for knowledge 
system integration with the use of bioinspired search methods 
and algorithms.  

VI. EXPERIMENTAL RESEARCH

Let us use semantic networks as the structure that contains 
the base of distributed heterogeneous knowledge sources, 
divided into objects in accordance with selected attributes with 
clearly defined relation hierarchy.  

Before building the semantic network, we need to 
decompose resource knowledge into several structural units to 
improve the efficiency of their relation processing procedures. 
Any quantity of decomposition units can be assigned. The 
optimal decomposition units number is considered to be 6 [2].  

That kind of organization allows us to distinguish 
researching material detail levels (Fig.3). The first level 
contains root node of the network, it generalizes the network 
content. Each new level discloses the content of preceding 
level, revealing the whole domain for the researcher and 
showing interdisciplinary connections with other nodes. 

F1 Fm

F2

O11

O1k

Fig. 3.  The abstract model of the semantic network with several 
decomposition levels. 

The network involves a set of domains 
, where , m is an integer 

constant denoting the domains quantity, and 
, where  is an integer constant 

denoting the number of knowledge elements in . In case of 
assigned relations between objects of the same domain, we 
obtain , where 
n is the number of relations between , z is an 
integer constant denoting the index number of researched 
domain. If set all the relations between domain objects, 
including interdisciplinary ones, we will obtain 

, 
where  p is the number of relations between the network,. 

VII. CONCLUSION

This paper develops methods of solution the problems of 
semantic search, knowledge classification, structuring and 
integration in the context of knowledge management problem. 

The information flows management is considered as a 
complex of processes of the semantic acquisition, synthesis, 
exchange and usage of knowledge. The confidence estimation 
which gives arguments and evidence of this statements is based 
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on the usage of metadata and metastatements in knowledge 
management rather that information management technologies.  

Concrete scientific results are shown as systematized 
complex of actions required to solve the problem of 
investigation and search of relations in distributed knowledge 
sources in order to increase the probability of new knowledge 
generation. 
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Abstract – In computer science design and implementation of 
high-tech areas in the modern society is accompanied by 
increasing the role of ontological knowledge base. Accumulation 
of shared ontologies is seen as a mechanism of unlimited 
knowledge acquisition about the world. However, the problem of 
integration, matching and alignment of ontologies is not solved 
yet. The problem of ontology alignment is to find such a structure 
and permissible parameters that provide the optimal values for 
one or more quality criteria. It should be noted that today there 
are many methods to compute the similarity between two discrete 
elements of different ontologies. Integration of up-to-date 
similarity computation techniques allows obtaining a versatile 
and accurate result. One of approach is based on the weights. 
Typically, the weights are assigned manually or by specific 
approaches. The main shortcoming of existing approaches is the 
lack of optimality. This article proposes a new combined 
approach for ontology alignment based on Latent Semantic 
Indexing and multi-objective particle swarm optimization 
method. For objective functions two criteria were chosen: the 
accuracy and recall. To obtain an optimal population the method 
of local search was employed to replace the worst of the 
population in the new generation. Experimental research of the 
suggested approach confirms the effectiveness of it.  

Index Terms – ontology alignment, particle swarm 
optimization, knowledge bases, concepts, components, multi-
objective optimization.  

I. INTRODUCTION

Nowadays problem of big data processing is very urgent 
and of great importance in information science. Variety of 
different information systems inevitably leads to the problem 
of providing their interaction. Ontological approaches for data 
modeling as well as semantic data storage and processing 
technologies have been developed for operations with 
quasistructured data. The development of semantic 
technologies has led to the expansion of their scope including 
structured data life cycle of complex engineering objects. Such 
approaches allow to provide efficient communication among 
huge number of different people and computers as part of the 
increasingly complex innovative engineering projects. 

Generally speaking, by ontology we understand a system of 
concepts of a domain, which is represented as a set of 
components associated by different relations. Ontologies are 
used for formal specification of concepts and relationships that 

characterize a specific area of expertise. The advantage of 
ontologies as a means of knowledge representation is their 
formal structure that facilitates their computer processing. 
Ontologies can be defined as an “explicit, formal specification 
of a shared conceptualization” [1]. 

Most formal ontologies declare individuals/instances, 
classes/concepts, attributes, as well as relations. Classes (or 
concept) are the basic categories, which can be arranged in 
taxonomy. Each class describes a group of individual instances, 
which are combined under common set of properties. The 
concepts may have different relations with another concepts 
and instances. The formal definition of ontology is the 
following expression [1]: 

] 	 #^� _� �� `$� (1)

where 

 – denotes concept (or classes) set for a specific domain; 
P – set of concepts attributes. Property is a component of 

the relation p(c,v,f) , where c C  ontology concept, v – 
property value, associated with  and f defines restrictions for 
facets in v. One of restriction is a type (tf), capacity (cf), and 
range (rf). 

R = {r | ra C ×C × R t} – set of binary relations between 
concepts in 
. There is the following variety of relation types: 
1:1, 1:many, many:many. The basic set of relations are: CE�Eb]cc� d�Ee]cc� fX�Y]cc� �ECYXEgM]cc� f��fM�Y]cc. 

� – axioms’ set. Axiom is a rule (real fact) that specify 
cause-and-effect relationship. 

Another specific point of view on the concept of ontology 
is considering the ontology as a logical descriptive theory. One 
of these definitions is, for example, the definition given in [2]: 
“ontology – a logical theory of considering of destined 
meanings of formal vocabulary. From the point of view of 
logic descriptions ontology may be defined as a tuple” [2] 

] 	 hi� jk� (2)

where S – set of statements belonging to the level of ontology 
scheme O, and I – statements, constituting a set of components. 
Ontology scheme S is a terminological component of ontology.  
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Shared ontologies accumulation is seen as a mechanism of 
unlimited accumulation of knowledge about the world. 
Ontologies are a specification of knowledge in a formal 
language in which the fixed group of experts agreed about 
name conversions and their properties in the specific domain. 
So the problem of heterogeneous data integration occurs. In 
view of possible (and very likely) the presence of structural, 
lexical and semantic conflicts in various data sources, 
formation of an ontological knowledge base is a complex 
multi-step process. Therefore, the problem of integration of 
ontologies, providing finding semantic similarities between the 
elements of heterogeneous ontologies, is relevant in the field of 
information technologies [3]. 

There are different approaches for solving the problem of 
data heterogeneity in ontologies. However, they can generally 
be classified into one of two classes of solutions. The first class 
is a centralized solution, in which the basic ontology already 
built. Most of the known techniques for ontology matching are 
based on rules (rule-based), or on the methods of machine 
learning. Both approaches have drawbacks, such as ignoring 
developer’s information contained in the ontology class 
instances. A more serious drawback is the way in which these 
techniques treat the semantic components of ontologies while 
matching process [4]. 

By ontology alignment we understood the establishment of 
correspondences (or matches) between two or more 
heterogeneous ontologies and their storage / operation or a set 
with established correspondences, which is the result of a 
comparison of ontologies. 

Process of ontology alignment typically consists of the 
following steps (Figure 1). 

Fig. 1.  Process of ontology alignment 

Let s consider a formal definition of ontology alignment, 
borrowed from [5]. Ontology alignment process may be 
expressed by a function based on the E-set of all components 
such as e E and based on the set of potential O ontologies is a 
partial function [5] 

Xl�DEG m n ] n ] H m (3)

It should be noted that Xl�DEopoU holds for Xl�DE#M� ]�� ]�$. Once an alignment between different 
ontologies ]� and ]� is performed, then component M is 

aligned with component �, wherein Xl�DE#M$ 	 �. A pair of 
components #M� �$ that is not aligned yet and for which suitable 
alignment criteria still need to be checked is called a “candidate 
alignment”.  

Now consider an alternate way for formalization of the 
process of ontology alignment.  

Let ]� 	 hi�� j�k�and ]� 	 hi�� j�k be ontologies 
formalizing semantics of a certain domain P. Thus the 
ontologies ]� and ]� are the definite interpretations of the P. 
The domain P is considered as a set of facts f. So ontologies ]� 
and ]� are equivalent if and only if q� � _��EYo�#�$  �EYo�#�$ (where �EYor#�$ is an interpretation of a fact f 
pertaining to ontology O). 

Suppose � be an abstract measure of difference of 
interpretations 

 s	 s#_� ]�� ]�$, Δ ∈[0,1]�  (3) 
and � equals to 0 if and only if O1 ≡ O2 and increase 
monotonically with number f ∈ Ρ such that t#�EYo�#�$  �EYo�#�$$. So ontology alignment process lies in finding of a 
set of all possible pairs of �EYo�#�$u�EYo�#�$ where u∈ℜ = 
{⊂,⊆, ≡,⊃,⊇}. 

Hence the alignment of two ontologies is a set ` 	v�EYo�#�$u�EYo�#�$w, where Δ=inf(ranΔ) and ranΔ is a range 
space of for the O1 and O2. 

To find well-defined optimal alignment is very difficult 
task. The heterogeneity and ambiguity of data descriptions 
makes unrealistic the scenario in which those optimal 
alignments for many pairs of components will be considered as 
"best alignments by any of the existing alignment algorithms. 
Consequently the optimal alignment is often unknown, because 
there is no gold standard as a reference. 

The problem of ontology alignment is to find such a 
structure and allowed parameters that provide the optimal 
values for one or more quality criteria. Under criterion we 
understood system performance value regarding the goal. Thus 
each objective meets the criteria by which the degree of 
achievement of this goal can be estimated. Such optimization is 
called multi-objective. Typically, the optimization cannot be 
achieved simultaneously by all criteria, so the question which 
of the criteria preferable remains open. Numerical simulation 
of multi-objective tasks requires large computational cost and 
the very methods of multi-objective optimization regarding to 
in relation to ontology alignment are not sufficiently 
developed. So, researches in this direction have been actively 
carried out only in the last ten years [6].  

In this paper we consider the multi-objective optimization 
approach for ontology alignment. Simultaneous analysis by 
two quality criteria allows demonstrating superiority of our 
approach over some currently available approaches of ontology 
alignment. The time complexity of the algorithm is quadratic. 

II. SINGLE OBJECTIVE OPTIMIZATION FOR ONTOLOGY 
ALIGNMENT

Ontology alignment problem is solved by finding optimal 
weights of semantic similarity measures of concepts. So, 
consider ontology alignment problem as optimization task. In 
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[7] a combined approach for ontology alignment based on
swarm intelligence is suggested. Visualization this approach
for optimal ontology alignment is depicted on the Fig. 2.

Fig. 2.  Stages of optimal ontology alignment 

At the beginning, an alignment between different input 
ontologies O1 and O2 is performed based on WordNet. 
WordNet is a semantic network for English developed at the 
Princeton University. The dictionary consists of four major 
networks for significant parts of speech: nouns, verbs, 
adjectives and adverbs. The basic unit in the WordNet 
dictionary is not a single word, and the so-called synonyms 
(synsets), combining the words with a similar meaning and are 
essentially network nodes. Words that have several meanings 
are included in several synsets and can be attributed to a 
variety of syntactic and lexical classes. Tokens of different 
parts of speech are stored separately and the description for 
each part of speech have different structures. So definitions of 
informal ontological concepts are mapped to formal standard 
concepts of intermediate ontology WordNet. Then Latent 
Semantic Indexing was applied. Latent semantic indexing 
(LSI) is a data processing method in a natural language, 
analyzing the relationship between the collection of documents 
and terms occurring in them, associating with certain factors 
(subjects) all documents and terms. The LSI method based on 
the principles of factor analysis, in particular the identification 
of latent connections studied phenomena or objects. In the 
classification / clustering the method used to extract context-
dependent values of lexical units by means of statistical 
processing of large text blocks [8]. 

Consider operation sequence to optimize the alignment of 
ontologies maximizing the number of matches in the resulting 
ontology by application of swarm intelligence. 

Optimization method using swarm intelligence (Particle 
Swarm Optimization, further PSO) based on the modeling of 
the behavior of a population of particles in the space of 
parameters of optimization problem. This method was 
proposed by Kennedy. The proposed method is attractive and 
easy to implement in that during the computation of the 
gradient is not used. The method can be used for many tasks, 
including the training of neural networks, the search task 
minimum functions and tasks typical of genetic algorithms. 
Aligning ontologies  by discrete particle swarm method 
comprises a number of N particles (of the population). Thus, 

we have a number of iterations I. Commonly at each iteration 
the velocity vector is applied to each particle, which determines 
its new position in the parameter space. This evolution is due to 
controlled random repeated iterations within each particle. 

Swarm intelligence adapted for ontology alignment 
provides achievement of the following two objectives [7]: 

1. Identification of the best suitable alignment.
2. Maximize the number of matches in the alignment.
Swarm intelligence algorithm consists of three steps:

initialization, iteration  of particle swarm calculation and 
procedure for computing a new particle configuration and its 
update [7]. 

The calculation of an alignment starts with an initialization. 
In this initialization step, each particle is initialized with an 
arbitrary number of similarities. It also includes analysis, i.e. 
calculation of fitness value for each conformity and initial 
confirmation of personal best alignment. 

First, each particle has a position and speed and the position 
and the speed of each particle be updated. The updated speed 
vector is used to produce a new particle X . 

Let’s xyz be a particle that is represented as a vector, p
{1,…,N}, where g#z�{$ (for each j {1, ,k}) is a similarity. 
By similarity g#z�{$�we understand a pair of components (el, e2) 
meaning that el and e2 refer to the same real-world component 
[9]. 

Total number of similarities in an alignment in space one-
to-one may be at most n where E 	 1|}v~ �̂~� ~^�~w �1|}v~_�~� ~_�~w. 

Dimension of particle (k) is variable and k {1,…,n}. Let c#xyz$ be the fitness function of A alignment for a particle xyz. 
Each particle holds the configuration of the best alignment of 
dimensionality l � v
� � � Ew (pBest) according to F that is 
designated as [11] 

��yz 	 �e#z��$� e#z��$� � � e#z��$� (4)

where for each � � v
� � � lw, e#z��$ is a conformity. According 
to [7], the dimension l of the best alignment (pBest) does not 
necessary match to the dimension k of its current configuration. 

The best parameter configuration for any particle after 
swarm computation is denoted by [11] 

�y 	 ve�� e�� � � e>w (5)

where for each � � v
� � � bw� e0 is a conformity. Its dimension 
is m {0, ,n}. 

Now define the particle fitness vector using the matrix [11] cyz 	 � �#z��$ �#z��$g#z�0�$ g#z�0�$��� �#z�{$� g#z�0{$�  (6)

Moreover, fitness �#z��$ is confirmed on each

correspondence g#z�0�$. The vector is ranked according to its
fitness value. 

Now define the speed vector as an array of dimension 2 × k 
[11]: 
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��yz 	 � �#z��$ �#z��$g#z�0�$ g#z�0�$��� �#z�{$� g#z��{$� (7)�

where �#z��$ is mapped on each correspondence g#z���$.

Vector is ranked by �#z��$. Values �#z��$ are used to increase
the likelihood of those matches that are to be ranked in the 
particle, which is also available in the personal and absolute 
best alignments. Initially, for each g#z���$ and �#z��$ set 1.
This initialization is performed for all new correspondence 
joined to the particle during their evolution. Then  �#z��$ is

upgraded. Two parameters � �� and  � � �� are used for 

this purpose. If g#z���$  belongs to ��yz, then ! is added to�#z��$. If g#z���$ belongs to �yz, then # is added to �#z��$.

Then, every �#z��$ is multiplied by a universal random value�� � #��
$.
Now calculate constant set which will not be substitute 

during a random re-initialization wherein k (0,1) [11] c#z�{$ 	 �g#z�0�$~� � v
� � � d � dw� �� � �����|}��2��|}�cyz�� 
(8)  �#z�{$ 	 �g#z���$~� � v
� � � d � dw� l� � �����|}��2��|}���yz� (9)  

Consequently, the sets c#z�{$ and �#z�{$ contain such

matching particles that d � d are well evaluated and have the 
highest rank according to their values �#z��$, respectively.
Define the static set  J#z�{$ 	 c#z�{$ � �#z�{$�  (10)  
containing such matching, which are part of both sets c#z�{$ and �#z�{$. 

For more strict convergence with respect to optimal 
alignment additional secure set of correspondences is applyed, 
which will never be replaced in the particle: i#z��$ 	 �g#z0�$~�#z��$ � ��� (11)  
where $� (0,1) - is the threshold for fitness matching which are 
to be included in a secure set. Since there is a possibility of 
"jamming" in the local optimum for the alignment, value of $ 
must be chosen as small as possible. Each update algorithm 
first calculates the new length of the particle d� 'in accordance 
with the process of self-adaptation. Then, the particle retains 
the set i#z��$ \ J#z�{$,  replaces the remaining matching d� �~i#z��$ \ J#z��$~ by new random ones. This behavior ensures 
the convergence of each particle to the optimal (5), as static set 
is continuously increasing and deviation due to random re-
initialization are less drastic with the evolution of the swarm. 

The execution of the algorithm is an iterative, guided by 
development of particle swarm. Each particle can be evaluated 
and updated in parallel. It is the benefit of this approach [7]. 

The population in Particle Swarm Optimization is 
initialized with random particles and the candidate solutions or 
particles move around the search area with the aim to achieve 
optimal alignment.  

Results obtained during swarm intelligence calculations 
lead to different manipulations with concepts of ontologies: 

• if the concepts are equivalent, they represent the same
concept in the ontology, therefore they should be
merged;

• if one ontology concepts is a generalization of the
corresponding concept of other ontology, they should
be presented as a concept and subclass respectively.
Matching attributes are removed from the subclass,
because they will inherit characteristics of the
superclass;

• if one concept of integrated ontology corresponds to
several objects of the main ontology, then an
adjustment of the resulting ontology at the structural
level is performed. The concepts of one ontology are a
refinement of a corresponding concept of other
ontology. Such concepts should be submitted as the
subclass and class, respectively. Matching attributes
are removed from the subclass, because they are
inherited from the superclass;

• if two concepts of ontology are equivalent partially,
they have common subclass. It is their generalization.
Corresponding attributes are removed from the
subclass, because they will inherit the characteristics of
the generalized concept.

This strategy increases the search dimension, which is 
essential for finding the optimal solution. In the proposed 
approach, the mapping of less formal descriptions of concepts 
to the standard ontology concepts is performed. The advantage 
of the proposed approach is to minimize subjectivity 
introduced by man, by the method of calculation of weight 
coefficients particle swarm instead of setting a priori expert in 
the subject field. The use of the proposed approach to 
combining ontological knowledge allows us to solve the 
problem of automatic alignment and direct association of 
ontologies. However, it produces only a one solution for 
ontology alignment, because it is designed as a single objective 
optimization problem. This fact has motivated us to develop an 
approach where swarm intelligence is modeled as a multi-
objective optimization problem to reach several optimal 
solutions ontology alignment. 

III. MULTI-OBJECTIVE OPTIMIZATION FOR ONTOLOGY 
ALIGNMENT

Calculating the optimal measure of similarity for alignment 
is a difficult task, because its solution requires the use of 
reliable and efficient methods that allow getting comprehensive 
and accurate alignment. Consider the swarm intelligence 
method for ontology alignment, using multi-objective 
optimization approach. Multi- objective optimization or 
parallel programming is the process of simultaneous 
optimization of two or more conflicting objective functions in a 
given domain. Multi-criteria optimization task is formulated as 
follows [12]:  1|}�y v��#�y$� ��#�y$� � � �{#�y$w, � � x 

where the integer k 2 is the number of objectives and the set 
X is allowable set of decision vectors. Commonly the 
allowable set is determinated by constraint functions. To 
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compute vector-valued objective function the following 
expression is applied [12] �G x H �{� �#�$ 	 K��#�$� � � �{#�$L6

If some objective function is to be maximized, it is 
equivalent to minimize its negative. 

Multi-objective optimization task is to find a vector of 
target variables satisfying cash constraints and optimizing the 
function of the vector whose elements correspond to the 
objective function. These functions form a mathematical 
description of the satisfactory test. Hence, to "optimize" means 
finding a solution, in which the objective function would be 
acceptable to the director task [5]. 

Consider the set of data, wherein the data lines are different 
similarity coefficients and columns - the relations between two 
different ontologies. For subsequent combining these similarity 
coefficients in one metric optimum weights were obtained. The 
proposed approach is possible to find the set of weights that 
meet the criteria of similarity which allows obtaining an 
optimal alignment. In the process of evaluation of swarm 
intelligence generalized function was calculated ����� #]
�� ].�$ 	 ! �{ n c{#CXl�DE�0$¡{&�  � (12)� 
where ! �{¡{&� 	 
. 

If ���#]
�� ].�$ exceeds a threshold then CXl�DE�0  is a 
valid alignment. In such a way all valid alignments are defined. 
Subsequently, using these valid alignments and reference 
alignments objective functions are calculated.  

The approach consists of the following stages. 

A. Initialization
The population is called a swarm, and it is composed of m

number of appropriate solutions or particles. Each particle has 
n positions or cells comprising n weighting coefficients 
corresponding to n different similarity measures. An example 
of coding model particles having seven cells which are 
converted into seven weighting coefficients (normalized value 
of the cell) for seven similarity measures is depicted on Fig.3.  

Fig. 3.  i-th particle with seven positions is converted to seven weights 
according to the expression ��0 	 �RT! ��¢R£p , � � ��0 ! � 


Initially, for each cell of particles the value from 0 to 1 is 
randomly selected. Once selected primary swarms, calculated 
the corresponding values of fitness. The initial velocity of the 
particles of each cell is zero. The inputs to the proposed 
method are a swarm of 50 and weighting factors c1 and c2. The 

threshold value is chosen to be 0.5. The algorithm performed 
within 30 iterations. The time complexity of the algorithm is 
square. 

B. Objective function
C) The proposed approach works with multiple objective

functions: the accuracy and recall of the search. Accuracy is 
the criterion of correct alignment found in the resulting 
alignment. Recall is the criterion of finding the right alignment 
found from a given reference alignment. The criterion of 
"accuracy" is calculated by the following formula [13]: _ 	 ~¤~N~¤�¥~~¤~ �        �(13)�

Recall criterion is calculated according to the formula: � 	 ~¤~N~¤�¥~~¤~ � �(14)�

As proposed multi-objective Particle Swarm Optimization 
is implemented as minimization problem so first objective is 
computed as (1-precision) and second objective is computed as 
(1-recall). 

C. Next Generation Swarm is Produced by Evaluating the
Position and Velocity
Each cell or position represents the weight (normalized

value of the cell) with respect to the similarity measure. The 
cells inside the particles contain values from 0 to 1, and the 
speed of each gene are given zero values. Using the 
information obtained in the previous step, the position and 
velocity of each particle of each cluster are updated. Each 
particle keeps track of the best position it has reached, which is 
also called pbest. In terms of multi-criteria approach, the 
position is selected for pbest, whose adaptation of the particle 
dominates the other devices. And the best position among all 
particles called global best or gbest. In fact, when the particle 
moves to a new position at a rate that its position and velocity 
changes in accordance with equations 15 and 16 [14] [14]: ��0#Y � 
$ 	 � n ��0#Y$ � g� � �� � �f�MCY�0#Y$��0#Y$� ��g� � �� � �D�MCY�0#Y$ � ��0#Y$�       �(15)� ��0#Y � 
$ 	 ��0#Y$ � ��0#Y � 
$�       �(16)� 
where t – a time stamp, j-th cluster of i-th particle. Velocity ��0#Y � 
$ is calculated by usage of previous velocity ��0#Y$, 
pbest � gbest. Then a new position ��0#Y � 
$ is obtained by 
adding new velocity with current position ��0#Y$; c1 and *2 are 
set to 2, r1 and r2 are random values from the range from 0 to 1.  

After applying non-dominated sorting and crowding 
distance sorting to the archive, a Local Search is conducted for 
obtaining the better approximation of weights regarding 
optimal alignment. The Local Search algorithm is described in 
algorithm. In the Local-Search algorithm, the best particle 
replaces the worst particle of the new generation. 

IV. RESULTS OF MULTI-OBJECTIVE SWARM INTELLIGENCE 
OPTIMIZATION

The approach optimizes multiple objectives i.e. accuracy 
and recall is simultaneously optimized. Precision is a measure 
of correct alignment found from output alignment and recall is 
a measure of correct alignment found from a given reference 
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alignment, hi information retrieval particle from the archive. 
After applying non-dominated sorting and crowding distance 
sorting to the archive, a Local Search is conducted for 
obtaining the better approximation of weights regarding 
optimal alignment. The Local Search algorithm is described in 
algorithm 3. In the Local-Search algorithm, the best particle 
replaces the worst particle of the new generation [15]. 

The proposed algorithm has been applied on a randomly 
created synthetic dataset. Let us assume two ontologies with 
the form as depicted on Figure 4.  

Fig. 4.  Example of ontology alignment 

It is evident from the figure that ontology O1 has six 
components and ontology O2 has four components. Each 
component of ontology a has link with every other components 
of ontology b. As there are four links for every component of 
ontology a. Hence a total of twenty four pair-wise links are 
presented by associations. Although only the associations 
[e1O1; e1O2] and [e1O1; e2O2] are shown on Figure 4. The 
associations are given weight by the similarity value computed 
from the corresponding components. Then we randomly 
generate a similarity versus association matrix where seven 
similarity measures and twenty four associations are 
considered. The data matrix contains values between 0 and 1. It 
is assumed that an association is a correspondence if the mean 
of the seven similarity measures regarding the associations 
exceeds a threshold value 0.8. 

Visualization for the example of ontology alignment is 
shown on Fig. 5. 

From the equations 10 and 11 it is clear that high f- 
measure as well as low fall-out is always giving the best 
alignment solution. The maximum F-score generating 
candidate solution should have highest precision and highest 
recall. 

We’ve compared the suggested approach with single 
objective optimization by accuracy and recall (Table 1).  

Efficiency of the suggested approach for the criterion 
accuracy is 0,81428 (high). Again with respect to the f-measure 
the table shows that our method outperforms other single 
objective versions. The fall-out for the proposed method is 0 
which is less than good for on Single objective (acquisition) 
and Single objective (recall). Therefore, the proposed method 
establishes its efficiency 

Fig. 5.  Visualization of ontology alignment 

TABLE I.  RESULTS OF EXPERIMENTS

Approach accuracy recall f-measure
Optimization by two 
objective functions 
(multi-objective) 

0,81428 1,00 0,8976 

Optimization by one 
objective function 

(accuracy) 
0,7142 0,86 0,7803 

Optimization by one 
objective function (recall) 0,3333 1,00 0,0073 

V.  CONCLUSION

The problem of ontology alignment is to find such a 
structure and allowed parameters that provide the optimal 
values for one or more quality criteria.  

First, we’ve studied a single target particle swarm 
optimization for ontology alignment. Particle Swarm 
Optimization (PSO) is based on a number of search techniques, 
inspired by the behavior of natural swarms to solve 
optimization problems [9]. In Particle Swarm Optimization, 
particle filters candidate solutions (in our case candidate 
orientations). Population of these particles is called a swarm. A 
swarm comprises N particles to move to a D-dimensional 
search space. By dimensionality we mean the number of 
similarities in the current alignment. If dimensionality is equal 
to 0, then a alignment of particle is an empty. The object of the 
particle swarm optimization is followed by random particle 
population of the search for optimal solutions initialized by 
updating the generations. 

This strategy increases the search dimension, which is 
essential for finding the optimal solution. In the presented 
combined approach the dimension of the individual particles is 
updated at each iteration. The population size is much larger 
than the number of possible particle. The above approach has 
several advantages in terms of good accuracy, refinement of 
alignments over time and minimizing the human subjectivity. 
However, it produces only a single solution for ontology 
alignment, because it is designed as a single objective 
optimization problem. 

For this reason the approach based on multi-objective 
swarm intelligence approach for generating a local search for 
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weight vectors was implemented. Then, using these weights 
different similarity measures are aggregated to improve the 
ontology alignment problem. Here is an artificial dataset was 
used to analyze the performance of the proposed technique. 
Therefore, a comparison between the proposed study and 
earlier versions is performed. The simultaneous analysis of two 
quality criteria enables to demonstrate efficiency of our 
approach for ontology alignment. The algorithm is 
characterized by square time complexity. 
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Abstract—The tool TransPlaceSim was created for secure, easy 
to use and easy to extend tool to create, simulate and evaluate 
Petri net models. The paper deals with a new form of evaluation 
added to this tool which is evaluation of fuzzy Petri nets. In the 
first part, there are descriptions of Petri nets, fuzzy logic and 
possibilities of using fuzzy logic in teaching. Consequently, the 
tool TransPlaceSim is introduced and how to create fuzzy models 
in it, while the study is applied on an example from the field of 
teaching. In the end it describes the way this tool evaluates fuzzy 
Petri nets. 

Index Terms—Petri nets, fuzzy logic, modeling, simulation, 
Petri net tool. 

I. INTRODUCTION

For the past few years, the Petri nets (PN) have been 
successfully applied in various fields. As a tool for system 
simulation Petri nets are one of the most used methods for 
modeling and simulating system processes in various areas. 
They are useful in modeling as they combine discrete events 
and continuous events in an easily comprehensible manner. On 
one side, they are appropriate for modeling of discrete parts of 
systems and to provide discrete abstraction of continuous 
behavior. On the other hand, generalized stochastic Petri nets 
can dynamically describe a system and they have good detailed 
simulating ability [1]. 

Classic Petri nets are defined as structure N = (P, T, A), 
where P is a set of places, T is a set of transitions and A  (P × 
T)  (T × P), where (  t  T)(  p, q  P)(p, t),(t, q)  A.

PN represents an oriented bipartite graph containing two
types of knots: places and transitions, which are mutually 
linked by arcs. Each transition may have a non-negative 
number of input places and a non-negative number of output 
places. Each place contains a non-negative number of tokens 
and has a designated maximum capacity. Each arc is reviewed 
by a non-negative number that represents its weight. 

The transition can be activated only if the number of tokens 
in entry places is greater or equal to weight of arc and the 
number of tokens plus the arc´s weight is less or equal to 
capacity of exit place [2] [3]. 

Fuzzy Petri Nets (FPN) are described as a kind of computer 
system model with strict mathematical theory support that can 

describe synchronisation, parallel and fuzzy data. 
Indeterminancy and fuzziness of real world can be described 
reasonably and conduct uncertain inferences [4]. 

FPN is an extension of PN, a bidirectional graph with 
places and transitions like PN. In FPN, markings are associated 
with a real value between 0 and 1. FPN is a promising tool for 
modeling of educational processes and expert systems and is 
suitable for representation and reasoning of fuzzy knowledge. 
Authors Z. Balogh and C. Klimeš in their work Modelling of 
education process in LMS using Petri nets structure have 
defined FPN structure as a 10-tuple: 

FPN = (P, T, D, I, O, f, α, β, λ, HFT), where P = {p1, p2, ..., 
pm} is a finite set of places, T = {t1, t2, ..., tn} is a finite set of 
transitions, P ∩ T = Ø corresponding to the execution of FPRs, 
D = {d1, d2, ... dm} is a finite set of propositions of fuzzy 
production rules (FPRs), P ∩ T ∩ D = Ø, |P| = |D|, di (i = 1, 
2, ..., n) denotes the proposition that interprets fuzzy linguistic 
variables, such as “normal”, “thorough”, “difficult”, 
“extraordinary”, as in our model, O is an output incidence 
matrix, f = {μ1, μ2, ..., μn}, where μi denotes the CF of Ri, 
which indicates the reliability of the rule Ri, and μi  [0, 1], α : 
P → [0, 1] is the function that assigns a token value between 0 
and 1 to each place, β: P → D is an association function, a 
bijective mapping from places to propositions. λ: T → [0, 1] is 
the function which assigns a threshold λi between 0 and 1 to a 
transition ti, and HFT = {hft1, hft2, ..., hftn} is a finite set of 
HFT, where I(hft) = 1 and O(hft) = 3 [2]. 

A. Fuzzy logic
The set theory states that a subset A of a set X is defined by

a characteristic function cA that maps elements of X to 
elements of set {0, 1}. Statement truth x  A is determined by 
the ordered pair (x, cA(x)), where cA(x) is a characteristic 
function that determines whether x belongs to set A or not. In 
fuzzy theory, a subset A from a set X  is characterized by the 
membership function mx that maps elements of X to values 
from interval [0, 1]. The grade of the statement truth x  A is 
determined by a set of ordered pairs (x, mx(x)), where mx(x) is 
the grade of membership of x in set A. Fuzzy logic defines a 
concept of sets with imprecise boundary between the 
membership and the  non-membership elements [4]. 
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Fuzzy knowledge systems are composed of conditional IF-
THEN rule groups. For a designer who understands the system 
it is easy to write the rules and he might add as many rules as it 
is needed for an adequate system description. Unlike in binary 
logic, in fuzzy logic the truth is expressed as a level of veracity. 
Fuzzy systems rely on a member function which calculates the 
value between 0 and 1. The level of expression veracity is 
determined by the value between 0 and 1 [5]. 

Fuzzy IF-THEN rule is a concept used to describe logic 
dependence between variables in the following way: 

IF X1 is A1 AND ... AND Xn is An THEN Y is B 
where X1..Xn and Y are variables and A1..An a B are 

values of the variables. They are often specified linguistically.  
The point of the fuzzy logic is to map a group of input to a 

group of outputs while the main mechanism is the group of IF-
THEN rules. All rules are evaluated in a parallel way and 
random order. The rules are important because they refer to 
variables and values they acquire. Before building the system 
that interprets the rules, it is essential to define the concepts 
that are going to be used and define the adjectives that describe 
them [5]. 

II. TOOL TRANSPLACESIM

The program was written in C++ programming language 
and created with IDE MS Visual Studio 2013. The program has 
used DirectX 11 API for graphics. A reliable, easy to use and 
easy to expand tool was needed to be created to simulate and 
evaluate Petri nets. The basic parts of Petri nets are places, 
transitions and arcs. To insert these elements into a model, the 
keys P for places, T for transitions were needed to be pressed. 
The mouse has been clicked where elements had to be inserted. 
To connect elements with each other, the key A was pressed 
and a place or a transition was clicked to start creating an arc. 
Then the element was clicked to which this arc should point. 

It was possible to zoom and to shift the view of the model 
with the middle mouse button. With tabs View and Settings 
one could change the appearance of the model and its 
environment.  As standard, a name display and a current 
number of tokens to capacity had switched on. For transitions it 
was its name and for arcs its weight. 

By clicking with mouse on a specific element (place, 
transition or arc) properties window would open in the upper 
right corner. 

Properties for places were its name, start token count, 
actual token count, capacity, position (x, y) and sliders which 
allowed setting the place name position and place name 
distance. 

For transitions its name, time type, position and sliders 
which allowed setting the transition name position and 
transition name distance. Time types determine whether 
transition should be activated when it met the activation 
conditions. Immediate transition has been activated. 
Deterministic transition has been activated only if no other 
transitions could be activated in that step. Stochastic transition 
has been activated only if its random time dropped to zero in 
that step. 

For arcs it was the weight that specifies how many tokens 
should have been removed or added to places, type of arc, 
information about what place and transition this arc connects 
and sliders which allowed setting the arrow data position and 
arrow data distance. Arc types can be standard, inhibitive and 
test types. A standard one removed or added tokens according 
to the arc´s weight after transition activation. Inhibitive arc 
could point only from place to transition, did not remove 
tokens from place and allowed transition activation only when 
its weight was higher that the number of tokens in a place. Test 
arc was used only to test whether a transition can be activated, 
but did not remove nor add tokens to places. 

Thanks to these element properties it was possible to create 
nearly all Petri net types in this program except for colored 
Petri nets. 

When selecting Simulation tab, simulation menu was 
displayed. By pressing the Reset simulation button the actual 
token number of each place was set to starting number of 
tokens. By pressing the Step forward button, one simulation 
step has been completed. Simulation started by pressing the 
Play button. The running simulation has been highlighted with 
a red window border. Simulation has been stopped by pressing 
the Stop button. The slider served to set the simulation 
animation speed. 

During simulation, transitions have been activated 
according to activation rules derived from Petri nets definition 
and according to transition time types. 

A. Model evaluation
The tool TransPlaceSim enabled several evaluation

methods of created models. By clicking on Formalisation tab, 
menu with all possible evaluations has been displayed. The 
new evaluation added to this tool was Display Fuzzy 
conditions. With the evaluation it has been required to create a 
correct model and to specify input and output places. Then the 
program has created IF-THEN rules for this model according 
to the model and defined input and output places. 

Different articles have described different representations 
of fuzzy Petri nets. Some used transitions as conditions where 
input places were input variables, arcs represented values of 
these variables, output places were output variables and output 
arcs were represented by values of these variables [6]. In the 
program TransPlaceSim a different representation has been 
used. The group of places represented the input variables, and 
the transitions that used these places as input represented the 
values of these variables. The second group of places 
represented the values that this model may acquire [1]. 
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Fig. 1.  Example of a fuzzy Petri net. 

Thanks to this approach it was possible to create a multi-
level fuzzy models that may contain not only AND rules but 
also OR rules and thanks to inhibitive arcs negations as well 
(NOT, NAND and XOR) [10]. 

Fig. 2.  Example of logic functions with Petri nets 

To get fuzzy rules from the model it had to meet several 
conditions.  

� Output places may not have output arcs.
� No loops may be presented in the model.
� Arc´s weight can only be 1 and arcs can be only

standard or inhibitive.
� Place capacity must be 1.
� Transitions cannot be stochastic or deterministic.

B. Calculation of possible input combinations
As mentioned above, when evaluating fuzzy models all

possible input combinations were written. This process could 
become slow because with a greater number of input variables 
and values they may acquire, the number of combinations was 
exponentially increasing. 

A number of all possible combinations has been the result 
when the numbers of all values have been multiplied. These 
variables can acquire k = ∏ xi. Where xi is number of all 
transitions that came out of i-th place. 

III. EVALUATION OF EDUCATIONAL PROCESSES: CASE STUDY

In the article Possibilities of modeling web-based education
using IF-THEN rules and fuzzy Petri nets in LMS and in the 
book Modelovanie procesov pomocou Petriho sietí is an 
example of Fuzzy Petri net that describes modeling of 
educational processes specifically modeling of students´ 
knowledge that we used as an example [11] [12]. 

Serial machines are suitable for the description of the 
teaching process behavior, however, they have several 
limitations. Petri nets that originated on the ground of modeling 
possibilities of serial machines are used for these given 
purposes. 

Formal description complemented by a visual graphic 
depiction is one of the advantages of Petri nets, therefore, we 
would use them to model teaching processes. Petri nets allow 
designing an accurate specification of teaching process and 
also allow removing ambiguity, vagueness and contradiction 
from the model. Moreover, Petri nets have also defined 
mathematical base that can be used in different software tools 
for teaching process analysis [7]. 

These articles describe the creation of a model from 
designed rules. In TransPlaceSim we can get back rules from a 
model. 

Fig. 3.  Fuzzy Petri net with Knowledge output 

In the example, the creation of IF-THEN rules has been 
mentioned on which authors have created a model of a fuzzy 
Petri net. Output of this model was the knowledge which has 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 150 12-14 Oct 2016, Baku, Azerbaijan



been defined with 10 rules. When the model has been created 
in TransPlaceSim and fuzzy condition evaluation was used, 
output for all possible combinations of input values were 
gained and with this, the outputs that authors have not defined. 

Knowledge defined in example [5]: 
IF (environs = very bad AND concentration = low) THEN 

knowledge = very poor 
IF (environs = bad AND length of learning = very long) 

THEN knowledge = poor 
IF (environs = good AND reading = extraordinary AND 

attitude = low) THEN knowledge = poor 
IF (time of teaching = suitable AND reading = thorough 

AND theory = very much) THEN knowledge = good 
IF (reading = difficult AND theory= a lot of AND attitude 

= average) THEN knowledge = poor 
IF (memory = good AND length of learning = adequate 

AND theory = adequate) THEN knowledge = good 
IF (time of teaching = suitable AND memory = good AND 

theory = adequate) THEN knowledge = very good 
IF (time of teaching = very short AND reading = difficult) 

THEN knowledge = very poor 
IF (motivation = high AND memory = very good AND 

time of teaching = suitable) THEN knowledge = excellent 
IF (reading = thorough AND attitude = adequate AND 

theory = adequate) THEN knowledge = excellent 
After evaluation in TransPlaceSim one of the conditions 

was: 
IF (motivation = high AND memory = very good AND 

reading = difficult AND attitude = average AND theory = very 
much AND time of teaching = suitable AND length of teaching 
= very long AND environs = very bad AND concentration = 
low) THEN ( 1.00*(Excellent AND Poor AND Very poor) ). 

The result has been achieved because some conditions did 
not exclude each other. Combination of these rules could result 
in all of the outputs already learned. Another strange result has 
been achieved for: 

IF (memory = good AND reading = normal AND attitude = 
average AND theory = average AND time of teaching = 
suitable AND length of teaching = adequate AND environs = 
bad) THEN ( 1.00*( Unspecified) ). 

The term unspecified means that the combination of inputs 
did not result to any output or that network got stuck before a 
token reached one of the output places. This state can occur if 
the author of the model does not think of all possible input 
combinations. 

All possible combinations of input values resulted from the 
number of input variables and values they may acquire. 

Memory = {very good, good} 
Theory = {average, a lot of, little, very much} 
Reading = {normal, thorough, difficult, extraordinary} 
Length of teaching = {adequate, very long} 
Attitude = {low, average, high} 
Time of teaching = {suitable, improper} 
Environs = {good, bad, very bad} 
If in this case all values were multiplied, input variables 

would acquire (k = ∏ xi), number of combinations was 

possible k = 2*4*4*2*3*2*3 = 1152. With this number of 
possible combinations calculation took 3 min 9 sec. 

A. Evaluation algorithm
The program first needed to find out whether the model met

the conditions to consider it to be a fuzzy model. Then it 
calculated the maximum number of steps required to reach the 
final level of fuzzy net. The number of steps was required for a 
method that calculated the probabilities of individual steps. The 
program then created all possible combinations of input values. 
Finally, for every combination of input values the 
combinations were written as well as the output results for 
these combinations. Pre-processing and evaluation of data can 
be solved by different algorithms [13]. 

IV. DISCUSSION

The object of the research was a creation of a system model 
which is one of the most spread activities of people from the 
beginning of their existence. Generally, it can be said that our 
vision of the world is a model of the reality that is the outside 
world which can be explored. When modeling, we refer to 
accessible information. The created model represents the 
formalized knowledge about the modeled system from the 
exploration point of view and it usually covers that part of the 
description which is needed for the given purpose. The model 
always draws upon a certain subset of our knowledge that is 
incomplete. It is possible for us to model only what we are able 
to understand and describe. Then simulative modeling 
represents a process of knowledge transformation from a 
mechanically non-acceptable representation to a representation 
acceptable by a computer. 

When simulating arbitrary processes with Petri nets, 
occasionally, there is a need to display the state which might or 
might not occur. To create such a network, it is possible to 
draw upon the standard logic and fuzzy logic. The advantage of 
a fuzzy logic application into Petri nets is an easy 
comprehensibleness and a sophisticated mathematical tool, a 
relatively simple design and a modularity of process modeling 
solution.  

The tool TransPlaceSim to model Petri nets has been 
expanded by IF-THEN rules evaluation. The application has 
checked all the conditions of the model in order to consider it 
to be a fuzzy model. The tool calculated which number of steps 
was needed to end the fuzzy nets. From the number of steps 
needed to end the nets, the likelihood of individual state 
achievement has been calculated. It has resulted in all possible 
combinations of output values. It is possible to use the tool in 
all specific processes, for instance the process of students´ 
education, or students´ knowledge based on certain input 
information. Rules might be possible to use in designed expert 
systems. 

V. CONCLUSION 

There are several tools for PN simulation but none of them 
has formalisation ability. The aim of this paper was to describe 
the creation of modeling and simulating tool for Petri nets and 
its Fuzzy module through which it would be possible to model, 
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simulate, evaluate and create IF-THEN rules based on defined 
criteria. It also describes the specific example of student´s 
knowledge modeling and its states in which it may be found. 
Based on the achieved results, it can be noted that the tool 
TransPlaceSim was functional and it was creating rules from 
the designed IF-THEN model. In the future, there are plans to 
develop the model by other possibilities in order to model and 
consequently simulate educational processes. 

In the future we would like to expand this program for 
more options and functions so that we can model and simulate 
educational processes. We would use TransPlaceSim to create 
a model of educational environment Moodle used on our 
university. We would simulate student usage of this 
environment, use Fuzzy functions to monitor their test results 
and then improve courses, tests and overall curriculum. First 
course that this should be used on is the course Operating 
systems. 
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Abstract—The article considers the experience of OLAP-
technology in solving optimization problems of the city transport 
system. The authors proposed a conceptual decision support 
scheme to optimize the transport-road network parameters. The 
developed system provides the possibility of intelligent analysis 
and decision-making based on OLAP-technologies and 
simulation models. 

Index Terms—intelligent analysis, OLAP, transport network, 
simulation modeling. 

I. INTRODUCTION

Urban mobility is rapidly becoming one of the greatest 
challenges facing developed and developing countries. 
Transport is estimated to be responsible for nearly a quarter of 
global energy-related CO2. There are also rising concerns 
about its impact on the quality of urban life, including social 
inequities, and about the effects of its pollution on health and 
buildings. 

Overall demand for transport activity (for both passenger 
and freight) is growing rapidly, and it is predicted to roughly 
double between 2005 and 2050. The global vehicle fleet is set 
to multiply three or four-fold in the next few decades, with 
most of this growth set to occur in developing countries. There 
is a growing consensus on the need for more sustainable 
patterns of transport activities [1]. Achieving effective and 
long-lasting improvements in road safety has been attained in a 
number of countries that have adopted a broad approach 
addressing many dimensions of road safety.  

As it is indicated by the WHO Global Status Report on 
Road Safety 2015, plateauing of the road traffic deaths despite 
a 4% increase in global population and a 16% of motorization 
in the past few years shows that implementation of road safety 
measures has led to saving lives. It was stated that almost half 
of all deaths on the world’s roads are among those of the least 
protected – motorcyclists (23%), pedestrians (22%) and 
cyclists (4%). As it is pointed out in the WHO report, not 
enough attention is paid to the needs of pedestrians, cyclists 
and motorcyclists, although the number of road traffic deaths 
among them achieves 49% worldwide [2]. 

Considerable growth of the city traffic intensity leads to a 
deterioration of traffic conditions, leads to an increasing 
number of road accidents and accident victims, and, generally, 
to the rapid deterioration of the city transport service quality. 

According to statistics, over 60% of all accidents occur in cities 
and in other settlements. Moreover, 30% of all accidents 
concentrate at the city. Urban traffic control schemes often 
have to be modified in response to the following factors: 
emerging of new attraction centers and residential areals, 
reconfiguration of road-street networks and public transport 
route network. The most important thing is to consider these 
factors at a constant growth of motorization. In these cases, the 
rational administrative decision can be received by means of 
intelligent transportation systems, including, simulation models 
and OLAP-technologies [3]. 

II. DECISION SUPPORT SYSTEM FOR CITY'S TRANSPORT
SYSTEM MANAGEMENT 

Since the quality of decisions in managing of large systems 
depends on the quality of information, adequately selected 
methods of its analysis, and effective tools, this calls for 
creating of decision support systems (DSS). 

Good governance not only improves the economic 
performance of the system, but also need for solving social 
problems by improving public transport services and to reduce 
the negative impact of the transport complex on the 
environment.  

The structure of DSS essentially depends on the kind of 
objectives to be tackled, on the available data, information and 
knowledge and also on the system’s users. Therefore a DSS 
consists of three main parts: (1) a data system for collecting 
and storing of information obtainable from internal and 
external sources; as a rule it is a data storage, (2) a dialogue 
system affording the user to set the data to be selected and 
methods for their processing, and (3) a system of models, i.e. 
ideas, algorithms and procedures permitting to process and 
analyze the data. The user has a certain experience, is aware of 
the situation and is motivated by certain considerations when 
selecting the data. The data are processed using various 
procedures, ranging between mere search to statistical analysis 
and nonlinear optimization. 

Since decision making is based on the real data of the 
object under management, both analysis and adopting of 
strategic decisions require aggregate information available 
from a specially created data storage (DS). DS are formed for 
integrating, actualizing and coordinating of the operative data 
from heterogeneous sources in order to arrive at a single, non-
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controversial view of the object as a whole. DS contain the 
information collected from several operative databases of an 
on-line transaction processing systems (OLTP). The core of a 
road situation control center is a multi-dimensional intelligent 
data model (an OLAP cube) which collects, stores and 
formalizes the road network parameters (Fig. 1 a,b). An OLAP 
cube is a term that typically refers to multi-dimensional array 
of data. The term cube here refers to a multi-dimensional 
dataset, which is also sometimes called a hypercube if the 
number of dimensions is greater than 3. 

In database theory, an OLAP cube is an abstract 
representation of a projection of a relational database 
management system RDBMS (relational database management 
system) relation. Given a relation of order N, consider a 
projection that subtends X, Y, and Z as the key and W as the 
residual attribute. Characterizing this as a function, F(X, Y, Z) 

W, the attributes X, Y, and Z correspond to the axes of the
cube, while the W value into which each (X, Y, Z) triple maps
corresponds to the data element that populates each cell of the
cube.

Storing of information as an OLAP cube and its subsequent 
processing will make it possible to precisely assess the 
dynamics of street road network (SRN) parameters in different 
dimensions (number of transport vehicles, road section, season 
of the year, average speed, availability of traffic lights, etc.). 
By analyzing the information on varying road parameters 
within the day time, week day, and month it is possible to 
forecast probable changes in road situations in the future. 

a) 

b) 

Fig. 1.  OLAP cube: a) the “kind of transport” dimension; b) the “time of day” 
dimension. 

Besides, modeling of variants of possible solutions with 
varying system parameters allows selecting the optimal 
parameters and creating a database of best solutions at fixed 
parameters of the transport flow and external environment. 
Such bases serve for operative decision making in the case of 
transport emergencies. The intellectual core of the DSS is often 
composed by simulation models, which affords not only to 
make a qualitative analysis of the processes but to investigate 
the consequences of variations and select the variant satisfying 
all preset limitations to obtain the system parameters optimal 
for the preset conditions [3]. 

The software, developed for this purpose, allows to 
construct models reflecting the processes as they actually 
occurred and then to conduct a series of virtual experiments by 
setting the model time. In so doing the process can be 
investigated both in a single test and by setting a certain 
multitude of tests, thus selecting the optimal process 
parameters. The results will be determined by their random 
character. To select the optimal management of transport 
systems by DSS, series of simulation models experiments are 
conducted. Such experiments allow predicting the 
consequences of modifications taking into account many 
factors that reflect the trends of economic system development 
of the city and region [4, 5]. 

III. OLAP-TECHNOLOGY WHEN PROCESSING BIG DATA

For safe functioning of transport system the infrastructure,
in particular the street-road network (SRN) needs advance 
development, or, at least, it should correspond to changes of 
automobilization level. As the international experience shows, 
the problem of formation of many kilometers congestions and 
traffic jams often is result of irrational management of 
transport system. 

It is very hard to predict traffic intensity changes caused by 
reconstruction of sections of roads, construction of new centers 
of passengers’ attraction and new residential districts. The 
reason is that it is necessary to consider a large number of 
stochastic factors. In most cases, the reconstruction of the SRN 
is carried out without taking into account the growth of traffic 
density and intensity flow. Therefore such measures as 
expansion of the road network, construction of new turns and 
additional lanes do not have any positive effect and in some 
cases lead to a deterioration of the situation on the roads. A 
comprehensive solution of these problems can be provided by 
the use of intelligent transport systems (ITS), both through 
information services, and through the means and methods to 
perform data mining and make decisions based on it. 

It is evident that the ITS plays an important role in 
optimization of the transport system operations [6]. It promotes 
the sustainability of the environment [7], diminishes the 
negative impact of the transport complex on the environment 
and also the energy consumption [8]. Nowadays the ITS has 
turned into tool in transport planning being used for surveying 
[9], decreasing of traffic congestions [10], and planning of 
shared vehicle use [11]. 

To identify origins of adverse situations in SRN the full-
scale researches are conducted, after then the data are analyzed. 
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At the same time fast access to data is provided by means of 
OLAP-technology. Multidimensional data model (OLAP) is 
used for the accumulation and processing large amounts of 
operational information that is a basis for making management 
decisions.  

The study of the transport flow parameters allows 
determining the condition of the road network and the 
problems that must be solved to improve the situation on city 
roads: congestion of traffic lanes; average flow rate in the 
section of the street-road network; traffic density; flow rate; 
ecological parameters of the environment near the roadways 
and highways. 

IV. INTERFACE'S DESIGN FOR OLAP-REQUESTS 
IMPLEMENTATION 

Data storage in the form of an OLAP-cube allows quickly 
and with a high accuracy receiving dependence of parameters 
of the movement on different factors (the number of vehicles, a 
road section, a season, average speed, existence of the traffic 
lights, etc.).  

The set of attributes, that are the part of an OLAP-cube, is 
conditionally divided into 2 groups: (1) Dimension table that 
are used as criteria for the analysis and form multidimensional 
space of an OLAP-cube. Sections (hyperplanes) of a cube are 
received by means of fixing of values of measurements. Each 
section represents the certain data query including 
aggregations, and (2) Fact table – functions which serve for 
formation of queries. 

The elements of a dimension can be organized as a 
hierarchy, a set of parent-child relationships, typically where a 
parent member summarizes its children. Parent elements can 
further be aggregated as the children of another parent.  

Conceiving data as a cube with hierarchical dimensions 
leads to conceptually straightforward operations to facilitate 
analysis. Slicer is a term for a dimension which is held constant 
for all cells so that multi-dimensional information can be 
shown in a two-dimensional physical space of a spreadsheet or 
pivot table. Each cell of the cube holds a number that 
represents some measure of the research areas, such as: traffic 
intensity, the number of accidents and average speed of vehicle 
flow.  

The two basic hierarchical operations when displaying data 
at multiple levels of aggregations are the “drill-down” and 
“roll-up” operations. Drill-down refers to the process of 
viewing data at a level of increased detail, while roll-up refers 
to the process of viewing data with decreasing detail [12]. 
Besides, such operations are applied as: slice - this operation 
selects one particular dimension from a given cube and 
provides a new sub-cube; dice – this operation selects two or 
more dimensions from a given cube and provides a new sub-
cube; pivot – this operation is also known as rotation. It rotates 
the data axes in view in order to provide an alternative 
presentation of data. In our case as the set of attributes were 
taken such indicators as: city, area and street, time of year and 
time of day. These attributes allow most clearly showing the 
situation that can occur in areas of SRN. 

Multidimensional Expressions (MDX) is a query language 
for OLAP databases, which provides a specialized syntax for 
querying and manipulating the multidimensional data stored in 
OLAP cubes [13]. MDX has become the standard for OLAP 
systems. 

select{ 
[Season].[Times].[All].[Spring] on colums  
[City].[Area].[Street].[All].Children on rows 
} 
from [intensity] 
The following example shows a query that uses the select 

statement. This query returns a result set that contains the road 
traffic intensity in the chosen season and days, and also on the 
selected streets and avenues (Fig. 2). 

V. THE MODULE ARCHITECTURE AND ITS IMPLEMENTATION

One of the main conditions of successful management is
up-to-date and qualitative information. For work with data the 
special interface has been created. It provides information input 
and its administration. Besides, users can create queries and 
obtain the necessary data for the intellectual analysis. The 
architecture of this system is presented in Fig. 3. 

For implementation of OLAP cube the hybrid option has 
been chosen. Hybrid OLAP is a combination of both ROLAP 
(Relational OLAP) and MOLAP (Multidimensional OLAP). It 
offers higher scalability of ROLAP and faster computation of 
MOLAP. HOLAP servers allows storing the large data 
volumes of detailed information. 

System administrator is responsible for input and update of 
information. He refreshes data in dimension tables, and also 
adjusts the fact table, if new queries are necessary for users. 
The data for multi-dimensional analysis you can obtain directly 
from the database. The special utility of formalization of the 
chosen data array is used for this purpose.  Reporting Services 
(SSRS) allows creating reports for a large number of data 
sources. This service has a full range of tools for creation, 
management and delivery of reports. SSRS has API interfaces 
that help developers to make integration or to expand 
possibilities of data processing and reports in user applications. 
The Reporting Services tools are completely integrated with 
the SQL Server tools and components [14]. 

This architecture was a basis for creation of the program 
module which allows output data on all possible measurements 
of an OLAP-cube for the intelligent analysis. One of such 
forms is shown in Fig. 4. 

Fig. 2.  Example of formation of query. 
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Fig. 3.  The system’s architecture. 

In upper part of a form it is possible to choose attributes 
which are necessary for receiving a data slice. Such attributes 
are: city, site and season. Selections of attributes can be varied 
for display of the necessary data slice. You can save these data 
for later use in the simulation model. 

You can also use the technique of data analysis, which is 
based on an integrated use of technology online analytical 
mining knowledge and data mining methods, allowing 
expanding the analytical capacity of the system for decision 
support [15, 16]. The use of intelligent data analysis methods in 
parallel with the OLAP allows obtaining some new results. 

There is the possibility of using a variety of Data Mining 
methods in relation to the collection of records to find similar 
values [17]. It will allow, for example, if the array of reports on 
certain periods of time is created, to find common features 
between the current situation and a situation which was already 
found earlier. So, you can evaluate efficiency of decisions in 
the past and predict possibilities of future projects. It will allow 
increasing quality of decision-making in the current time. For 
example, after the choice of year, month or date - you can look 
what was a situation in a certain place and to predict it in the 
future. 

VI. THE CHOICE OF DATA AND CARRYING OUT EXPERIMENTS 
ON THE SIMULATION MODEL 

An example of such solutions can serve as the project to 
develop the ITS for the city of Naberezhnye Chelny, the 
second largest and population city of the Republic of Tatarstan, 
a major industrial center, an important transport junction of the 
Republic. As far as Naberezhnye Chelny is the developing city, 
it is characterized by the increased level of motorization 
(approximately 300 vehicles per 1 thousand residents). 

Fig. 4.  Application form. 

According to its purpose and transport loads, one of the 
“problem” areas of Naberezhnye Chelny city it is possible to 
allocate the intersection of the North-Eastern suburb of 
Druzhba Narodov (Fig. 5). Average speed of the traffic on this 
section is 35-40 km/h. The intersection has a complex 
configuration in view of the fact that Avenue of Druzhba 
Narodov is at a virtually perpendicular position relative to three 
major avenues (Moscow, Mira and Syuyumbike), at the same 
time it has two intersections with Prospekt Syuyumbike, 
forming a triangular junction configuration. Besides, there are 
three turns on the section. Thus, the plot has six crossing points 
with a counter-flow traffic. 

According to statistical information of traffic safety 
department, this is a place of concentration of road accidents. 
In peak time this site does not cope with a transport flow: 
congestion occur, often there are serious traffic jams. Drivers 
spend a lot of time for maneuver on turns because of a huge 
flow of vehicles. These dangerous problems arise in view of 
the non-optimal organization of transport flows. The situation 
was aggravated in connection with input of a new site of a tram 
route network. Application of the OLAP technology to work 
with data on movement parameters, allows making the detailed 
analysis of the stretch of road (Fig. 6). 

Results of experiments on model have shown that the 
geometry of the studied stretch of road negatively affects the 
traffic characteristics, because it is not corresponding to traffic 
flow parameters. To improve the situation, we proposed a new 
version of optimized configuration of the intersection of 
Avenues Syuyumbike and Druzhba Narodov. It was offered to 
organize a circular motion that allows to reduce number of 
conflict points (elimination of turns) on this road section. 
Besides, we have suggested to apply at the adjacent 
intersection (Avenues Druzhba Narodov and Mira) traffic light 
regulation with alternative number of phases, i.e. set of the 
main and intermediate traffic light steps. 

The analysis of results of research of this site has shown 
that the most acceptable option is the organization on a site of a 
circular motion. Table 1 summarizes the traffic light stage 
changes with the adaptive control, depending on the traffic 
density. The research results of the studied crossroad are shown 
in Table 2. These data demonstrate that parameters of traffic of 
studied stretch of road could be greatly improved. 

VII. CONCLUSION

The research findings have demonstrated a considerable 
influence of motor transport to urban quality of life. It has been 
established that the problem should be approached 
comprehensively. 

Fig. 5.  Scheme of the simulated junction of the road network. 
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a) 

b) 

Fig. 6.  Simulation model \) before optimizations; b) after optimizations. 

Design and technological solutions to improve the 
environmental performance of vehicles should be combined 
with the rational management of transport complex. The 
growing volumes of data increase the importance of analyses, 
most of which are built on OLAP principles. Application of 
data mining and simulation modeling to optimize the transport 
network will allow for more timely and efficiently to solve 
problems related to road network. It has been established that 
constructive and technological decisions and transport complex 
rational management should be approached comprehensively. 
Simulation modeling can help to identify the optimal 
parameters for the transport flow and find rational managerial 
solutions. 

TABLE I.  TRAFFIC LIGHT PHASE CHANGE ON THE CROSSROAD 
DEPENDING ON THE TRAFFIC DENSITY 
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95% 85 41 38 3 3 
82% 83 37 40 3 3 
74% 82 35 41 3 3 
61% 81 32 43 3 3 

TABLE II.  CALCULATED PARAMETERS OF STUDIED STRETCH OF ROAD 
NETWORK 

Designation of Parameter Value Prior to 
Any Changes 

Value after 
Changes 

Average speed along studied stretch of 
road, km/h 35 43

The number of stops per unit time, pcs. 6 2 
Traffic flow density, % of road area 92 67 
Average duration of travel on the stretch 
of road, min. 4 1,4
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Abstract— The most important thing in using the ordered 
weighted averaging (OWA) operator which can easily describe 
the mental model of an Decision Maker (DM), is to characterize 
OWA weights. Determination of OWA weights cannot provide a 
characterization by itself. If we want to generalization and 
reusability of the OWA weights to aggregate various sized 
objects, we have to be determine more general form. In this 
paper, we propose a new approach for learning a stress 
function, which can be characterized as a DM strategy of 
OWA operator. For this aim the Kolmogorov–Smirnov test for 
similarity probability density functions is used. 

Index Terms—OWA operator, Stress function, Probability 
density function, Goodness of fit test. 

I. INTRODUCTION 

The ordered weighted averaging operator (OWA) which 
was initiated by Yager [1], provides a parametrized class of 
mean operators. OWA as an aggregation operator has been 
widely applied in many applications and researched [2]-[8]. An 
n- dimensional OWA operator is a mapping f: Rn → R in order 

to weighting vector W=( ,…,wn)T defined as:

, 
where is the jth largest element in the set of the aggregated 
objects { }. It is assumed that  for all j and 

In the fundamental aspect of OWA aggregation is that the 
weights are assigned to ordered objects. Thus, object  is not 
connected with a particular weightt . On the other hand, a 
weight  is connected with a particular rank position within 
ordered objects. 

The OWA operator allows to model different aggregation 
functions which are many up from the maximum through the 
mean to the minimum. Thus, it enables to model different 
mental state of a decision-maker such as being optimistic or 
pessimistic. 

Yager introduced two main characterizing function for the 
weighted vector W of an OWA. First of them is the orness 
function defined as  where .  
It characterizes the degree to which the aggregation is like a 
logical or operation. Its minimum value 0 corresponds to the 

vector W where  and  for alll . This 
scenario implies that the OWA becomes a minimum operator. 
Its maximum value 1 corresponds to the vector W where 

 and  for all . This scenario implies that the 
OWA becomes a maximum operator. Another special scenario 
is the one where  for all j. In this scenario, equals to 
0.5 and the OWA represent arithmetic average operator. The 
second is to differentiate weight distribution at a given   , 
called measure of dispersion or entropy is defined as 

, where .  It 
provides a degree of information according to the objects are 
used.  

One of the major challenges in using the OWA operators is 
to generate its weights. A number of approaches have been 
suggested for obtaining OWA weights since the introduction of 
OWA operators, such as, quantifier guided aggregation [1,10], 
exponential smoothing [11], learning form observations 
[11,12,13], minimal variability weighting vector [14], 
maximum entropy [15,16] etc.  

In this paper, we first reviewed the approach of obtaining 
OWA weight from observation proposed by Yager. Then, we 
proposed an approach for characterizing OWA weights based 
on probability density function. Finally, a computational 
experiment was given to illustrate proposed method.    

II. LEARNING OWA OPERATORS FROM OBSERVATIONS

Yager developed an algorithm for determination of the 
OWA weights [11]. It can be used to learn the weights from an 
observations of the performance. Given are a collection m 
observation each comprised of n objects  and 
associated single aggregated value denoted as . 
Assume that a set of m alternatives and n criteria which are 
used to evaluate each of the alternatives, are presented.  Thus, 
an expert provides an aggregation score for these alternatives 
one by one. Obtained aggregation scores are denotedd . 

   The goal of this approach is to obtain a weighting vector 
W which is known as the OWA operator. First of all, objects of 
the all observations are reordered where  is the jth largest 
element of the objects collection of kth observation. Whilst 
finding the vector of OWA weights , the 
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approach uses these ordered objects.  In order to find a vector 
OWA weights W, the aggregation operator will be 
approximated by the instantaneous error  where 

. 

We denote as the estimate of the aggregated value . 
On the other hand, to avoid the constraints on  , the OWA 
weights are defined as follows: 

Thanks to aforementioned transformation, the weights 
will be positive and will sum to 1 for any values of the 
parameters .  In accordance with expressed above, the 
algorithm based on gradient descent technique was developed 
by Yager defines as in the Algorithm 1. 

Algorithm 1. 

Step 1. Initialize  and calculate  for all . 
Step 2. Calculate  for each 

observation  . 
Step 3. If  where is a 

real number close enough to zero, then stop. 
Step 4. Update =  for each 

observation where is a learning rate. 

Step 5. Determine for each . 

Step 6. Calculate  for each 
. Then go to Step 3. 

III. CHARACTERIZING OWA WEIGHTS BASED ON PROBABILITY 
DENSITY FUNCTION 

The weights distribution of OWA operator can be viewed 
as probability density function (PDF). Because weights of an 
OWA have to satisfy basic assumption of probability, such as, 

 and . In this context, PDF can be used 
to characterize OWA weights. The PDFs are continues 
functions that describes the relative likelihood for this random 
variable to take on a given value. Here, the area under the 
curve is “1”, too. The OWA weights are discrete and similar to 
probability mass function which refers to PDF, in which the 
sum of the weights is equals to “1”. Therefore, PDFs can be 
discretized to accommodate OWA weights. The advantages of 
using PDF for characterizing OWA weights which are obtained 
from observation include: (1) simplicity, (2) generalization and 
(3) reusability. In this context, if we view the weights of OWA
operator as PDF, then a basic unit-interval function (BUM) can
be seen as the empirical distribution function (EDF) which
estimates the cumulative distribution function (CDF) of related
weights [17].

The idea of the EDF tests is estimated based on the data 
with (CDF) to see if there is a good agreement between them. 

Kolmogorv-Smirnov (KS) goodness of fit test which can be 
applied to obtain a probability of similarity between two 
distributions, is the most important and widely known of them. 
KS test is applicable to unbinned distributions that are 
functions of a single independent variable, that is, to data sets 
where each data point can be associated with a single number. 
The idea behind this test is first to obtain CDF or EDF which 
estimates CDF of the two distributions that need to be 
compared. KS test statistic is a particularly simple measure: It 
is defined as the maximum value of the absolute difference 
between two cumulative distribution functions. Given n 
ordered data points, the test statistic which is proposed by 
Kolmogorov [18], defined as follows: 

, 

where is the CDF of a given distribution to be tested to 
fit, whereas  is EDF calculated from actual observed data. 
The table of critical points  of the distribution of is 
presented for various sample sizes n and significance levels. 
The limiting form for the distribution function of 
Kolmogorov’s  is represented as follows; 

. 
The first representation given by Kolmogorov, the second 
coming from a standard relation for theta functions and better 
suited for small x. Whilst, a table of the distribution was 
published by Smirnov [19]. Thus, the KS test constructed by 
using the critical values of the Kolmogorov distribution. The 
null hypothesis is rejected at level  if following inequality is 
provided: 

, 

where  is obtained by Kolmogorov distribution. 
The KS test statistic is meant for testing: 

H0: The data follow a specified distribution; 
H1: The data do not follow a specified distribution. 

If the obtained  exceeds the 1-α quantile as given by the 
table of quantiles for the Kolmogorov test statistic, then H0 can 
be rejected at the level of significance α [20]. 

Thus, using KS statistic and relation between the weights 
distribution of OWA operator and PDF, we can characterize 
OWA weights. It is clear thatt ,  and it is 
monotonic, obviously continuous and integrable where 
can be considered as representation of  which is a BUM 
function. In this context, PDF shall be referred as a stress 
function. Moreover, PDF indicates where the stress is place in 
the determination of the OWA weights obtained when   is 
used as a weight generating function [21]. Thus, PDF which 
characterizes OWA weights can be consider as stress function.  

Under the guidance of all things described above, we 
propose an algorithm which is used for characterizing OWA 
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weights through predefined PDF templates, is defined as 
follows: 

Algorithm 2. 

Step 1. Use the Algorithm 1 in order to learn the weights of 
OWA operator from observations. 

Step 2. Calculate the function  according to learned 
weights . 

Step 3. Determine a significance level α and determine the set 
of tested stress functions (PDFs) , . 

Step 4. Initialize . 
Step 5. Calculate the CDF  according to the PDF . 
Step 6. Calculate  . 
Step 7. If  then return  as a stress 

function of the OWA operator. Go to Step 10. 
Step 8.  and if    go to Step 5. 
Step 9. There is not any fitting stress function from the set of 

template functions. 
Step 10. Stop. 

We shall illustrate characterizing the weights of OWA 
operator which is obtained from observations, in the following 
section. 

IV. COMPUTATIONAL EXPERIMENTS

The collection of 5 observation and related aggregated 
value given in Table 1. Each observation has 5 objects. 

TABLE 1. THE COLLECTION OF OBSERVATIONS OF DATA 

Observation Objects Aggregated 
Value 

1 0.4 0.1 0.3 0.8 0.7 0.67 
2 0.1 0.7 0.4 0.2 0.9 0.71 
3 1 0 0.3 0.5 0.6 0.75 
4 0.2 0.2 0.1 0.4 0.8 0.56 
5 0.6 0.3 0.2 0.1 0.9 0.67 

The aggregated values for each observation was calculated 
by an expert decision. First of all, the OWA weights obtained 
by the Algorithm 1. The Algorithm 1 was applied on the sorted 
objects. It was initialized byy and for all 

.  which is a learning rate, was used as 0.35. The 
estimated values of  after 300 iterations were: 

. 
By the obtainedd  , the following OWA weights were 
approximately determined: 

. 
When the learning process was finalized, estimated aggregated 
values  were calculated as follows: 

Thus, the sum of squared instantaneous errors which is shown 
below, were close enough to zero. 

and 

. 

After the end of the learning process, characterizing OWA 
weights phase was applied. In this phase for illustration to the 
approach, we used exponential distribution templates using the 
parameter value specified for different means. So, KS test 
applied the exponential distribution using the parameter value 
specified for , initially. Then,  is increased for each 
step until KS test fails to reject the null hypothesis at the 
default 5% significance level. In this context, first-time fitted 
distribution of the obtained weights was the exponential 
distribution using μ=0.083. Determined KS test statistic was 
0.5589 and critical value was 0.5633. It is clear that we did not 
obtain the perfect fitting but acceptable. If a better fit is desired, 
it should be studied observations with more data.     

Plot of EDF and the exponential CDF for a visual 
comparison is given as follows: 
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Fig. 1. Plot of EDF and the exponential CDF for a visual comparison 

Thus, we obtained the PDF which indicates the stress 
function of obtained OWA weights, is given as follows: 

. 
Finally, the mental state of a decision maker was 

generalized as stress function. But to assure equals to 1 
and get valid set of OWA weights, we can make a 
normalization of the OWA weights. The normalization is 
defined as follows: 

, . 

Thus, these which are obtained from the stress function, are 
considered as a valid set. 

V. CONCLUSION

Our objective in this paper introduces a new approach for 
generalization OWA weights from the optimistic/pessimistic 
mental model of the decision maker. This generalization was 
realized by introducing a methodology based on the idea of the 
combination of Yager’s learning algorithm and using PDF as a 
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stress function which is obtained from KS test. By this way, we 
have a number of useful features. First, since OWA weights 
generalization is realized by a function, same function is used 
for any n. So, we can obtain consistent OWA weights for set of 
object of different sizes. Another useful feature of this 
approach is that it allows to a user very easily characterize the 
OWA operator by stress function. The stress function provides 
us a very powerful visual tool. In this way, a user can easily see 
where the weights will be allocated. As a result, we proposed 
the new approach to characterize and to generalize OWA 
weights and investigated some features of this approach. 
Furthermore, we provided a numerical example of this 
approach.  In future studies, we will try to improve our 
approach for getting better characterization of the OWA 
weights.  

REFERENCES 
[1] R. R. Yager, “On ordered weighted averaging aggregation

operators in multi-criteria decision making”, IEEE Trans. Syst.,
Man, Cybern., col. 18, pp. 183-190, 1988.

[2] G. Bordogna and G. Pasi, "Controlling retrieval through a user
adaptive representation of documents", Int. J. Approx, Reason,
vol. 12, pp. 317-339, 1995

[3] G. Bordogna and G. Pasi, "Linguistic aggregation operators in
fuzzy information retrieval", Int. J. Intell, Syst,, vol. 10, pp. 233-
248, 1995

[4] B. Bouchon-Meunier and M. Rifqi, R. R. Yager and J.
Kacprzyk, The Ordered Averaging Operators: Theory and
Applications, pp. 29-35, 1997, Kluwer Academic

[5] H. B. Mitchell and D. D. Estrakh, "A modified OWA operator
and its use in lossless DPCM image compression", Int. J.
Uncertain., Fuzzi. Knowl. Based Syst., vol. 5, pp. 429-436, 1997

[6] W. Pedrycz, "Logic-based neurons: Extensions, uncertainty
representation and development of fuzzy controllers", Fuzzy
Sets Syst., vol. 66, pp. 251-266, 1994

[7] H. J. Skala, "Concerning ordered weighted averaging
aggregation operators", Statist. Papers, vol. 32, pp. 35-44, 1991

[8] R. R. Yager and J. Kacprzyk, The Ordered Weighted Averaging
Operators: Theory and Applications, 1997, Kluwer

[9] D. Filev and R. R. Yager, “On the issue of obtaining OWA
operator weights”, Fuzzy Sets and Systems, vol. 94, pp. 157-
169, 1998.

[10] R.R. Yager, Families of OWA operators, Fuzzy Sets and
Systems 59 (2) (1993) 125–143.

[11] D. Filev, R.R. Yager, On the issue of obtaining OWA operator
weights, Fuzzy Sets and Systems vol. 94 no. 2 pp.  157–169, 
1998.

[12] V. Torra, OWA operators in data modeling and reidentification,
IEEE Transactions on Fuzzy Systems vol. 12 no. 5 pp. 652–660,
2004.

[13] R.R. Yager, D.P. Filev, Induced ordered weighted averaging
operators, IEEE Transactions on Systems, Man and Cybernetics,
Part B 29 (2) pp. 141–150, 1999.

[14] R. Fuller and P. Majlender. On obtaining minimal variability
OWA operator weights[J], Fuzzy Sets and Systems, vol. 136,
no. 2, pp. 203-215, 2003.

[15] D. Filev, R.R. Yager, Analytic properties of maximum entropy
OWA operators, Information Sciences vol. 85 no. 1–3, pp. 11–
27 1995.

[16] R. Fulle´r, P. Majlender, An analytic approach for obtaining
maximal entropy OWA operator weights, Fuzzy Sets and
Systems vol. 124 no. 1 pp. 53–57, 2001.

[17] R. Sadiq and S. Tesfamariam, Probability density functions
based weights for ordered weighted averaging (OWA)
operators: An example of water quality indices, European
Journal of Operational Research vol. 182, pp.1350-1368, 2007.

[18] A. Kolmogorov, "Sulla determinazione empirica di una legge di
distribuzione". G. Ist. Ital. Attuari 4: 83–91, 1933.

[19] N. Smirnov, "Table for estimating the goodness of fit of
empirical distributions". Annals of Mathematical Statistics 19:
279–281, 1948.

[20] N. M. Razali, T. B. Wah, Power comparisons of Shapiro-Wilk,
Kolmogorov-Smirnov, Lilliefors and Anderson-Darling tests,
Journal of Statistical Modeling and Analytics, vol.2, no.1, pp.
21-33, 2011

[21] R.R. Yager, Using Stress Functions to Obtain OWA Operators,
IEEE Transactions on Fuzzy Systems, vol. 15, no. 6, pp. 1122-
1129, 2007.

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 161 12-14 Oct 2016, Baku, Azerbaijan



The most common problems of Data Mining 

Sabina Fomenko 
ANAS Institute of Information Technology 

Baku, Azerbaijan 
sabina.fomenko@gmail.com 

Sayar Abdullayev 
ANAS Institute of Information Technology 

Baku, Azerbaijan 
depart5@iit.ab.az 

Abstract—The article deals with the concept of Data Mining. 
Data Mining Describes the appearance, the basic essence of the 
problems and in some problems the process and methods of 
solution are discussed, including the application. Big Data and 
Data Mining are compared. 

Keywords—Big Data; Data Mining; classification; clustering; 
forecasting; visualization.  

I. INTRODUCTION

In order to get the constructive and necessary information 
of prior methods that applied in statics and mathematics 
required a lot of time. It led to the formation of Data Mining. 

Data Mining as a term originated in 1978. Until the mid-
1990s, the data were processed and analyzed in the framework 
of Applied Statistics. At the same time more often the problem 
of processing small databases was solved. During that period of 
time the concept of Data Mining began to gain popularity with 
a modern twist. One of the founders of the Data Mining 
direction is Gregory Piatetsky-Shapiro [1]. 

The concept of Data Mining represents extraction (mining) 
data (data). Synonyms of the Data Mining can be considered of 
the concept of “knowledge discovery in databases” 
(Knowledge Discovery in Databases, KDD) and “Data 
Mining”. 

Data Mining is used wherever there is any data. But 
nowadays Data Mining techniques primarily intrigued 
businesses which deploy projects, the basic information on the 
data stores. 

The main characteristic feature of Data Mining, is the 
combination of a large mathematical tools (from the traditional 
statistical research till the most recent cybernetic methods) with 
the latest developments in the sphere of information 
technology. 

Data Mining is a multi disciplinary sphere, which arose and 
formed on the basis of such sciences as pattern recognition, 
database theory, applied statistics, artificial intelligence, etc. 
(Figure 1) 

Every year Data Mining is dedicated to a number of 
scientific and practical conferences. One of them is the 
International Conference on Knowledge Discovery Data 
Mining (International Conferences on Knowledge Discovery 
and Data Mining). 

Figure 1. Data Mining as a multidisciplinary field 

II. OBJECTIVES DATA MINING

The template concept consists of Data Mining technology 
base. The concept reflects in the data the unexpected, 
unobvious regularity. Such regularity consists of the tacit 
knowledge. The concept is a pattern. They are characterized by 
sampling the data expressed in a form intelligible to the man. 
Data Mining problems are solved with the detection result of 
the imperceptible patterns. Sometimes Data Mining is called 
task laws or techniques [2]. 

There is no consensus on what tasks you can rank as Data 
Mining. In many publications the following Data Mining tasks 
are listed: 

1. Classification,
2. Clustering,
3. Forecasting,
4. Association,
5. Visualization,
6. Analysis and detection of deviations,
7. Assessment,
8. Analysis of the relationship,
9. Debriefing.
The classification task. The most often solved, as well as

the simplest task of Data Mining is the classification. 
Classification - is ordered in accordance with the certain 

principles of the mass of objects having similar classification 
criteria by which determined the similarities or differences 
between these objects. 

The following rules should be followed in the problem of 
classification: 
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� only one base should be applied in each of the division;
� the total amount of categorical concepts of equal volume

of generic concepts that share. Dividing is necessarily 
proportionate; 

� the volumes of dividing members can not cross. It is
necessary to be excluded by each other mutually; 

� the division has to be consistent.
It is possible to distinguish the artificial and the natural

classification. Artificial is called classification carried out by 
their appearance. Auxiliary classification is needed to make the 
most of the processes and phenomena of the given order. 
Natural classification is called, which is carried out on the 
essential features that characterize the internal community of 
objects and phenomena. Natural classification is a result and an 
important means of the scientific research. 

The problem of classification can be solved by using the 
following methods: 

� nearest neighbor;
� induction of decision trees;
� Bayesian networks;
� neural networks.
The clustering problem. In the clustering the classes of the

investigated the data set are uncertain previously. 
Clustering is used with the aim of partition a set of objects 

in similar clusters or classes. Representing the sample data in 
the form of points in the feature space, the clustering problem 
can be reduced to the concept of “points of accumulation”. 

Studying the “data structure” with the help of clustering the 
investigated analysis can be performed.  

 Clustering is used in many industries. It was originally 
used in biology, anthropology and psychology. 

Clusters are non-intersecting and overlapping. 
Sometimes the result of the use of various methods of 

clustering the different results are obtained. It depends on the 
characteristics of an operation algorithm. There are more than 
hundreds of different clustering algorithms. 

An example of a way to solve the clustering problem is 
education “without a teacher”. 

The prediction task. In the various sectors of human 
activity, one can meet the task of forecasting. Development of 
information technologies and the development of prediction 
methods are directly related to each other. Since it requires a 
detailed study of the initial set of appropriate data and methods 
of analysis, it can be considered one of the most difficult tasks 
Data Mining. The purpose of forecasting is to predict future 
events. 

Prediction aimed at identifying trends in the dynamics of a 
particular object or event based on an analysis of its condition 
in the past and the present. Therefore, the decision of 
forecasting problems requires some training sample data. 

Doing the task of forecasting functional relationship is set 
between the independent and the dependent variables. In many 
areas of human activity there are common forecasting and 
demand problem. As a result, the prediction may be noted 
decrease in the risk of making incorrect, unreasonable or 
arbitrary decisions. 

Association task. In solving the problem, the association 
patterns are found among the related events in the data set. 

Associations are different from the classification and 
clustering in that the search takes place between the search 
patterns of several events occurring simultaneously. 

The problem of finding association rules is solved with the 
help of many algorithms. 

The visualization task. Visualization allows seeing the final 
result of the calculation and organizing computing process 
management. The result of the use of visualization is a 
graphical image data. Visualization is presented in the form of 
histograms, graphs, charts, diagrams, etc. Visualization is used 
in problems of classification and clustering. 

The visualization is practically no need for special training 
of the user. 

The role of imaging is the followings: support of coherent 
and interactive investigation; assist in the presentation of 
results; the usage to generate visual images and their 
understanding. 

Analysis of relations. This problem with the help of which 
are based in the dataset. 

Summarizing. The purpose of this task is a description of 
the specific groups of objects selected from the analyzed data 
set [3]. 

III. DATA MINING AND BIG DATA

Big Data and Data Mining are two different concepts. Each 
of the concepts is used in the processing of large data volumes. 
In addition, these two terms are used for two different 
directions of this kind of work. 

Big Data - This term refers to a set of big data. Big Data is 
the data that has already degenerated simple databases used in 
the earliest time, which were more expensive and had less 
capacity. Examples of it are data sets that are too large to be 
processed in different systems. 

Lately the word Big Data, one can say, has become the 
main stream. With Big Data are closely related terms such as 
data analysis, data science, data analysis, data collection, and 
machine learning. 

Unlike Big Data, Data Mining is used to find specific 
information among the large data set. The synonym for this 
type of activity can be considered as a statement of “looking 
for a needle in a haystack”. It means that large data sets are 
automatically collected that can be connatural and similar. Data 
Mining can include the use of different programs [5]. 

Data Mining - is the process of purification of large data 
preparation and subsequent analysis or use in machine learning 
algorithms. To merge and transform vast amounts of data, Data 
Mining is necessary to possess exceptional qualities Sensor 
detection, wonderful intuition and technical skills [6]. 

CONCLUSION 
Thus, Data Mining technology with each passing day it 

becomes more and more popular. With the help of Data Mining 
one can solve many problems and process large amounts of 
data. 
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Nowadays there are several points of view on Data Mining. 
Some people believe that it is a mirage that distracts the 
attention from the classical data analysis. Others believe that 
Data Mining is an alternative to the traditional approach to the 
analysis. As well as in all cases, there is a middle, in which is 
being considered the possibility of joint use of the latest 
achievements in the field of Data Mining and classical 
statistical analysis of data. 

In order to use the Data Mining the special skills are 
required. Not having it is very difficult to work with Data 
Mining. Qualifications must constantly increase. 
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Abstract — Syntactic text analysis is a very important step of 
automatic text processing. The key problem is that all existing 
approaches are dictionary-dependent. It can be impossible to 
analyze all sentences because of the lack of one word in the 
dictionary. However even the presence of the dictionary does not 
resolve the phrases interpretation ambiguity. At the same time 
fusional languages contain enough information about the parts of 
speech. Particularly, the endings of nouns, adjectives, verbs and 
participles cannot fully indicate their case, number and face 
because of semantic ambiguity. Prepositions also cannot always 
correctly indicate the cases. This yields a variety phrase 
interpretation. To solving this problem sharing affixes and 
prepositions is proposed. However fusional languages have some 
disadvantages. One of this is the allowance of building phrases 
with random word order. It leads to increase the number of 
options. The paper proposes to use sentences templates with 
analyzed phrases for ambiguity decrease. In addition usage of 
affixes with prepositions for text analysis provides the basic 
elements of the semantic analysis without a dictionary. 

Index Terms — syntactic analysis, dictionary, fusional 
languages, affixes, phrase pattern 

I. INTRODUCTION

An important stage of automatic text processing is syntactic 
text analysis. Standard syntactic analysis approach is based on 
a grammar and vocabulary in which each word of a text is 
assigned a lexical unit and part of speech. Main element of a 
syntactic analyzer is a dictionary, independently of sentences 
model based on the constituents [1] or a dependency grammar 
[2, 3]. Initially syntactic analyzers were created for formal 
languages. In particular, they were created for programming 
languages with restricted dictionary. A word's presence in a 
text and its absence in a dictionary are to be considered as a 
mistake.  Transfer of technologies primarily used by compilers 
of programming languages to natural languages has created a 
many problems. There are problems such as significantly large 
dictionary size, homonymy and polysemy appear in this 
transfer. Because of this, natural languages ambiguity began to 
appear in parsing and words absence in the dictionary makes 
sentences parsing problem completely impossible to execute. 

So the syntactic analysis problem based only on a grammar, 
with minimal dictionary using, is considered to be interesting. 

II. PROBLEM STATEMENT

Natural language texts processing can have different aims, 
in particular, classification, clustering, annotation, machine 
translation and others. Each of these goals is reached when the 
text semantics is extracted. Sentence is known as a minimal 
semantic unit of the text. It consists of words where each of 
them has one or more meanings. Hence, the text meaning can 
be understood as knowing the meanings of words in a 
sentence. The meaning of words is dependent not only on their 
denotations, but also on their role in a sentence. Each 
combination of words meaning produce a phrase 
interpretation. Thus, the phrase semantic analysis has a goal to 
eliminate multiple interpretations to single. 

Syntactic text analysis is the first step which allows 
reduces the number of interpretations of the sentences. At this 
step sentences structure hypotheses applied. Existing solutions 
are based on dictionaries. Interpretations are made from sets of 
morphemes, which mainly used from dictionaries. If the word 
is not presented in the dictionary, interpretation will not be 
formed, and as a result text analysis becomes incomplete. 
Meanwhile, fusional languages, which include, in particular, 
the Russian language, contain information to identify the parts 
of speech in morphemes (prefixes, suffixes and endings). 
People use this approach when reading a text in a foreign 
language. The paper [3] demonstrated that people can 
understand a text with 30% of unknown words because the 
knowledge of grammar allows us to perform syntactic text 
analysis successfully.  

Thus, we assume that syntactic analysis is possible for 
fusional languages just on the basis of grammar, namely, 
syntax and morphemic.  

III. SYNTACTIC TEXT ANALYSIS PROBLEM SOLUTION BASED 
ON GRAMMAR 

Syntactic analysis problem is to prove such hypothesis: 
“Does the phrase belongs to a particular syntactic sentences 
model?”. This model usually represented as a tree. In this 
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paper we don't solve the problem of sentence model synthesis. 
Therefore we use fixed set of linear models, the simplest of 
which is as follows: 

phrase([(subje�t, nominative),(predicate),
   (addition, accusative)]), 

where the subject is in the nominative case, addition is 
in the accusative case. Here and below used the Prolog 
language notation. It should be noted the subject can be 
represented by a noun or an adjective and a noun, 
predicate can be a verb or an adverb and a verb, and an 
addition can be a noun or an adjective and a noun, as shown 
below. 

subject([noun]).
subject([adjrctive,noun].

 predicate([verb]).
predicate([adverb,verb]).

 addition([noun]). 
addition([adjective,noun]).

Noun morphemes have the next definition: ending, ending 
of the normal form, number, sign of animate / inanimate, 
gender and case; adjectives have ending, end of the normal 
form, number, gender, case; verbs are defined by ending, the 
infinitive ending, number, person, gender, tense. The following 
example shows the definition of endings of animated feminine 
singular nouns, corresponding to the words «^`�\» ("wife"), 
«*�<������\» ("employee"), etc. 

ending(noun,'�',
'�',(singular,animate,female,nominative)).

ending(noun,'�',
'�',(singular,animate,female,genitive)).

ending(noun,'�',
'�',(singular,animate,female,dative)).

ending(noun,'�',
'�',(singular,animate,female,accusative)).

ending(noun,'��',
'�',(singular,animate,female,instrumental)).

ending(noun,'�',
'�',(singular,animate,female,prepositional)). 

So, syntactic analysis is a search of morphemes matching 
for a selected syntactic model. All morphemes should 
correspond to all the words in the sentence. Also cases should 
be the same as in the model, number and gender should be the 
same as in the subject and in the predicate. It should be noted, 
if the subject is pronoun, its grammatical person should be the 
same as predicate's person. 

Let’s consider the Russian language phrase was 
popularized by Lev Uspensky [7].  

"������ ������ ����� ��������� ����� � �������� 
��������"  

(Glokaya kuzdra shteko budlanula bokra i kurdyachit 
bokryonka).  

In the phrase, all word stems (glok-, kuzdr-, shtek-, budl-, 
bokr-, kurd-) are meaningless, but all affixes are used in a 
grammatically correct way. Consequently, this phrase cannot 
be parsed with the help of vocabulary. 

One of the variant of this sentence’s syntactic analysis on 
Prolog are shown below 

[(subject, 
(	
����,adverb,singular,female,nominative),

(�����,noun,singular,animate,female,nominative
)),  

(predicate,(�����,adverb),(���
�����,verb,si
ngular,3rd,female,past)),

(addition,(����,noun,singular,animate,male,a
ccusative)),  

(link,�),
predicate,(���������,verb,singular,3rd,fem

ale,present)),  
(addition,(�������,noun,singular,animate,mal

e,accusative))]

Obviously, there is only one error (it is marked in bold) in 
this interpretation. It is the lemma «����`��» that must be 
equal to «��������». This error is caused by incorrect parsing 
of word «�������\» to «����`��-\» instead «����-`��\». 
Moreover, first parsing variant of this word produce one extra 
lemma «����`���». Number of interpretations of sentences is 
increased by such ambiguities and they up to one hundred 
variants. Redundant interpretations may be reduced due to 
complementary passes of syntactical analyzer with 
minimization of root morphemes. In particular, in first part of 
example sentence root «����» had been found without 
ambiguities and it may be used in second part of sentence. 
This operation reduces number of interpretations to 11. After 
defining morpheme «����» it can be found that word «����» 
has an animated form because it has «����\» in accusative 
case. If word «����» could be animated form it would has 
«����» in accusative case. 

Other interpretations are caused by non-usage of 
grammatical person (first and second) analysis for subject in 
the sentence. If parsing of pronoun is added then the number 
of interpretations will decrease to one. It should be noted there 
is no task of parsing correctness definition. Its correctness is 
defined by semantic but this sentence is meaningless. Only 
uniqueness and consistency may be established. 

IV. SEMANTIC DEFINITION OF SENTENCE BY SYNTACTIC
MODEL 

Meanings of sentence parts are defined through syntax in 
analytic languages like English. It complicates a semantic 
parsing without context when words have an equal or similar 
spelling. For example, it may be shown the wordplay: «What 
has four wheels and flies?» Valid answer is - «A garbage 
truck», because «flies» has an insect meaning. In contrast, 
morphemes in fusional languages carry additional information 
and allow semantic parsing. In particular prepositions with 
cases of its objects can define some general meaning. Several 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 166 12-14 Oct 2016, Baku, Azerbaijan



descriptions of prepositions with cases and semantics are 
presented below.  

prep('��', dative, 'moving along'). 
prep('�',  accusative, 'movement from 

outside to inside'). 
prep('�',  prepositional,'presence inside').
prep('��', accusative,   'placing the top'). 
prep('��', dative, 'precence top'). 
prep('��', genitive, 'retreat'). 
prep('���',instrumental, 'presence above').
prep('�', genitive,  'movement from 

inside to outside').

Let's parse phrase «����� �������!# �� ���� ����» 
(Mishka kosolapyy po lesu idet) by such simple semantic 
analysis. Preposition «��» with dative case of word shows 
monosemantic meaning «moving along». There is result of 
parsing: 

[(subject,(����
����,adverb,singular,male,no
minative), 
(�����,noun,singular,animate,male,nominative))
,  

(addition, (��,preposition,'moving along'),
(
��,noun,singular,animate,male,dative)),
 (predicate, 

(����,verb,singular,3rd,male,present))]

This is a one of interpretation of example sentence. Other 
interpretations is appeared by impossibility of definition of 
object («����\») and subject («�`*») animation, and a 
controversial extraction of the root morpheme of the word 
«�`*�». However, semantic relation «$���� - moving along 
— ���» may be detected in case of multiple sentence 
interpretation. 

Other morphemes also can be carriers of semantic. Despite 
the variety of prefixes is greater than prepositions their 
unambiguous interpretation is often impossible. For example 
prefix «�\» unlike preposition «�\» does not have 
independent value in most of cases (������, �������, 
�����%��, ����&�,...). Languages also have conjunctions like 
«and» («�») or «or» («���») that can define logic of sentence. 
Unfortunately, in ordinary speech these conjunctions do not 
mean logical conjunction or logical disjunction. Conjunction 
«�» («and») often mean disjunction (����� ��� �����'���& 

� ���%$� � ��&�����&) and «���» («or») mean horn clauses 
(*�� � &��� �� & /4��, ��� ��� &���� $��� � ���������). 

V.  CONCLUSION

Our research does not cover all Russian language grammar 
features it shows that fusional languages phrases contains 
enough information for syntactic analysis with using of 
grammar, some non-root morphemes and prepositions and 
without a complete dictionary. In addition, besides 
morphological parsing, such approach allows define animation 
of objects and it can help to define semantic relations in some 
cases. The main advantage of this method is absence of 
situation of unknown word while parsing in comparison with 
other approaches. The absence of unknown words does not 
restrict syntactic parsing.  

Next researches will be dedicated to reducing number of 
interpretations of each sentence due to complementary 
syntactical analyzer passes which minimize number of root 
morphemes. 
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Abstract — This paper presents preliminary result of research 
project, which is aimed to combine ontology information 
retrieval technology and process mining tools. The ontologies 
describing both data domains and data sources are used to 
search news in the Internet and to extract facts. Process Mining 
tools allows finding regularities, relations between single events 
or event types to construct formal models of processes which can 
be used for the next ensuing analysis by experts. An applicability 
of the approach is studied with example of the environmental 
technogenic disasters caused with oil spills, and followed events. 
Ontologies allow adjustment to new domains.  

Index Terms — fact extraction, event analysis, text mining, 
process mining, structure-centered information retrieval. 

I. INTRODUCTION

Nowadays information retrieval tools allow finding the 
publications containing information on events (facts), on the 
objects and relations, on the time when events occurred and 
places and so on [9, 10, 11]. The approach allowing to reveal 
dependences between events (facts), information on which is 
published in the Internet, is offered in this paper. 

The ontologies describing both data domains and data 
sources are used to search news in the Internet and to extract 
facts. The domain ontologies allow to establish connection 
between objects and events, to classify facts, to execute a 
clustering, etc. on the base of information published in the 
Internet. The ontologies of data sources describe the 
information sources in the Internet. The results of information 
retrieval are structured and stored in data base. 

Event logs are formed on base of the stored data in formats 
used in Process Mining tools. The data is cleared and detailed 
at preprocessing with ontologies. Process Mining tools allows 
to find regularities, relations between single events or event 
types, to construct formal models of processes which can be 
used for the next ensuing analysis by experts. 

At the research prototype development existing tools of 
information retrieval are used for events finding and logs 
generating and ProM system is used for process mining. 

Process Mining gradually penetrates into the growing 
number of applications solution.  The opportunity, which 
provides this discipline, to discover, monitor and improve 

processes, aside from such evident purpose as obtaining data 
from software systems, are used for different tasks like tracing 
and analyzing students’ learning habits based on MOOC data, 
ontology-driven data extraction from databases, in Workflow 
Management Systems for the healthcare industry. This research 
demonstrates that combining Process Mining with other 
disciplines and approaches can provide a variety of interesting 
and nontrivial results; this promotes a lot of interest on the part 
of the scientific environment. 

II. DEFINITIONS AND LIMITATIONS OF THE DOMAIN

As already mentioned, in our work we suggest to combine 
web, text and process mining in order to obtain unevident data 
patterns in a convenient and accessible graphical representation 
with the possibility of further model analysis. To analyze 
opportunities and demonstrate the described approach, 
technogenic accident subject area has been chosen, namely the 
events related to the oil spill. To understand what kinds of data 
can be collect from news feeds as part of this theme, a lot of 
query results were analyzed. Russian web-media and global 
search engines, like Google, were considered as data providers. 

Further, assuming that the user may have two basic types of 
information needs:  

1) gross appearance in the industry, statistics;
2) data on the specific event.
Two corresponding types of requests have been analyzed

(f.e. the generalized – “oil spill”, and a specific – “oil spill in 
Sakhalin April 5, 2016”). Obviously, the more general request 
is executed, the more diverse data we receive. So, by request 
for oil spill, results can be related to: the elimination of 
consequences, the sanctions measures, the new methodology to 
eliminate spills, actually oil disaster and many other types of 
events.  

In this paper, we consider simple referential events: 
� N. Samoilenko characterizes referential event as: “by

event we understand the result of an action, behavior,
occurrence, fact, which has a personal or social
significance, something new, a change in the situation,
the state of affairs”.

� Simple events – internal form consists of the primary
elements of event, first of all – action and associated

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 168 12-14 Oct 2016, Baku, Azerbaijan



components of activity. 
The minimal set of characteristics that we takes into 

account for events analysis are: participants of the event, 
geographical location, event border, internal relations between 
components of a single event, the relation between events. 
Such static event attributes as the company, the date format and 
geographical position will be a part of the domain ontology. 
Events borders were identified in the analysis of news feeds 
texts on the subject of oil spills. Since the news reports 
generally displayed the most important aspects of the case 
described, the event is considered as described in the ontology 
instance of the class “event” or, if there was no match in the 
ontology, any verbal constructions: verb + related words, met 
in the summary of the article. Communication components 
inside the event set during the semantic analysis that defines 
the verb structure to identify events. Dependency tree is 
constructed for each verb. Further, there is the extraction of 
causal relations. This task is also facilitated by the analysis of 
news reports, since the size of the text is usually limited from 
two to five sentences, and the sequence of events often 
correspond to the stacking order. For escalating a chain of 
events, sequences extracted from various news reports will be 
linked by a given feature. News title does not belong to 
processable text, because it can significantly disturb the 
process of causal links identifying and duplicate information 
from the news. However, the information from the header can 
be used to retrieve objects and event attributes if the event is 
duplicated in the news text. Also, an event in the header can be 
used as a marker for a situation by which a news-related 
situation will bind during further processing. In other words, by 
these markers, we can associate the events to traces. Trace in 
the Process Mining is a sequence of events, united by a 
common use case or a news message in our work. The event is 
an instance of activity that represents a well-defined process 
step. Traces are a display of the processes interaction. 

III. FILLING THE DATABASE TO GENERATE MODELS

Obviously, on the specific request we get most of the same 
set of events. If this request is generated for a statistic model 
and converts to a single trace for the overall process, a problem 
arises. The problem of information duplication in the traces can 
be solved by means of Process Mining. However, synonymous 
in the data must be unified with the use of ontology.  

Data retrieved from Internet via ontologies stored in the 
database in the same way as user queries on which we were 
looking for news. 

If the user has generated a request, which items are not in 
our ontology, we offer it to expand the ontology and may 
suggest where he could add the concept. As a result of the 
work on this step system shows the user settings from the 
ontology that it can optionally specify (for example, to limit the 
time period, select a location, district, company). Then the 
system generates the necessary additional requests for news 
portals, extracts texts, extracts the information and fills the 
database. 

After all, the user is again asked to select what data 
parameters for the model he is interested in. For that the 

original user request, extracted data and the data stored in 
database are analyzed. Summarizes some common virtual 
representation of the data relating to all the parameters of the 
request, on the basis of which the user is prompted to choose 
the criteria that he wants to be taken into account for the 
construction of the process model. Based on this creates RDF 
file for storage and log generation. 

IV. USING PAGE STRUCTURE ONTOLOGY FOR INFORMATION 
EXTRACTION 

In our approach the information search method based on 
web documents structure analysis and ontologies 
implementation is offered. Two-level ontology capturing 
following description is supposed to be developed: 

� website (the web document being analyzed source)
structure description – main page types and their
interconnections;

� Web page information blocks description and their
interconnections.

The example fragment of these two levels is depicted in the 
Fig. 1. The first level ontology per se keeps the description of 
pages existing on the web site in question – sitemap, but in 
more simplified and generic form. While developing a specific 
website description, ontology nodes will be populated with the 
addresses of visited and analyzed pages. The second level 
ontology is aimed at keeping the description of information 
blocks to be found on a web page, for instance, navigation 
block, which can contain valuable information, as well as that 
of forming these blocks like form controls, static or dynamic 
images, tables, text areas and so on and so forth. In order to 
develop this second level ontology the most widespread HTML 
template kinds were examined along with template provision 
elements. While developing a specific webpage description, 
ontology nodes are supposed to capture markup places 
unambiguously identifying exact placements of webpage 
information blocks for further data extraction from it or from 
lower-level element constituting the block in question. 

Fig. 1. Example Fragment of Two-level Web Document Ontology 

In order to extract information from web documents by 
means of the proposed two-level structure ontology it is 
necessary to traverse it and identify the exact information block 
position for further content query. 
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Generally, there are several stages in the proposed ontology 
processing mechanism:  

� Loading the ontology from local file or by the URI
generated by the ontology editor exploited.

� Traversal algorithm execution and information block
identification.

� Saving the placement address of the information
division founded for further content query processing.

The main practical application to the offered method is to 
find more advantageous solution to the information extraction 
problem by boosting result relevance level paying more 
attention to the structure and placement of information.  

The main advantages to this structure-centered information 
retrieval approach are as follows:  

� web document can be annotated with the structure
metadata allowing to take information placement into
account;

� structure-centered information retrieval considers and
exploits information divisions hierarchical structure
interconnections;

� information placement metadata can help identify
content duplication and filter it afterwards;

� return result representation is to be enhanced by using
structure and placement metadata.

V. THE DATA STRUCTURE / DATA CLASSIFICATION /
DATATYPING FOR STORING 

In processing the results of the above general type of 
queries, in addition to the described steps for each news item or 
a trace, it is also necessary to classify the situation described 
(as shown in Figure 1, the results for "oil spill" are different 
types of events: social, political and environmental). For each 
event class should be allocated own attributes that can act as 
markers depending on the model that the user wants to receive. 

 Events are classified in terms of the attributes that they 
may possess. One news post may include events related to 
different classes. Key attributes are applying to connect them. 

The following main types of events and key attributes were 
identified during the analysis of the news feed of oil disasters: 

� Disaster (date, oil company, place) – directly disaster
themselves, such as fire, spill, explosion.

� Financial implication (organization) – assessing the
financial damage, this includes as a cost for the
elimination of consequences as well other economic
indicators of enterprises, population and countries.

� Industry news (oil company, publication date) –
possible scientific discoveries, achievements,
innovations in the field of oil industry, any information
related to the operation of companies: enlargement,
closure, bankruptcy.

� Sanction (date) – information on the sanctions and
penalties.

� Socio-environmental implication (publication date) –
the impact on the population, the victims, damage to
agriculture, the impact on society and the possible
reactions, demonstrations, unrest.

� Socio-political (Date, Place) – influence on
government policy, changes in relationships, the
impact on foreign trade, sea routes.

� Noise – data from the news that does not belong to a
domain but are the results of a query in the Internet
search engines (f.e. Define Oil spill at
Dictionary.com).

VI. MULTIPLE ADVANCED SEARCH QUERIES

As already mentioned, once the data extracted by user 
request, they are analyzed and, depending on the completeness 
of the data set the user is able to: 

1. Expand the data set (Query for a specific event and
query by attributes (geographical position, the company, the 
time interval)). 

2. Build a process models that are available at this stage.
If the user decides to supplement the data with repeated

request, the system provides the opportunity to extend the 
ontology, and using the concept of the updated domain 
ontology to generate a new request to the network news 
portals. Advanced data set allows to create more accurate and 
full covered process models. 

Fig. 2. A fragment of the domain ontology example 

Fig. 3. XES log ontology 
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Further, the concepts of the domain ontology (Fig. 2) are 
mapped to the ontology of the log (Fig. 3), and the output 
document in XES format creates. As a standard set of log 
extension used to describe data is not enough for our domain, it 
is necessary to expand. In addition to the below listed standard 
extensions, we need to include the date of publication, name of 
the organization that are not directly related to petroleum 
activities, the location of the event and the source of the news 
posts. 

VII. USING THE CAPABILITIES OF STANDARD XES EXTENSIONS

Concept extension – store the name of all levels of the log
hierarchy elements: case, trace, event. The instance attribute 
store the identifier of the case so that identical events may 
differ from each other. 

Lifecycle extension – reflects the stage of process lifecycle, 
described in the transactional model. This model can be 
arbitrarily set or use one of the standard models – BPAF or 
Standard lifecycle transition model.  

In our case, it does not matter what kind of lifecycle model 
to choose because we will not have a hard definition of the 
beginning and end of the process. Each event by itself is a 
finite process, and depending on the chain of events, which is 
found, the start and the end of a whole process can be different 
in each situation. Therefore, we will not have a standard 
separation like Running or Not Running process (Fig. 4).  

Fig. 4. Lifecycle transactional model 

However, it is possible to define some time limit for the 
determination of completion of various classes of events. For 
example, if we consider an event that took place 5 years ago, 
and all related events dated to the same time, the process is 
considered complete. If we look at recent events, such as the 
oil spill occurred yesterday, it is obvious that the response to 
this event may still appear in the news, thus it is necessary to 
keep tracking the process. And then if the user wants to know 
how yesterday’s oil spill reflect on the company's present, the 
model can not be constructed as we do not find relevant news 
and the process receives the status COMPLET = failure.  In 
this case, it is also possible to be in state IN PROGRESS, if 
passed a certain time period f.e. a year after the start of the 
trial, and not found any effects events – SUSPENDED. 

The beginning and the end for the different types of models 

as determined individually. If the model is typed, then START 
and END are already set. When the user builds a new unique 
model, a model of individual events (a specific disaster), the 
system will build a model by making the assumption that the 
event which has no predecessors is a START, and the one 
which has no followers – END. The user is also given the 
opportunity to set these parameters of the model if the system 
mistaken. Organizational extension – identifies three attributes 
for the events that identify the actor responsible for the event, 
and its position in the organizational structure. Time extension 
– date and time when the event happened. Semantic extension
defines an attribute that allows to store a number of references
to model concepts in a domain ontology in any element of the
XES type hierarchy. ID extension – provides unique identifiers
for all elements of log hierarchy. Cost extension – in our case
carries information about the size of fines, eliminating price
effects, damage assessment and other monetary indicators [8].

VIII. EXAMPLE

According to the data obtained by a general request, the 
system can build a very simple process models within the same 
news. Obviously, this is not enough, so the user is prompted to 
specify a request, choose the information about Shell Spills Oil 
in the Gulf. Resulting log is given below: 
<?xml version="1.0" encoding="UTF-8" ?> 
<log xes.version="1.0" xes.features="nested-attributes" 
openxes.version="1.0RC7" xmlns="http://www.xes-standard.org/"> 

<extension name="Lifecycle" prefix="lifecycle"  
uri="http://www.xes-standard.org/lifecycle.xesext"/> 
<extension name="Organizational" prefix="org"  
uri="http://www.xes-standard.org/org.xesext"/> 
<extension name="Time" prefix="time"   
uri="http://www.xes-standard.org/time.xesext"/> 
<extension name="Concept" prefix="concept"  
uri="http://www.xes-standard.org/concept.xesext"/> 
<extension name="Semantic" prefix="semantic"  
uri="http://www.xes-standard.org/semantic.xesext"/> 
<global scope="trace"> 

<string key="concept:name" value="__INVALID__"/> 
</global> 
<global scope="event"> 

<string key="concept:name" value="__INVALID__"/> 
<string key="lifecycle:transition" value="complete"/> 

</global> 
<classifier name="MXML Legacy Classifier"  
keys="concept:name lifecycle:transition"/> 
<classifier name="Event Name" keys="concept:name"/> 
<classifier name="Resource" keys="org:resource"/> 
<string key="source" value="Rapid Synthesizer"/> 
<string key="concept:name" value="excercise1.mxml"/> 
<string key="lifecycle:model" value="standard"/> 
<trace> 

<string key="concept:name" value="Case3.0"/> 
<event> 

<string key="org:resource" value="Shell"/> 
<date key="time:timestamp" value="2016-05-12"/> 
<string key="concept:name"  
 value="subsea flow lines sprung a leak"/> 
<string key="lifecycle:transition"   
value="complete"/> 

</event> 
<event> 

<string key="org:resource" value="Shell"/> 
<date key="time:timestamp" value="2016-05-12"/> 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 171 12-14 Oct 2016, Baku, Azerbaijan



<string key="concept:name"  
 value="oil spilled into the Gulf of Mexico"/> 
<string key="lifecycle:transition"  
 value="complete"/> 

</event> 
<event> 

<string key="org:resource" value="Shell"/> 
<date key="time:timestamp" value="2016-05-19"/> 
<string key="concept:name"  
 value="cleanup operation ends"/> 
<string key="lifecycle:transition"  
 value="complete"/> 

</event> 
</trace> 

</log> 
Petri net model generated according to this log for request 

“Shell Spills Oil in the Gulf” is shown below (Fig. 5). 

Fig. 5. Petri net model for request “Shell Spills Oil in the Gulf” 

Fig. 6. Model for information request enhanced by parameter Place 

Further presented the model of the same process in the 
context of geographical position, i.e. request was extended by 
obtained in the previous step attribute Place = Mexico. The 
results are shown in Fig. 6. In the model appeared some 
additional information on the socio-economic developments 
related to the assessment of damage and the imposition of a 
fine. Thus, clarifying and expanding the information requests 
the user fills the database with new data and gets more detailed 
models. 

IX. CONCLUSION

An approbation of the offered approach for the analysis of 
the processes associated with the environmental technogenic 
catastrophes caused with oil spills showed prospects of the 
developed means. Ontologies allow performing flexible tuning 
for various domains, for example to investigate relations 
between events in the field of economy, policy and etc. 
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Abstract— Present paper is devoted to defining the maximum 
amount of flow in dynamic graph with bounds of flow not equal 
to zero with the given vitality degree. The approach takes into 
account fuzziness of the network’s parameters, values and 
measurements. The considered approach allows taking into 
account profitability of transportation via setting the bounds of 
flow not equal to zero. Peculiarity of present task is in 
considering the reliability of transportation, expressed by the 
vitality parameter and considering arcs with the required 
vitality. Considered graph is described as fuzzy lower and upper-
capacitated network with vitality degrees and crisp values of the 
time-parameters. All parameters of the considered network can 
vary over time. These methods can be applied in the real 
railways, roads and air roads solving the task of the optimal 
cargo transportation. 

Index Terms— Fuzzy network, fuzzy lower flow bound, fuzzy 
vitality degree. 

I. INTRODUCTION

Nowadays the flow problems and appropriate problem 
statements [1] are very important, as they allow state and solve 
various flow problems from searching the maximum flow to 
finding the flow of the minimum cost and minimum cost routes 
of flow transmission in the different types of networks. 

Important sphere of researches is dynamic networks [2-4], 
that consider time parameters set to the arcs. Another 
significant tool is considering dependence of bounds of flow on 
flow departure time [5] and operating with fully dynamic 
networks instead of stationary-dynamic ones [6], using the 
notions of the time-expanded graphs [7-8]. 

Flow problems are connected with uncertainty of some 
kind, because changes in environment, measurement errors 
influence bounds of flow and vitality parameters. Therefore, 
we propose to examine these problems in terms of fuzziness, 
therefore, we turn to the fuzzy graphs for solving such 
problems. 

Vitality parameter [9-10] peculiar to arcs of the network 
usually isn’t taken into account while studying networks. Its 
conventional definition was introduced by the authors H. Frank 
and I. Frisch in [11] as sensitivity of the network to damages. 
However, vitality applied to the networks is ability of its 

objects and links among them to be resistant to weather 
conditions, traffic accidents and its combinations, and save and 
restore (fully or partially) objects themselves and their 
connections, arc capacities of the network’s sections in case of 
damage. Nowadays, vitality of the network isn’t taken into 
account, while railways and roads include the complex objects, 
such as stations, distillation ways, culverts, wagon, passenger 
and cargo managements. Sometimes network’s parameters can 
be set qualitatively. Thus, one can set the notion “vitality 
degree” considering the roads and railways. In this case 
“vitality degree” is considered as probability of trouble-free 
operation of the road section and some subjective value, such 
as importance and reliability, etc.  

Other words this paper presents method of determining the 
maximum amount of flow in dynamic network under fuzzy 
conditions with given vitality degree. 

Present paper is structured in such a way. Main concepts 
and notions are presented in the Section 2. Section 3 presents 
method of finding the flow under fuzzy conditions with vitality 
degree. Section 4 provides numerical example illustrating the 
main steps of the method. Section 5 observes conclusion and 
future work. 

II. BASIC CONCEPTS AND NOTIONS

Let us present basic rules and definitions of this method. 
Rule 1 of turning from the expanded network to fuzzy 

graph without bounds of flow [12]. 
Go to fuzzy graph * * *( , )p p pG X A�* * * )* *G* ( ,,**  from ( , )p p pG X A� ( , )G ( ,,

adding the artificial vertices *s and *t and arcs going from 
the node ( , T)t �� � to ( , T)s �� � with 

* ( , , , ) ,u t s T T� �� � � � � �* ( , ,u* ( , ,,
*( , , , ) 0,l t s T T� �� � � � �*l t*( , , 0, *( , , , ) 1t s T T � �� � � � �1*( , , �*( , ,, , in 

the graph pGG . For arcs with ( , , , ) 0i jl x x � ! �, ,l x x( ,,, , 0 : 1) reduce

( , , , )i ju x x � !( , , ,,u( ,,, ,  to * ( , , , ) ( , , , ) ( , , , )i j i j i ju x x u x x l x x� ! � ! � !� � (( , ,( ,,,* ( , , , ) ( , , , ),, ,,u x x u x* ( , , , ) ( , , , ),,, , ) ( , , , ), ) ( , , ,,,, ) ( , , , )( , , , ), ) ( , , ,,,( )(( ) , 

( , , , )i jl x x � !( , , ,l ( ,,, , to 00 , *( , , , ) ( , , , ).i j i jx x x x � !  � !� 2) Enter

the arcs linking *s and ( , )jx ! , arcs going from *t to ( , )ix �
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that have * * *( , , , ) ( , , , ) ( , , , )j i i ju s x u x t l x x! � � !� � � � ( ,( ,, ,* * *( , , , ) ( , , , )u* ( , , , ) ( , , , ), , , ) ( , , , )* ) ( , ,) ( , ,) ( , , ,( ,) ( , ,*, ) ( , )) ( , )) ( , , ,() (* , 
* * *( , , , ) ( , , , ) 0,j il s x l x t! �� � � �* * *) ( ) 0* *l * ( , ) (* *, ) (* , )), ,) ( ,(*) (( 0,0
*( , , , ) ( , , , ).i j i jx x x x � !  � !�*( , , , ) ( , , , ).,, ,, *( , , , ) ( , , , ), ) ( , , ,,, ,,, , , ) ( ,, , , ) ( ,, ),, ,

Definition 1 
Fuzzy residual network * * *( , )p p pG X A" " "�* * * )G* ( ,, "* *** *( **  is the network 

without bounds of flow * * *( , )p p pG X A�* * * )* *G* ( ,,** , which is constructed
according to the following rules: if 

* *

*

( , , , ) ( , , , ),

( , , , ) ,
i j i j

i j req

x x u x x

v x x v

# � ! � !

� !

� �
�

��

*# * ( ,, ,,,, *( , ,* ,,( ,( ,,
* ( , , , ) ,, )v ( , ,,,, , ),, ),

then include corresponding arc from *( , )ix " � to *( , )jx " ! in 
*
pG "*G " with * * *( , , , ) ( , , , ) ( , , , ),i j i j i ju x x u x x x x" � ! � ! # � !� � *# * ( , ,( , ,* ( ,,,* *( , ,,,u ( , ,," � ! � ! #*, ) ( , , , ), ) ( , , , )* ,,, ) ( , , , ),( )

* *( , , , ) ( , , , )i j i jx x x x"$ � ! $ � !� .  
If 

* ( , , , ) 0,

( , , , ) .
i j

i j req

x x
v x x v
# ! �

� !

� %
�

��

* ( , , , ) 0,# * ( , , , ),,,,

( , , , ) .,, )v( , ,, , ),, )

Then include the corresponding arc from *( , )jx " ! to 
*( , )ix " � in *

pG "*G " with * *( , , , ) ( , , , )j i i ju x x x x" ! � # � !� *(*( , ,( , ,*( ,* ( , ,,,u ( , ,," and
* *( , , , ) ( , , , )j i i jx x x x"$ ! � $ � !� � .  

Rule 2 of obtaining the admissible flow 
Go to the network pGG from *

pG*G in such a way: delete all 
nodes and arcs that are artificial. The feasible flow 

( ( , , , ))i jx x# # � !�# # �( ( , , ,( , ,,,, of the value ��  is defined as: 
*( , , , ) ( , , , ) ( , , , )i j i j i jx x x x l x x# � ! # � ! � !� 
 (( , ,( ,( ,,*( ) ( )*) ( )*# ( , , , ) ( , , , ), , ) ( , , ,*, ( , , , ),, , ,, ,,, , where 

* ( , , , )i jx x# � !*# �* ( , ,,,, – the flows, passing the arcs of the graph 
without bounds of flow. 

Due to proposed notions, go to the developed algorithm. 

III. PROPOSED METHOD

Examine the task of determining the maximum amount of 
flow in dynamic graph in terms of fuzziness and vagueness 
and given vitality degree, presented by the model (1)-(6). 

( )Maximize p ( )( (1) 

10 ( ) ( )

( ) ( ( )) ( ), ,
j i j i

p

ij ji ji i
x Г x x Г x

p x s
�

# � # � $ �  
�� � �

& '
( )� � � �
( )
* +

� � �
'
)# � �( ( ))( (
''

( ))(( ( ))( ((( ( ))(# �( )# ( )ij ( )),( )) (2) 

10 ( ) ( )

( ) ( ( )) 0, , ; ,
j i j i

p

ij ji ji i
x Г x x Г x

x s t T
�

# � # � $ � �
�� � �

& '
( )� � � � �
( )
* +

� � � 0, , ; ,, ;;�
'
)))# � �( ( )
''

0, , ;,))(((( ))((# �( )# ( )ij (3) 

10 ( ) ( )

( ) ( ( )) ( ), ,
j i j i

p

ij ji ji i
x Г x x Г x

p x t
�

# � # � $ �  
�� � �

& '
( )� � � � �
( )
* +

� � �
'
)# � �( ( ))
''

( ))(( ( ))( ((( ( ))(# �( )# ( )ij ( )),(( )) (4) 

( ) ( ) ( ), ( ) , ,ij ij ij ijl u p T� # � � � $ � �� � 
 � �(ij (li � #)) )( )( )( )(((( ( )( ),),( ),),((( (5) 
( ) , ( ) ( ) , .ij req stv v s p T� � $ � �� 
 � �( ) , ( )ij ( )v (ij ( ) , ( )) , ( )( )) ,( ) , ( )), ( ), (6) 

Step 1. Turn to the graph pGG , which is presented as fuzzy 
static one and expanded in the time dimension from the initial 
dynamic graph GG . 

Step 2. Build graph * * *( , )p p pG X A�* * * )* *G* ( ,,**  due to the rule 1. 

Step 3. Obtain graph *
pG "*G " in the form of the residual

network due to the definition 1. 
Step 4. Find a path *

pP "*P " from the source to the sink in the
network, obtained in the step3 due to the breadth-first-search. 

4.1 If such a path *
pP "*P " is obtained, go to the step 5. 

4.2 If we find amount of flow value 
*

( , , , ) 0

( , , , )
j i

i j
l x x

l x x
! �

, � !
�

� �
( , ,l ( ,,, !
�

0

( ,l ( ,, � ,*, * � � , there is no augmenting path. 

Exit. 
Step 5. Pass the flow value 

* *min[ ( )]p pu P" "- �* min[" min[- * � * )](((((( * )]"** , * *( ) min[ ( , , , )p i ju P u x x" " � !�* *( ) min[ ( , , , ),,u( ) min[ ( ,) min[ ( ,,"**n[ * � !, ),** ) min* ) min ,
*( , ),( , )i j px x P "� ! � *P "  along this path *

pP "*P " . 

Step 6. Replace the values of flow in *
pG*G : value

* ( , , , )j ix x# � !*# �* ( , ,,,, from *( , )jx � to *( , )ix ! by 
* *( , , , )j i px x "# � ! -�* *"# � ! -* ( , , , ),,,, for arcs from *( , )ix " ! to *( , )jx " � in 
*
pG "*G " , such as * * *(( , ), ( , ))i j px x A" "! � 	 *A , * * *(( , ), ( , ))i j px x A" " "! � � *A "

and value * ( , , , )i jx x# � !*# �* ( , ,,,,  from *( , )ix � to *( , )jx ! by 
* *( , , , )i j px x "# � ! -
* *"# � ! -* *( , , , ),,,, for arcs from *( , )ix " � to *( , )jx " ! in 
*
pG "*G " , such as * * *(( , ), ( , ))i j px x A" "� ! � *A , 

* * *(( , ), ( , ))i j px x A" " "� ! � *A " . Replace * ( , , , )i jx x# � !*# �* ( , ,,,, by 
* * *( , , , )i j p px x P" "# � ! -
* *( P* P# � ! -* *( , , , ), , , ), ,,, P*P "*P . 

Step 7. Compare flow value * * *( , , , )i j p px x P" "# � ! -
* *) P* P# � ! -* *( , , , ), , , ), ,,, P*P "*P  and 

( , , , ) 0

( , , , )
j i

i j
l x x

l x x
! �

� !
�

�
,l x x( ,,, !
�

0

( , ,l ( ,,, � !, : 

7.1. If * * *( , , , )i j p px x P" "# � ! -
* *( P* P# � ! -* *( , , , ), , , ), ,,, P*P "*P  (the value of flow) is less 

than 
( , , , ) 0

( , , , )
j i

i j
l x x

l x x
! �

� !
�

�
( , ,l ( ,,, !
�

0

( ,l ( ,, � , , turn to the 3 step. 

7.2. If the found value of flow * * *( , , , )i j p px x P" "# � ! -
* *( ) P* P# � ! -* *( , , , ), , , ), ,,, P*P "*P  is 

equal to 
( , , , ) 0

( , , , )
j i

i j
l x x

l x x
! �

� !
�

�
,l x x( ,,, !
�

0

,l x x( ,,, � , , go to the network pGG from 

the network *
pG*G , as stated in rule 2. Go to step 8. 

Step 8. Build residual graph ( )pG" #( )G" ) . 

Step 9. Find the path pP"P" in ( )pG" #( )G" ) , shortest in terms of 
arcs quantity. 

9.1. If pP"P" is obtained, turn to the step 10. 

9.2. If an augmenting path in the graph ( )pG #( )G ) doesn’t 
exist, the maximum amount of flow 

( , , , ) ( )i j p px x P p" "# � ! -  
 �"# ( , , , ), , , ), , ),, " )( )(( )(  is obtained. Turn to step 12. 
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Step 10. Transfer min[ ( )]p pu P" "- � min[" min[- � )](((((( )]" , 

( ) min[ ( , , , )p i ju P u x x" " � !�( ) min[ ( , , , ),,u( ) min[ ( ,,"[[ , )) min[" ) i [) min[ ( , ),( , )i j px x P"� ! �P" on the 
shortest path. 

Step 11. Recalculate amount of flow in the network 
( )pG #( )G ) . 

Step 12. Go to the original dynamic network GG . 

IV. NUMERICAL EXAMPLE

Let us represent proposed algorithm. Let the initial fuzzy 
dynamic network is presented in Fig. 1. A problem is in finding 
the maximum value of flow in the initial dynamic network with 
the given vitality degree no less than 0,77  and present final 
value as triangular number. 

Values of upper bounds of flow ijuiju , which are fuzzy and
can vary over time � , are given in the Table I. Values of lower 
bounds of flow ijlijl , which are fuzzy and can vary over time � , 
are given in the Table II. Time parameters ij$ , which can 
change their values in time � , are presented in the Table III. 
Fuzzy vitality parameters ijvijv , which can change their values in
time � , are indicated in the Table IV. 

2x 4x

5x

3x

1x

Fig. 1.  Initial dynamic graph GG

Construct time-expanded network according to Fig. 2. 
Go to the network consists of the arcs with whole upper 

flow bounds and find the augmenting paths in the graph in 
Fig. 3: * * *

1 5 1, ( , 2), ( ,0),P s x x t" �* * (P s* *
1 , ( with 77  flow units, 

* * *
2 2 3 5 1, ( ,1), ( , 2), ( ,3), ( ,0),P s x x x x t" �* * (P s* *
2 , (  with 33  flow units, 
* * *

3 2 3 5 1 4, ( ,1), ( , 2), ( ,3), ( ,0), ( ,1),P s x x x x x t" �* * (P s* *
3 , ( with 77  flow 

units. 
We obtain graph with maximum value of flow, as 

presented in Fig. 4. Therefore, the task has a solution and we 
turn to initial graph, as presented in Fig. 5. Finding the 
augmenting ways and passing flows along them, we obtain 
graph in Fig. 6. 

The maximum value of flow in the original dynamic 
network with the value of vitality degree no less than 0,77  is 
25 10 35
 �5 10 35100 350  flow units. 

TABLE I. UPPER BOUNDS OF FLOW ijuiju IN THE FUZZY FORM, VARY IN

TIME �  

Arcs  
Values of upper bounds of flow ijuiju  in the fuzzy form at 

time � , units. 
0 1 2 3 

1 2( , )x x 255 200 255 400

1 4( , )x x 100 200 255 255

1 5( , )x x 188 188 300 355

2 3( , )x x 355 300 355 188

3 4( , )x x 155 277 333 255

3 5( , )x x 555 455 400 555

4 5( , )x x 200 200 188 288

TABLE II. LOWER BOUNDS OF FLOW ijlijl  IN THE FUZZY FORM, VARY IN 

TIME � . 

Arcs  
Values of lower bounds of flow ijuiju  in the fuzzy 

form at time� , units. 
0 1 2 3 

1 2( , )x x 100 00 00 00

1 4( , )x x 00 00 00 00

1 5( , )x x 00 00 00 200

2 3( , )x x 66 00 155 00

3 4( , )x x 00 88 00 00

3 5( , )x x 255 155 00 00

4 5( , )x x 00 55 00 100

TABLE III. PARAMETERS OF TIME ij$ , VARY IN TIME �  

Arcs  
Parameters of time ij$  at time � , units of time. 

0 1 2 3 

1 2( , )x x 1 1 1 2 

1 4( , )x x 1 3 2 2 

1 5( , )x x 4 4 1 1 

2 3( , )x x 4 1 1 1 

3 4( , )x x 1 1 2 2 

3 5( , )x x 2 2 1 1 

4 5( , )x x 5 4 1 3 

Calculate borders of deviation of the found fuzzy number 
“near 355 ”.  

Since the calculations with fuzzy numbers are cumbersome, 
we suggest operating fuzzy numbers according to the method, 
described in [8]. In this case we will operate the central values 
of numbers given in fuzzy form, blurring the found value at the 
last step and presenting it as a triangular the number.  

Therefore, borders of deviation of the calculated fuzzy 
amount of flow “near 355 ” corresponded to the maximum 
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amount of flow in the network GG  are calculated according to 
the basic arc capacities’ values in Fig. 7. 

TABLE IV. FUZZY VITALITY PARAMETERS ijv , VARY IN TIME �  

Arcs  
Fuzzy vitality parameters ijvijv at time � , vitality

units 
0 1 2 3 

1 2( , )x x 0,88 0,44 0,66 0,55

1 4( , )x x 0,77 0,22 0,88 0,99

1 5( , )x x 0,44 0,88 0,66 0,33

2 3( , )x x 0,77 0,88 0,77 0,44

3 4( , )x x 0,77 0,99 0,77 0,66

3 5( , )x x 0,33 0,44 0,77 0,44

4 5( , )x x 0,88 0,33 0,33 0,44

The detected value is among adjacent values of the arc 
capacities: 311  that has the deviation to the left equals 1 8Ll � , 

right deviation – 1 7Rl �  and 444  that has deviation to the left 

2 9Ll � , deviation to the right – 2 10Rl � . We obtain deviations: 

1 8Ll . , 1 7Rl . . 

0 1 2

N
o

d
es

Time periods

1x 1x 1x 1x

2x 2x 2x 2x

3x 3x 3x 3x

4x 4x 4x 4x

5x 5x 5x 5x

't

's
3

,1�,1� ,1�

,1�
,1�,1�,1�

ix jx
[ ( , , , ), ( , , , ), ( , , , )i j i j i ju x x l x x v x x� ! � ! � !( , , , ), ( , , , ), ( , , , ), ,, ,,( , ,( , , ), ( , , , ), ( , , , ), ), ( , , , ), ( , ,,,) ,,, ), ( , , ), ( ,( (, ,, ,(( , , ,( , ,,,

,1�

[10,25],0,80,255],0,85],0,8 [20],0,4 [25],0,66

[10],0,777 [35],0,7

[15],0,7

[55],0,33

[27],0,99
[30],0,6

[45],0,66

[30],0,8

[40],0,777

[7,20],0,8

Fig. 2. Time-expanded graph pGG

Therefore, the maximum value of flow in dynamic network 
with the given vitality degree no less than 0,77  can be 
represented by fuzzy triangular number (27, 35,42) units. 

0 1 2

N
o

d
e

s

Time periods

1x 1x 1x 1x

2x 2x 2x 2x

3x 3x 3x 3x

4x 4x 4x 4x

5x 5x 5x 5x

*t 3

ix jx

* *[ ( , , , ), ( , , , )]i j i ju x x v x x� ! � !* *( , , , ), ( , , , )]* *,, ,,( , ,( ,, , ), ( , , , ), ), ( , ,* ,, ), ( ,( ,, ,

[15],0,88 [20],0,4 [25],0,66

[10],0,777 [35],0,7

[15],0,7

[55],0,33

[27],0,99 [30],0,6

[45],0,66

[30],0,8

[40],0,777

[13],0,8

*s

[7],0,88

[7],0,88

[10],0,8

[10],0,8

Fig. 3. *
pG*G – Time-expanded network

0 1 2
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d
e

s

Time periods

1x 1x 1x 1x

2x 2x 2x 2x

3x 3x 3x 3x

4x 4x 4x 4x

5x 5x 5x 5x

*t 3

ix jx

* *[ ( , , , ), ( , , , )]i j i jx x v x x# � ! � !*# *( ,( ,* , , ,,, *( , , ,* ,,( ,( ,,

[7],0,7

[10],0,8

[10],0,777

*s

[7],0,88

[7],0,88

[10],0,8

[10],0,8

[7],11
[10],1

Fig. 4. Network *
pG*G consists of the arcs with the maximum flow
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[7],0,7
[10],0,8

[10],0,777

[10],0,8

[7],0,88

Fig. 5. Graph pGG with the feasible flow 

0 1 2

N
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es

Time periods

1x 1x 1x 1x

2x 2x 2x 2x

3x 3x 3x 3x

4x 4x 4x 4x

5x 5x 5x 5x

3

ix jx
[ ( , , , ), ( , , , )]i j i jx x v x x# � ! � !(( ,, , ,,, ( , , ,,,,( ,( ,

[10],0,777
[25],0,88

[25],0,7

[10],0,8

[25],0,88

Fig. 6. Graph pGG with the maximum flow

3 6 910 15 20 38 44 54 55 80 ijuiju

( )iju"

31 35 672 23

Fig. 7. Functions of membership of arc capacities’ basic values in GG

V. CONCLUSION AND FUTURE WORK

Present paper observes a task of determining the maximum 
value of flow in a dynamic graph, presented as a network in 
fuzzy conditions, which arcs have flow bounds that are 
nonzero, with given vitality degree. Parameters of the network 
depend on the departure time of flow and can vary over time 
and described as fuzzy ones The approach to the task of 
obtaining the maximum amount of flow in the graph that has 
bounds of flow that are nonzero, based on the introduced 

definitions and rules. The solution of the problem has 
important practical value while planning transportation, as 
allows to consider profitability of transmission and fuzzy -
dynamic nature of its parameters. In the future works we are 
going to propose methods of increasing the vitality degree in 
fuzzy dynamic networks. 
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Abstract — The paper deals with NP-hard optimization 
problems with the use of behavioral foundations of subject in 
nature. Swarm intelligent methods and algorithms are the most 
promising ones. Suggested algorithm is based on the simulation 
of bats’ behavior. The authors concern a behavioral model of a 
bat – it moves within search space for the purpose of finding 
quasi-optimal solutions. Also there are represented approaches to 
adjust control parameters of the algorithm (frequency, 
amplitude, direction of movement). On the basis of bat’s 
behavior a schematic diagram is developed. Initial search space 
are formed by sequential, random and iterative algorithms. To 
confirm theoretical estimations of time complexity and 
effectiveness of the developed algorithm computational 
experiments are carried out. 

Index Terms — placement, adaptive procedures, evolutionary 
simulation, swarm algorithm, bats’ behavior, software. 

I. INTRODUCTION

Nature has always been a source of inspiration for 
researchers. On the basis of natural principles and mechanisms 
there was developed a set of algorithm for solving different 
optimization problems. These algorithms belong to 
metaheuristic class and involve evolutionary and swarm 
intelligent techniques [1]. 

When dealing with practical problems, it is often necessary 
to choose the best solution according with some criteria. 
Mathematically, the choice is formalized as a optimization 
problem. 

Well-known mathematical programming methods focused 
on optimization problems are deterministic iteration procedures 
for incremental improvement of a current solution. 
Effectiveness of such methods is based on objective function 
features in respect of optimization problem [1-3]. For many 
practical problems the use of deterministic methods are 
unreasonable. In this case there are used stochastic methods 
such as a genetic algorithm (GA), a particle swarm 
optimization algorithm (PSO), an ant colony optimization 
algorithm (ACO) etc. that can process a lot of current solutions 
simultaneously. 

Multi-agent population algorithms deal with a set of 
alternative solutions [2]. Each solution is improved and 
estimated, so it has an effect on improvement of other 
alternative solutions. The most of population methods borrow 

this concept from biology: a process of the best solution search 
copies a natural search process or behavior of some species 
taking into account it specific features. These algorithms are 
named as bioinspired algorithms – a reach source of unusual 
numerical methods that allow to solve complex problems in the 
context of lack of information about optimized function [2-4, 5, 
7-11].

The most swarm algorithms solve unconstrained
optimization problems with real variables and have some 
parameters needed for one or another problem (for example, a 
size of alternative solutions population) [3]. 

The main aim of our research is investigation of 
effectiveness of swarm intelligent algorithm – a bat algorithm 
(BA). 

II. PRINCIPLES OF BAT BEHAVIOR

The bat algorithm is a metaheuristic algorithm, created by 
X. S. Yang in 2010, inspired by echolocation behavior of bats
[2-3].

The most of bats’ species have echolocation ability for 
detecting food and obstacles. Parameters of sound impulse are 
changes in wide range according to different behavioral 
structure. Bats use short frequency-modulated signals within 
limits of one octave. But some species of bats does not use a 
frequency modulation of it sound impulse. 

The BA conforms to the following rules: 
1. all bats use echolocation to analyze a distance and

distinguish food and natural obstacles; 
2. Bats flies by a random way with velocity vi at position xi

with a fixed frequency fmin, variable wavelength λ and 
loudness А0. They may regulate a wavelength (of frequency) 
of impulse and impulse velocity r[0,1]. 

3. Loudness is change from highest А0 to lowest Аmin value.

III. MODEL OF BATS ALGORITHM

Fig. 1 illustrates a model of an optimization problem 
solution on the basis of bats swarm behavior. The placement 
problem is performed on a set of solutions X. Part of solutions 
may be infeasible under the initial conditions and restrictions 
(on fig.1 such areas specify as “obstacle”). Each search agent 
(a bat) has following characteristics: current position (xi), 
velocity (vi), loudness (А0) and frequency (wi). Loudness and 
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frequency of sound impulse are changed towards the some 
purpose (optimum or obstacle). 

Search area, set X
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Neighborhood j

Obstacles

(Infeasible solutions)
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b
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le
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Local search
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Increasing of 

intencity

wi

wj

Fig. 1. Model of swarm algorithm based on bats’ behavior 

As the agent is coming closer to local (or global) optimum 
signal loudness decreases but its intensity is increased. After 
each iteration bats define it new position in local search area. 
To increase algorithm effectiveness in case of 
multidimensional search (encoding/decoding operation) we 
have an opportunity to choose random coordinates. All 
modifications in the algorithm deal with a change of control 
parameters (velocity, loudness, intensity) [12-15]. 

A number of bats is assigned by an operator and initial 
position and values of control parameters are assigned by 
generation of initial position. This procedure is implemented 
by combining the swarm algorithm and methods of random or 
iterative search [13, 16, 18]. 

IV. THE BAT ALGORITHM

The scheme of the developed swarm algorithm is shown 
on Fig. 2. As previously noted, the developed algorithm based 
on simulation of bats’ behavior. The algorithm combines with 
classical methods of random and iterative search for 
generation of initial position of all search agents (Block #2) 
and generation of neighborhoods within search area. 

For each bat generation of random initial values of 
velocity, loudness, intensity of signal is implemented in Block 
#3. The algorithm works iteratively and an iteration counter is 
verified in Block #12. In the Block #4 there are checked 
whether all bats were examined for the application of 
evolutionary rules. 

In Blocks #5, 6, 7 it is performed an evolution of each bat 
according to its position and objective function value. 

Intensity: wi = wmin + (wmax −wmin ) *β. 
Velocity: vi

(t+1) = vi
(t) + (xi

(t) - xi)*wi. 
Position: xi

(t+1) = xi
t + vi

(t +1). 
Each agent search its new position by random moving 

within current neighborhood: 

xi
new = xi

old + e*A(t). (1) 

An evolution of parameters that characterize sound 
impulse is calculated as follows: 

Ai
(t+1) = α * Ai

(t) (2) 
Values of weighting coefficients are defined by decision 

making person. 
Begin

Input of quantitative 

parameters

Generate initial agents’ 

positions

Generate sound impulses

All agents were 

considered?

Change sound impulses 

frequency ai

Change agent position xi

Change agent velocity vi

Local search?

Random motion xi

(Changing of position)

Save position with specified 

probability

All iteration were 
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Fig. 2. Placement based on bat algorithm 

In Block #8 it is generated a random probability and, in 
case of successful verification, it is transfer to Block #9 in 
which generated local solutions (it quantity are set by decision 
making person) within current neighborhood.  

When all agents have been considered it is calculated it 
new position (on the basis of local search results) with given 
probability (Block #10). After that, for those agents which 
change its position there are defined objective function values. 
(Block #11). 

As soon as the algorithm performs given numbers of 
iteration (Block #12) obtained solution are decoded (from 
numerical sequence to coordinates of discrete workspace) in 
Block #13. In Block #14 the best solution will be applied for 
the placement problem (Fig. 3). 

1 2 3 4 5 6 7 8 9

1 2 3

4 5 6

7 8 9

Line #1

Column #1

Fig. 3.Solution decoding for placement problem 
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The developed algorithm has several advantages in 
comparison with other swarm algorithms [17-19]. Firstly, it is 
the ability to take into account illegal solutions. Secondly, the 
algorithm controls an intensive of search by each agent which 
allow to obtain optimal solutions in appropriate time. 

V. EXPERIMENTS

Analyze and investigations of the developed algorithm 
were carried out on the basis of circuits with different numbers 
of elements. The main goal of experiments is calculation of 
algorithm time complexity [20]. 

To calculate time complexity there was carried out a set of 
experiments with changeable number of elements: from 
100000 to 1000000 in increments 100000. 

Table 1 and fig. 4 show the time complexity of the 
developed algorithm.  

TABLE I.  COMPARISON OF TIME COMPLEXITY OF ALGORITHMS 

Number of elements 

100
000 

200
000 

300
000 

400
000 

500
000 

600
000 

700
000 

800
000 

900
000 

G
A 
(s) 

11,0
5 

21,5
7 

33,7
8 

54,0
1 

72,1
5 

94,0
1 

125,
6 

169,
5 

185,
7 

A
C
O 
(s) 

21,4 52,1
2 

71,8
2 

110,
1 

180,
5 

205,
9 

298,
8 

359,
6 

404,
9 

B
A 
(s) 

35,5
8 

84,4
5 

157,
56 

248,
78 

351,
7 

409,
9 

558,
9 

694,
8 

857,
7 

The diagram of dependence of time complexity on number 
of elements confirms an assumption about time complexity of 
the developed algorithm which represented as О(α*n2). 

Fig. 4. The diagram of dependence of time complexity on number of elements 

To obtain an effectiveness of the developed algorithm there 
were carried out investigations of solutions quality on the basis 
of test examples. The algorithm effectiveness will refer to 

quality of solutions obtained by this algorithm (Table 2). Fig. 5 
shows a bar graph of obtained solutions. 

TABLE II.  COMPARISON OF ALGORITHM EFFECTIVNESS 

Number of elements

100000 250000 500000 750000 1000000 

GA 87,7 128,4 142 171,4 215,7 

ACO 75,1 110,1 133 154,9 203,8 

BA 66,5 98,3 101,7 139,1 177,4 

Fig. 5. Comparison of solution quality 

Experimental results show that the most effective algorithm 
is the algorithm based on the behavior of bats. It is more 
efficient on average 15% than the GA and 10% than ACO. 

VI. CONCLUSION

In the paper the authors suggested the new swarm 
algorithm based on the bats’ behavior within restriction area to 
solve design optimization problems. The model of bat’s 
behavior is considered. An agent is moving within search area 
to find local optimal solutions. New approaches to for changing 
control parameters of the algorithm (frequency, motion 
direction. amplitude) are developed. The scheme of bats’ 
algorithm is made. Initial search space is formed by sequential, 
random and iterative algorithms. Conducted sets of 
experiments allow to specify theoretically estimations of the 
algorithm time complexity. In the best case time complexity of 
the developed algorithm is represented as O(nlogn), in the 
worst case - O(n2).  
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Abstract—The article addresses the problem of identifying 
subtle causal relations between sets of data defining a control 
system. The key pros and cons of using a fuzzy method are later 
examined. It explains the primary aspects of the fuzzy model for 
revealing implicit causality within a control system based on a 
combination of a fuzzy set approach and data mining techniques. 
The tool for carrying out evaluation in natural language resulting 
from utilizing an automated learning algorithm is advanced 
afterwards. The paper lastly proves its applicability to modeling 
mutual effects of a number of economic objects on each other. 

Index Terms—Causality, control system, data mining, fuzzy 
model, implicit factor. 

I. INTRODUCTION

Discovering control systems’ patterns of behavior becomes 
one of the main priorities of latest studies, as it enables to 
anticipate their expected features and proprieties, and to predict 
likely future states. The information, collected in such a way 
and concerning aspects of the system interaction with the 
external environment, is vitally crucial to accomplishing 
realistic tasks, connected to gaining control of the system 
performance, notably to eliminating major constraints and 
achieving the results set. Nevertheless, in a range of examples, 
describing the system prospective conduct based exclusively 
on the basic features is complicated by its multifunction nature, 
significant number of elements, proprieties, connections and 
relations, existing implicit influences, complex structure etc. 
Moreover, when producing relatively highly accurate findings 
the need for processing big data [1] unavoidably arises 
resulting from specifying the condition of the system internal 
and ambient environments, consequently imposing the 
requirement for Business Intelligence [2] type solutions and 
leading to extra sophistication. With this background test 
object simulation is considered as a promising way of resolving 
the difficulties and determining causality among the system 
objects depending on relations between the exerted effect and 
the reaction assessed via data mining techniques.  We suggest 
employing the fuzzy method for indicating implicit causality 
between the control system objects. 

Throughout this paper implicit influences mean non-
evident impacts within the system caused by implicit factors 
and capable of producing a synergistic effect. Implicit factors 

are considered as non-evident factors, having a significant 
effect on the system performance based on subtle information, 
previously not taken into account, which is practically useful 
and available for generating knowledge and making decisions 
[3]. 

II. ADVANTAGES AND DISADVANTAGES OF USING FUZZY
TECHNIQUES 

Despite the existence of a significant range of 
methodological approaches to establishing causal relations 
between the control system objects (see studies by C.W.J. 
Granger [4], R.E. Bellman [5], I.Yu. Shpolyanskaya [6], V.A. 
Kharitonov, A.O. Alekseyev [7], A.M. Malyshenko [8] etc.), 
the authors believe the developed tools do not completely 
recognize the uncertainty factor. This feature may be critical in 
conditions of the implicitness. Therefore, we should focus on 
application of fuzzy set means, which allow us to overcome the 
abovementioned disadvantages in the analysis. 

Application of fuzzy systems has the following advantages: 
possibility of studying the parameters beyond the conventional 
formalization methods; development of solutions in conditions 
nonsufficient to perform another data analysis (e.g. statistical 
analysis); application of crude data in calculations; versatility 
[9–10] etc. [11–12]. Moreover, the fuzzy representation of the 
model indices improves the study results, allowing us to 
evaluate not only the index values, but the verisimilitude of 
each value and its degree of confidence as well. The fuzzy 
logic enables the reliability evaluation of fuzzy ranking of 
variations by defined, most credible values of indices, 
characterizing these variations, increasing the output validity as 
a result. In addition, application of fuzzy set means allows us to 
study stability of the model endogenous indices with respect to 
variation of its exogenous indices. It leads to the possibility of 
the quantitative evaluation of consequences of higher or lower 
volatility of various input variables for the input parameter 
stability. The main disadvantages of this method are the 
absence of principles of selection of a proper membership 
function specified by the fuzzy set theory, biased formulation 
of an initial set of rules for fuzzy input etc. [11–12]. However, 
the aforesaid approach disadvantages are collateral during 
processing of fuzzy data and do not reduce the relevance of this 
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approach, which is confirmed by a high scientific appeal to 
study such fuzzy systems. 

III. FUZZY METHOD OF REVEALING AND ASSESSING IMPLICIT 
CAUSALITY 

The basic idea of applying a fuzzy approach consists in the 
fact that a certain index is assumed to be interval and to be 
determined (fuzzified) by a span instead of a number. This 
point aims to reflect an actual situation of more or less exactly 
specified threshold values, within which a parameter can vary. 
As a consequence, we need to formalize the understanding of 
the concerned index probable values along with indication of 
the set of probable values and degrees of uncertainty of their 
adoption. Then, after calculation of the probability distribution 
of the overall index, we should pass on defuzzification and 
interpretation stages based on the system of rules and using 
developed output tools. 

The model-building task is to find and to quantify causal 
relations between implicit factors which are the control system 
objects, on directly related parameters and through them on 
certain key indices. The important aspect is finding the very 
implicit factors. The basic model-building tools are fuzzy 
binary relations, their composition, and data mining algorithms. 
The model-building logic is illustrated below. 

IV. LOGIC BEHIND A FUZZY MODEL FOR DISCOVERING 
IMPLICIT CAUSALITY WITHIN A CONTROL SYSTEM

Suppose we are given a set of 
 �1 2, , , nA a a a� > . With the
specified degree of probability we can find two elements 
among the elements of the set, which have a relatively small 
mutual effect, but there is an element distinctive from the 
above two elements, with introduction of which the effect 
becomes significant. 

Some definitions are introduced below. Suppose U  is any 
set, 2U is Cartesian square of this set 
( � �
 �2 ; : ,U U U a b a b U� ? �  ). The fuzzy binary relation on 

the U  set is the 2U  fuzzy subset. Conventional notation 
format of the fuzzy binary relation for the discrete and 
continuous sets are represented in equations 1 and 2, 
respectively. 

�
� �

� �
2 ,

,
,

i jU

i j

u u

u u
@A

@ � �
� ����

� �
� �2

,
.

,U

x y
x y

@A
@ � B � �	��

Matrices whose elements are values of the membership 
function of � �,x y@A  fuzzy binary relation are denoted as J@ .

The composition of 1@ and 2@ fussy binary relations is
specified by such a fuzzy binary relation of 1 2@ � @ @� , that 
the equation 3 is valid: 

�

� �
� �
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Given that the intersection of � � � �
1

, / ,x z x z@A

and � � � �
2

, / ,z y z y@A single-point fuzzy sets is generally 

performed by the logical T :norm, and its union is performed 
by the logical T :conorm: 

� � � �min , , max ,a b a b a b a b� �� � , equation 3 takes the form 
of the equation 4. 
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Equations 5 and 6 are the relation composition graph for 
discrete and continuous sets, respectively. 
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if U  is a finite set; 

�

� � � �

� � � �� �
� �

1 2
2

1 2

2

1 2 , / ,

max min , , ,
,

,

U

z U

U

x y x y

x z z y

x y

@ @

@ @

@ @ � A �

A A
�

B

B

��

� ����

if U  is part of the number axis or the entire number axis. 
Therefore, from equation 4 for a U  finite set we can 

obtain: 
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where n  is a number of U  set  elements. 
Build-up the ГJ matrix for the A set. 
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where ijs ( 0 1; 1,2, , ; 1,2, ,ijs i n j m; ; � > � > ) is an extent of 
the ia index effect on the ja  index. 

Then, to find mediate effects we can calculate values of 
2J

@
 matrix using the equation 4:
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The reflexive selection of mediated factors [13] performed 
as part of data mining assumes existence of such a pair of ijs  
and ijf , that ij ijs f�� , and indicates the presence of an 
implicit influence, which becomes apparent due to an 
intermediate factor within the system [3]. 

V. MODEL ADAPTATION TO HANDLING FUZZY BINARY
CORRESPONDENCE 

When necessary, the model may be adapted to work with 
fuzzy binary correspondences. The conceptual similarities and 
differences of this adaptation are described below. 

Binary correspondence in the case of A B?  set means a @  
subset of the Cartesian product of sets A  and B : A B@ D ? . 
The Cartesian product A B?  describes the product of all the 
sets that feature A  set element in the first position, and B  set 
element in the second position. In the case when A B� , binary 
correspondences amount to the mode of binary relations 

2A@ D .  
Compositions of binary correspondences and binary 

relations are defined similarly. Compositions of fuzzy binary 
correspondences 1 A B@ D ?  and 2 B C@ D ?  are defined by 
the equation 7, provided that equation 8 is correct for the 
membership function. 

� 1 2 ,A C@ � @ @ D ?� ����
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The intersection and the union of single-point fuzzy sets in 
the case of binary correspondences are made according to the 
abovementioned rules. In this case, the equation 8 goes over to 
the equation 9: 
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The graph of finite set correspondences’ composition 
follows the equation 10; the equation 11 defines the graph for 
the sets that represent an interval of the number axis or the 
entire number axis. 
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where A , B , and C are finite sets; 
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if A , B , and C  are an interval of the number axis or the 
entire number axis. 

From the equation 10 it follows that the matrix of the 
composition of 

1 2
J@ @�  relations, when A , B , and C  are finite 

sets, is nothing but a maximin matrix product of 
1

J@ and 
2

J@ : 

� � �
� �

1 2 1 2

1 2

1 2

1,2,...,
max (min( ( , ), ( , )

( , ) ,

i k k jk p m n

i j m n

J J J

x z z y

x y

@ @ @ @

@ @� ?

@ @ ?

� C �

� A A �

� A

�

�

�

where p  is the amount of B  set elements; m  is the amount of 
A set elements; n  is the amount of C set elements.

Building a model for evaluation of implicit causality in the 
control system applying fuzzy binary correspondences falls 
into two steps: 

� Building sub-models A  including the set of implicit
factors, B  incorporating the set of indirect indices, and
C  involving the set of key parameters.

� Integration of sub-models into a general model, its
analysis and solution of the problem set.

The operation sequence of the first step may include the 
following procedures: 

� Primary specification of a number index set for each
sub-model.

� Making lists of number index sets.
The operation sequence of the second step includes the

following: 
� Evaluation of interdependence between the indices in

pairs: � �,А В , � �,А С , � �,В С .
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� Detecting of indirect effects that indices of the sub-
model А  have on indices of the sub-model С .

� Explanation of the obtained results.
Dependences are defined using ABJ , BCJ and ACJ

matrices for the set of A , B , and C  indices: 
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where (0 1; 1,2,..., ; 1,2,..., )ij ijs s i n j m; ; � � is an 
extent of the ia index effect on the jb index, 

(0 1; 1,2,..., ; 1,2,..., )ij ijz z i n j k; ; � �  is an extent of the 

ia index effect on the jc index, 
(0 1; 1,2,..., ; 1,2,..., )ij iju u i m j k; ; � �  is an extent of 

the ib index effect on the jc  index. 
The extent of the direct effect ia makes on 1c is

determined by the 1iz element of the ACJ  matrix. Similarly, 
the extent of the direct effect ia makes on 2 ,..., kc c is
determined by 2 ,...,i ikz z numbers. In addition to the direct 
effect, the ia index affects 1 2, ,..., kc c c through the 
intermediate factor jb , which is an index of the sub-model В . 
The extent of the indirect effect ia has on 1 2, ,..., kc c c through

jb are taken as values * * *
1 2, ,...,i i ikz z z , which are minimums of 

ijs and corresponding 1 2, ,...,j j jku u u : 

�
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2

z min( , ), z
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The equation 12 specifies combined indirect effect that ia
element produces on jс : 
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The matrix ABJ  and BCJ  product (equation 13) specifies 
the indirect effect A  set elements cause on C  set elements 
through B : 
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where *
ijz is calculated using the equation 12.

If the extent of direct effect A  makes on C , determined by 
following the steps of hierarchy analysis, exceeds the indirect 
effect, then it is not worth being taken into account. If the 
inequality * 0ij ijz z: � is valid, then we showed the indirect and 
previously ignored effect that i -th implicit factor makes on j -
th resulting index. Moreover, evaluation of the extent of such 
effect may be considered as *

ij ijz z: difference. 
Consequently, using compositions of binary 

correspondences implicit, indirect relations and cross-effects 
between the elements of A  and C  sets may be found out, 
when correspondences for A B?  and B C?  sets are given; 
intermediate factors may be specified as well. 

VI. MODEL APPLICATION AND TESTING

The algorithm mentioned above is automated and presented 
as a web-service developed on Joomla! 1.5 platform, written in 
PHP 3.1 language, and posted on the website 
http://bi.usue.ru/nauka/imin/. The most recent version 1.0.3 
allows to insert the data in the natural language with the help of 
"fuzzy controller", to check the correctness of the input values, 
as well as to get the result indicating the implicit factors and 
the causal effect strength. 

Critical capabilities of the model when operated on a 
certain control system ensure its applicability for the analysis 
of a wide range of data. The model using Goguen's fuzzy 
implication [14] and defuzzification according to the method of 
the centre of gravity [15–16] was officially approved in the 
research of the implicit causality within the corporate culture 
[17], the military-industrial complex of the Russian Federation 
[18], and demonstrated a high reliability (measure of 
inaccuracy of significant subtle effect finding was below 3% 
regardless of the subject of research). Moreover, as one of the 
most promising methods of finding and evaluation of implicit 
influences, the aforesaid algorithm in the course of 
implementation of the system of machine learning may be 
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applied for the purpose of handling the problems of adaptable 
control with application of artificial neural networks [12,18]. 

VII. CONCLUSION

Thus, the problem of revealing implicit causality that exists 
among the control system objects, under toughening 
requirements to description of the current and estimated 
condition of the systems, remains topical. The system 
simulation based on the study of the cause and effect linkage 
between its objects represents one of the auspicious research 
methods to overcome control problems with the aim of 
ensuring the required performance. Particular attention in the 
course of designing a model under the state of uncertainty 
should be paid to fuzzy techniques offering a number of critical 
benefits compared to conventional methodological approaches 
that ensure a widespread application of a fuzzy method due to 
its flexibility without diminishing the reliability of the acquired 
results.  

The fuzzy model described in detail in the paper is intended 
to work with a wide range of control systems and makes it 
feasible, based on the composition of fuzzy binary relations, 
fuzzy binary correspondences, and data mining, to spot the 
implicit causal effects within. The above algorithm gives the 
opportunity to detect the unobvious elements of a control 
system, as well as to calculate their effects. The obtained 
results contribute towards enhancing the appropriateness of the 
research subject behavior assessment. 
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Abstract – With rapid expansion of the Internet and 
increasing amount of time users spend online, the Internet 
evolves from entertainment environment towards highly 
dynamic and flexible business medium. Online advertisement 
has become one of the most successful business model for 
Internet environment. There are two major types of online 
advertisement: sponsored search and contextual display 
advertisement. This paper dedicated on contextual display 
advertisement. Generally, contextual advertisement 
implementations based on topical or keyword-based relevance 
approach. This study addresses the mechanism of advanced 
contextual advertisement based on opinion about specific topic 
within content of webpage. Use of Natural Language Processing 
and Sentiment Analysis aims to determine the writer's attitude 
towards particular topic as: positive, negative, or neutral. This 
approach helps to develop an advertisement system that is more 
content-sensitive and consequently has higher ROI of 
marketing. 

Keywords – Opinion mining, Sentiment analysis, NLP, 
Contextual advertisement 

I. INTRODUCTION

Rapid growth of Internet economy has a great impact to 
transformation of advertisement industry. According to 
eMarketer, the global advertisement market value will 
increase 6% over 2014 to $592 billion in 2015. TV which has 
been unaltered leading media of advertising industry for 
many years, tends to lose its value and impact in front of 
aggressive expansion of the Internet Advertisement. As the 
Internet Advertisement continues a rapid growth, it is 
expected to become largest advertising category by 2019 [1]. 

Modern digital advertisement systems evolved from static 
banner and pop-ups into sophisticated combination of rich 
media, video, interactive applications and banners. Complex 
application (script) embedded into web page analyze 
hundreds of parameters including website's URL and 
ranking, visitor's geo-location, visitor's default language, 
browser software, Internet speed, content of web page, etc. as 
a result chooses one specific banner of thousands available in 
ads repository to display in the banner area. 

Even with such an advancements in the area of online 
advertisement, the effectiveness and ROI (Return of 
Investment) is still a challenging problem that attract 

researchers over the past few years in addressing questions 
such as: How to define relevance between visitor's interest 
and specific advertisement? How to build correlation 
between opinion in textual content of web page and specific 
advertisement? How to prevent visitors blocking ads? 

Sentiment analysis is using machine learning algorithms 
and natural language processing techniques in order to 
identify whether a given phrase or sentence express positive, 
negative, or neutral meaning [2, 3].  

Providing an efficient way to analyze user's sentiment has 
become major concern for both academic research and 
commercial companies. Machine learning approaches such 
as Opinion Mining or Sentiment Analysis can largely answer 
these questions. Sentiment Analysis or Sentiment 
Classification is a set of Machine Learning Algorithms and 
Natural Language Processing techniques used to identify 
whether a given phrase or sentence express positive, 
negative, or neutral meaning, thus consequently analyze 
people's opinions, attitudes, emotion, filings toward entities, 
individuals, events, products, and their attributes [4]. 

When it comes to online advertisement, Sentiment 
Analysis is aimed to identify the attitude of author of a 
specific website content to the particular topic. After this 
matching advertisement system can chose specific 
advancements campaign that is most relevant to the main 
topic of web page and sentiment (positive or negative) of the 
author. 

For example, it will not be appropriate to put mobile 
phone advertisement on top of the web page with content 
devoted to the health risks of mobile phone radiation. At the 
same time, it may be appropriate to advertise the mobile 
phone that have specific attribute of low radiation level (SAR 
- Specific Absorption Rate).

II. ARCHITECTURE FOR SCALABLE CONTEXTUAL ADS 
SYSTEM 

A.Sentiment Analysis
As it was mentioned earlier, keyword-based contextual 

approach in online advertisement is not enough efficient, 
because it doesn't take into account the sentiment or writer's 
opinion to the topic of written text. It would not be 
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appropriate to put into web-page ad of product or service 
about which author promotes negative opinion. To eliminate 
this lack of correspondence between content and 
advertisement, the sentiment analysis and classification was 
used. 

There are many approaches and algorithms for sentiment 
classification, but generally all of them serve the same 
abstract purpose. "Sentiment analysis traditionally 
emphasizes on classification of web comments into positive, 
neutral, and negative categories". [5] 

There are two main approaches in sentiment 
classification regarding specifying the scope of sentiment: 
binary sentiment and multi-class sentiment. In case of binary 
sentiment classification, positive and negative terms were 
identified by querying a collection of appropriate dictionaries 
and sentence datasets. The second method is more complex 
approach and emulates real human emotions, which has more 
complicated and diverse spectrum than just positive and 
negative. In this paper the first approach has been used. [6, 7] 

B. Topic Extractor and Ad Campaign Matcher
After extracting sentiment bearing sentences, the next 

step is extracting all noun phrases or topical words those are 
related with sentiment words. Since, most of the 
advertisement campaigns specify topical or advertising 
keywords very precisely, the intersections of topical words 
between ads and extracted nouns are very low. So, 
considering the advertising keywords from advertisement 
campaign and selected topical words from web-page is not 
enough for effective topical words and ad keywords 
matching. In order to solve this problem, it is proposed to 
extend topical words using several synonyms for each of 
noun. POS (Part-of-Speech) tagging is used to mark all 
nouns, which are considered as candidate topical words. [8] 

Figure 1. Data Analytics Engine Architecture 

The algorithm of determining the advertising keywords is 
shown in Figure 1., that is based on approach proposed in 
[7]. Even in proposed approach the first step is about 
extracting topical words, and second about sentiment 
classification, they could be swapped. In this case we can 
eliminate the number topical words to deal with, dealing with 
just those located within sentiment bearing sentences. 

C. Architecture
Two architectures are proposed for Contextual Online-

Advertisement System: Stand-alone (basic) Architecture and 
Scalable Repository-based Architecture.  

Stand-alone (basic) Architecture works according to the 
following instructions (see Figure 2.): 

1. A Web-page with banner, embedded Ads-script and
some HTML content is loaded into a browser

2. The Ads-script communicates with remote Online-Ad-
System requesting most relevant ad for specific URL

3. Crawl the content of the web-page from specified URL
4. Parse web-page and apply pre-processing functions
5. Determine Topical Words and Sentiment polarity on

these words using Text Classification approach
6. Identify most relevant Ad-campaign based on Topical

Words and Sentiment
7. Send selected ad to web-page

Figure 2. Stand-alone (basic) Architecture of the 
Contextual Online-Advertisement System 

Let see now the Scalable Repository-based Architecture 
and how it operates. The most significant difference between 
two architectures is that, second architecture uses web-pages' 
repository, which consists of the web-pages those already 
crawled and stored in Hadoop-HDFS platform (more details 
are available at [9]). This helps to increase the efficiency of 
the system through one of most time-consuming crawling 
function. To do so, the system checks if the web-page with 
specific URL already exists in repository and calls the 
crawling function just in case if not. As it can be seen from 
Figure 3., the first two steps are same as was described for 
Stand-alone (basic) Architecture: 
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Figure 3. Scalable Repository-based Architecture of the  
Contextual online-Advertisement System 

1. A Web-page with banner, embedded Ads-script and
some HTML content is loaded into a browser

2. The Ads-script communicates with remote Online-
Ad-System requesting most relevant ad for specific
URL

3. Checks if the web-page with specific URL already
exists in repository
a) If not exist, crawl URL and store into a Web-

repository
b) If exists, retrieve web-page content from a Web-

repository
4. Parse web-page and apply pre-processing functions
5. Determine Topical Words and Sentiment polarity on

these words using Text Classification approach
6. Identify most relevant Ad-campaign based on

Topical Words and Sentiment
7. Send selected ad to web-page

CONCLUSION 
One of the most important findings to emerge from this 

study is that, the contextual advertisement based on 
sentiment analysis gives much better results than the 
keyword-based approach. This is true not just for ads, but for 
any other area where an opinion mining is important, 
including risk management, topic or event extraction, 
predictive analytics, etc. Also, two architectures are proposed 
for contextual online-advertisement system: Stand-alone 
(basic) Architecture and Scalable Repository-based 
Architecture. 

In order to achieve higher accuracy rate on the machine 
learning algorithms, further work needs to be done extending 
positive and negative word dictionaries as well as positive 
and negative sentence datasets. 
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Abstract—at present time there are many enterprises that 
prefer to integrate out-of-the-box systems (with integration 
application) instead of developing new enterprise system special 
for them. Integration applications provide functionality to 
synchronize data between databases of out-of-the-box systems. 
However, there are problems during integration and we propose 
a method for these problems automatically solving. For example, 
one of the problem is to determine same concepts and attributes 
in the integrated databases. In this article, we present a method 
based on the semantic web approaches: OWL and its 
mathematical base - Description Logics. We present 
mathematical model of the database as set of the OWL concepts, 
roles and axioms, which determines rules for database 
integration consistency. Each concrete database has its own 
mathematical representation and transformation rules are 
presented following in the article. Set of such rules is presented as 
set of functions from database elements to ontology elements. 

Index Terms— Database, schema, ER-model, OWL, ontology, 
description logics. 

I. INTRODUCTION

A. Necessity of Data Integration
At the present, in the information technology world there is 

a tendency of transition from new information systems creating 
to software integration. Integration is a synchronization of data 
between software databases, i.e. interchanging records between 
tables presenting same concepts. Many scientific schools 
around the world are taking part in researches related to 
information systems integration: Department of Informatics – 
Database Technology, University of Zurich [1], Wright State 
University [2], Dublin City University School of Computing 
[3]. In addition, many conferences on data integration are 
conducted every year: Smart Systems Integration, International 
Conference on Enterprise Information Systems, International 
Conference on Data Integration in the Life Sciences, etc. All 
these facts prove actuality of the research presented in this 
article. 

There are issues and challenges in database integration 
problem. In this article we present mathematical model of 
relational database metamodel based on description logics 
(DL) formalism. The model with DL reasoning algorithm
(called tableau algorithm) will solve problem related to
checking mergability of databases and determining sameness
of tables (and attributes) in databases.

Main issue is to check whether databases can be integrated. 

B. Database integration issues
There are some problems during database integration,

which cannot be solved without human. It is presented in 
different sources by different authors. We emphasize main of 
them: 

1. First of all (semantic integration is impossible
without it) is the problem of finding matches between 
concepts in the databases (synonymy determining). To 
synchronize data automatically it is needed to find out same 
concepts in the databases. Human can solve this problem 
manually, but there are some automatically approaches [4, 5, 
6]. We consider developing an alternative method in further 
researches. 

2. Equivalence among constructs of the model. In
conceptual models, several combinations of constructs can 
model the same application domain equivalently. 
Consequently, "richer" models give rise to a larger variety of 
possibilities to model the same situation [7, 8]. 

3. Incompatible design specifications. Erroneous
choices regarding names, types, integrity constraints, etc. may 
result in erroneous inputs to the schema integration process [7, 
8]. 

4. Common concepts. Owing to the causes for
schema diversity described above, it may very well happen 
that the same concept of the application domain can be 
represented by different representations in different schemas 
and several types of semantic relationships can exist between 
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such representations. They may be identical, equivalent, 
compatible, or incompatible [7, 8]. 

5. Concepts related by some semantic property.
Regarding the concepts in component schemas that are not the 
same but are related we need to discover all the interschema 
properties that relate them [7, 8]. 

Main interest is the second task. Example of this issue is 
presented on the figures 1a and 1b. At the figure 1a schema for 
employers-organization relationships is presented. At the figure 
1b another schema for same domain is presented. Schemas are 
different because they model categorization of the employer-
driver-manager relationships. At schema 1a it is modelled as 
one concept, at schema 1b it is modelled as three different 
concepts. 

Fig 1a. Staff Model As One Concept 

Fig 1b. Staff Model As Three Concept 

Presented task can be solved automatically using 
intelligence approach based on semantic web methods. In the 
next section, we present mathematical basis of semantic web 
methods called description logics. We use the most expressive 
logics called DL SROIQ and OWL 2 [10] language for 
describing it in computer memory. 

Our approach based on database schema mathematical 
model creating and apply reasoning algorithm that answers on 
question if two database schemas can be integrated. Answer 
will be provided as “Yes/No” for two databases. 

Rest part of the article has next structure. In the section 2 
we represent description logics SROIQ formalism used as base 
of the mathematical model. Section 3 contains description of 
the developed mathematical model. Consistency of the 
presented mathematical model is presented in section 4. 
Further researches plan is presented in the section 5. 

II. PRELIMINARIES

A. Ontologies and OWL
In this paper, we use artificial intelligence methods based 

on semantic web methods to check inconsistences during 
software integration. Ontologies and ontology description 
language are widely used for solving medicine and biology 
tasks: many knowledge bases included in the medicine 
decisions making support systems were developed. These 
systems allows to advice on the treatment appointment for 
patients. In the biology, there are many knowledge bases, 
which allow classifying living creatures by some dedicated 
feature.  

The main reason of ontologies wide usage is existence of a 
method that can automatically check if a knowledge base is 
inconsistence, i.e. it can check if there are some facts, which 
possibly can explicitly exists in an ontology and contrary to 
each other. Existence of such method allows checking 
inconsistence of some given fact in correspondence of the 
ontology. This in its turn allows performing logical reasoning 
in ontology to check subsumption of some concept to another 
and perform classification of concepts. 

OWL allow creating description of subject areas as 
knowledge bases named ontologies. Ontology is a set of 
subject area concepts and subject area relation between these 
concepts. In this section, we briefly describe mathematical base 
of the OWL named description logics. OWL is a just XML 
syntax for description logics axioms so avoid cluttering with 
hardly understandable XML tags we will use description logics 
syntax. 

B. Description Logics
Description logics is a powerful instrument for knowledge 

bases description, but it is not as powerful as first order logics. 
Nevertheless, in the our work we use description logics 
because of it is a decidable fragment of the first order logics 
and this fact allows to develop such knowledge bases, that 
allows to perform reasoning, i.e. it allows to determine 
implicitly defined relations between concepts in the subject 
area which are logical consequences of the given axioms. 

In the description logics the concept is a class of individuals 
(objects of subject area), which satisfy to certain property in 
description logics. For instance, “Human” concept defines a set 
of all objects that are humans. Concepts are not only names of 
certain properties. In the table 1 are presented all constructors, 
which define an individual’s classes of SROIQ description 
logics (mathematical basis of the OWL) of the web ontology 
language (OWL). 

TABLE I.  SROIQ DESCRIPTION LOGICS CONCEPTS CONSTRUCTORS 

Name Syntax Description 

Conjunction C1 C2 Defines individuals 
having the 
properties C1 and C2 

Disjunction C1 C2 Defines individuals 
having the 
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Name Syntax Description 

properties C1 or C2 
Existence quantifier R.C Defines individuals 

having the relation 
R with the one or 
more another 
individuals, which 
have the property C 

Universal quantifier R.C Defines individuals 
having the relation 
R with the only 
those individuals, 
which have the 
property C 

<= cardinality 
constructor 

n R <= C Defines individuals 
having the relations 
R with more or 
equal than n 
individuals, which 
have a property C 

>= cardinality 
constructor 

n R >= C Defines individuals 
having the relations 
R with less or equal 
than n individuals, 
which have a 
property C 

Knowledge base is defined by sets of equivalence axioms 
(C≡D) and subsumption axioms (C D). These axioms are 
described in TBox axioms set containing general rules about 
subject area. Concrete assertions about individuals of subject 
area are contained in the ABox axioms set. Such assertions has 
the form of the class assertions axioms (i:C, where “i” is the 
individual name and “C” is a concept name)  or object property 
assertion axioms ((a, b): R, where “a” and “b” are the 
individuals names and “R” is the object property name). 

Important thing in description logics is an interpretation 
that is a base of a knowledge base semantics. To understand an 
interpretation consider following example: let there is an axiom 
С  B mean all objects C are B also, i.e. in set theory we can 
to say, if there is some object c with C property (or simple c in 
C), then object c has property B (c in B). 

Kernel of the description logics is the tableau method for a 
model consistency checking of the concept defined by 
description logics rules. Model of the concept is a couple of 
individuals set X, set of relations between individuals R and 
sets q(x) for all x X, that contains subject area concepts 
containing individual x. If set q(x) contains concept  or pair 
of the counter liters С and ¬С, or set of relations R contains 
pair (x, y) in both two counter relations ri and ¬ri (ri  R), then 
there is a clash in model else it is a right model. 

Tableau algorithm has an exponential complexity due to a 
non-deterministic choice on performing satisfiability checking 
on C D or n R >= concepts: 

� During concept processing C D, a status of
interpretation should be saved and one of the

concepts C or D should be added to the set of 
concepts q(x), by the table algorithm. Thus, if on any 
step there was a contradiction, it should be return to 
the next remembered status, in which other choice 
case is possible. 

� During concept processing a of n R >= individual,
which belongs to this concept, shouldn't have more
than n of individuals, which are in the relation of R
with the considered individual and if it is some such
individuals, that, probably, some couple of
individuals represents one individual and for this
purpose their combining is required.

To realize such choice, which will allow to find quickly the 
correct concept, during processing a disjunction or the correct 
configuration of combining of individuals, during processing n 
R> = rule expanding, the new method of determination of
coherence of conjunction of two concepts was offered in this
paper.

In [9] authors introduced a method that can determine 
satisfiability of two concepts conjunction in certain cases. We 
propose an extension of such method and use it to determine 
consistency of merged individuals. 

III. METHOD DESCRIPTION

Mathematical model is presented as a function transforming 
database concepts to ontology concepts. Following we describe 
these functions. 

A. The ontological model of a conceptual objects domain
representation
Before introducing developed method of automatic 

database mergeability checking we provide small example of 
inconsistence and how it can be solved with reasoning in 
description logic knowledge bases. Consider following 
scenario. Let there is an information system worked in some 
enterprise. It includes an ERP system with database including 
two tables: Supplier and City. Supplier can supply gifts to an 
only one city. The small part of this database schema is 
presented on fig. 2a. The head of the IT department wants to 
embed a CRM system where Supplier has a City where he 
works. It is showed on fig 2b. Can these two schemas be 
integrated? 

Fig 2a. ERP System Schema 

Fig 2b. CRM System Schema 

Looking ahead, we will consider every entity of the schema 
(table in database) as a DL concept, and every attribute as a DL 
role. So two these schemas will be presented as following 
ontology: 
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Supplier   
City   
Supplier  cityId.City 
City  supId.Supplier 

Reasoning on this knowledge base answers that there are no 
issues, it is just needed to add both relations into the resulting 
database. Also it is needed to check A compatibility of the 
attributes and DL can answer this question too. 

B. Formal representation of the method
Mathematical model is presented as a function transforming 

database concepts into ontology concepts. Following we 
describe these functions. 

Description logics atomic concepts are proposed to put in 
line with entities sets (database tables) and values sets (data 
types) of the entity-relationship model as in eq. 1. Then in 
accordance with description logic rules each atomic concept 
should be defined in terminological axiom terms of a general 
concept inclusion in the universal concept. 

(1) 

Where An is the atomic concept; N is a count of all tables An; 
 is the universal concept. 

There are no record belonging to different tables in the 
database because of every two table in the database are 
disjoint. Define axioms to represent this fact in eq. 2. 
Corresponding constraints are: 

a) each entity set distinct from the others entities
sets, in case where an atomic concept are putted in line with 
an entity set of entity-relationship model; 

b) occurrences of the same type values, in case
where an atomic concept are putted in line with a value set of 
the entity-relationship model. 

(2) 

Where An, Am  are atomic concepts; N is a count of all An 
concepts (symbol ∏ means description logics conjunction of 
many concepts). 

Description logics individuals are proposed to put in line 
with tables records and concrete values of the data type. In 
accordance with description logics rules each individual should 
be defined in assertional axiom terms of a concept assertion as 
presented in eq. 3. 

 (3) 

Where anj is the individual (record) of a concept (table) An; Jn 
is a count of all individuals of the concept An; An is an atomic 
concept; N is a count of all concepts An. 
Further we will use a “concept” as a DL representation of the 
entity (table) concept, “individual” as a record, role as an 
attribute. 

Because of all records are not the same, individuals 
difference should be defined as individuals constraints 
assertions axiom. This axiom is presented in eq. 4. That 
corresponds to unique constraints of entities sets. 

(4) 

Where anj, ank are individuals of a concept An;  Jn is a count of 
all individuals of a concept An; N is a count of all concepts An. 

In case if all records of the table or data type was identified 
on the concepts it is needed to define constrains of the 
belonging individuals in terminological axiom terms of a 
general concept inclusion as in eq. 5: 

(5) 

Where An is the atomic concept; N is a count of all concepts 
An; anj  is the record of the table An; Jn is a count of all 
individuals of the concept An. 

Every attribute of the database (not a table) is presented as 
a role in description logics. Atomic roles are proposed in eq. 6: 

a) to put in line with relationships sets and attributes
of the entity-relationship model; 

b) to implement the determining association between
atomic concepts and concrete domains values in case where an 
atomic concepts are putted in line with values sets of the 
entity-relationship model. 

To define attributes it is needed to add a terminological 
axiom of a general role inclusion with the universal role. 

(6) 

Where Rni  is an atomic role defined on the concept An; U is 
the universal role; In is a count of all roles defined on the 
concept An; N is a count of all concepts An. 

To define attribute metadata (domain and range) to the 
table it is needed to present a general concept inclusion that 
define: 

a) the role functional property is presented in eq. 7;
b) the role domain is presented in eq. 8;
c) the role range is presented in eq. 9.

(7) 

(8) 

(9) 

Where Rni, Tni, Sni are atomic roles defined on the concept An. 
Besides, Tni is a concrete role, Sni is an abstract role, Rni is an 
or concrete either abstract role: ; In is a count of 
all roles defined on the concept An; N is a count of all 
concepts An; An is the atomic concept; Ci is the concept; Di is 
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the value set; P D {=, <, >, 8, <, ;} is a predicate set defined 
on the value set DI. 

Primary keys must be presented as attributes with specific 
DL constraint: 

 
   (10) 

 
Where Rni  is the atomic role defined on the concept An; In  is 
a count of all roles defined on the concept An ; N is a count of 
all concepts An. 
All attributes of the table are presented as terminological 
axioms of a general concept inclusion with table concept in 
left of the axiom and conjunction of concepts on the right. Eq. 
11a is for the foreign keys and eq. 11b is for not foreign keys 
attributes: 

 

 ,  (11) 
 
Where An is the atomic concept; N is a count of all concepts 
An ; Tni, Sni are atomic roles defined on the concept An. 
Besides Tni is a concrete role, Sni is an abstract role, Rni is or 
concrete role either abstract role: ; In is a count of 
all roles defined on the concept An; An is the atomic concept; 
Ci  is the concept; Di is the value set; P D {=, <, >, 8, <, ;} is 
a predicate set defined on the value set Di. 

In case if abstract roles are reflexive, i.e. domain and range 
of role is the same atomic concept that corresponds to unary 
relationship of the entity-relationship model, in addition to the 
terminological axioms in eq. 11b terminological axioms of a 
general concept inclusion eq. 12 should be defined. 

 
 ,  (12) 

 
Where An is the atomic concept; N is a count of all concepts 
An. Besides, Sni  is an abstract role defined on the concept An; 
In is the count of all roles defined on the concept An, which are 
putted in line with unary relationships of the entity-
relationship model; Self is the logical symbol, i.e. it have an 
interpretation which fixed and independent from a knowledge 
base, indicating the reflection, the concept link with itself. 

By assertional axioms (14) of role assertion is proposed to 
determine: 

a) entity tuples of the entity-relationship model. 
Then in this case it is possible to define existence eq. 14.1.a or 
absence eq. 14.2.b of relationship between entities; 

b) relationship tuples of the entity-relationship 
model. Then in this case it is possible to define not null or null 
values of attributes. Axioms for these cases are presented in 
eq. 14. 
 

  (13) 
 

Where anj amk are individuals of the concepts An, Am 
respectively; Jn is the count of all individuals of the concept 
An; n, m are not necessarily distinct; N is a count of all 
concepts An; Tni, Sni are atomic roles defined on the concept 
An, besides Tni is the concrete role, Sni is the abstract role; In is 
a count of all roles defined on the concept An; vil is a value 
from set Di. 

Thus, set of terminological axioms in eq.1 – eq. 2, eq. 5 – 
eq. 12 and the assertional axioms eq. 3 – eq. 4, eq. 13 described 
in description logics terms are proposed to term the conceptual 
domain objects ontology (15). 

  
  (14) 

 
Where  is the conceptual domain objects ontology;  is a 
terminological axioms set eq. 1 – eq. 2, eq. 5  – eq. 12;  is a 
assertional axioms set eq. 3 – eq. 4, eq. 13. 

The extending model is necessary because the open world 
assumption is implemented in description logics reasoning, i.e. 
if the some logical assertion is not true it is not means that this 
assertion is false. Following extensions of a model are 
proposed: 

a) transitive roles extension; 
b) atomic concepts classes extension. 
 

Description logics transitive roles (16) are proposed to put 
in line with relationships sets composition through n < 3 
entities sets of the entity-relationship model. Then in 
accordance with description logics rules each atomic role 
should be defined in terminological axiom terms of a general 
role inclusion in the universal role. 

  

  (15) 
 
Where Rl  is the atomic role; U is the universal role; I is a 
count of all roles: ; In is the count of all 
roles defined on the concept An; N is a count of all concepts 
An. 

To define transitive roles in the knowledge base it is needed 
to add axioms for: 

a) role transitivity property as in eq. 16; 
b) define a transitive role as a super role for all other 

roles as in eq. 17. 
   (16) 

 
  (17) 

 
Where Sni, Rl is the atomic roles, besides Sni is the abstract 

role, Rl transitive atomic role; l is the count of all roles: 
; In – is a count of all roles defined on the 

concept An ; N is a count of all concepts An . 
Description logic derivative concepts eq. 19 – eq. 20 are 

proposed to put in line with such elements types of the entity-
relationship model as: 

a) entity set of the entity-relationship model (19); 
b) value set of the entity-relationship model (20). 
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(18) 

, (19) 

Where ValueSet, EnitySet are derivative concepts which are 
putted in line with such elements types of the entity-
relationship model as entity set and value set respectively; 
is the concrete role; In is a count of all roles defined on the 
concept An; Di is the value set; P D {=, <, >, 8, <, ;} is a 
predicate set defined on the value set Di; N is a count of all 
concepts An which are putted in line with values sets. 

The merging ontologies domain conceptual objects 
(presented in eq. 15) is proposed to term ontology of set of 
domain conceptual object different representation (presented in 
eq. 20). 

(20) 

where  is the ontology of set of domain conceptual object 
different representation; L is the count of different ontology 
union l: L < 2; l is the domain conceptual objects 
ontology. 

Then in this case in integrated terminological axiom set 
 should be defined equal atomic concepts (1) of 

different ontologies in terminological axiom terms of a 
concepts equivalence (21). 

(21) 

Where Rli, Rhi are atomic roles defined on the ontology l and 
h respectively; Il is a count of all roles defined on the 

ontology l; L is a count of all ontologies l. 
In addition, in integrated terminological axiom set 

should be defined equal atomic roles (6) of different ontologies 
in terminological axiom terms of a concepts equivalence (23), 
(a) if count of ontology l roles more than count of ontology 

h or (b) otherwise. 

(22) 

Where Aln, Ahn are atomic concepts of the ontologies l и h

respectively; Sl is the abstract transitive role of the ontology 
l; I is a count of all roles of the concept Aln are putted in line 

with roles of the concept Ahn which have not equal roles from 
the ontology l ; Nl is a count of all concepts of the ontology 

l ; L is a count of the all ontologies l . 
In case of integrated assertional axioms set 

contains at least two assertional axioms set : , 
in which defined individuals, in these assertional axioms set 
should be defined the individuals equivalence of different 
ontologies l  in assertional axioms terms (24). 

, (23) 

where alj, ahj  are individuals of the ontologies l и h 
respectively; Jl is a count of all individuals of the ontology l; 
L is a count of all ontologies l. 

IV. EVALUATION AND DISCUSSIONS

Software implementing presented method was developed. 
It get database descriptions from definition scripts and 
transforms it to knowledge bases. Software was developed 
using Java language, because of there is a library called OWL 
API that allows creating knowledge bases in OWL language. 
Besides, there are many open source reasoning software 
allowing solving task of logical reasoning. To check same 
names of the tables we use greedy algorithm with similarity 
checking. In the future researches we consider to use a method 
based on the Kun algorithm for max weighted matching in 
bipartite graph. 

To the moment, software supports MySQL dialect scripts. 
HermiT reasoner [11] is using as reasoning tool, because of 
HermiT shows great results on past OWL Reasoning 
Evaluation Workshop. 

Unfortunately, we test our software only during 
development on test databases with no more than 10 tables and 
tests shows 100% regular results. 

In the future, we will extend our researches, we plan to 
develop, and present ready software tested on enterprise 
databases. Moreover, there are few systems with opened 
database creating scripts, and to build knowledge bases we will 
use data description using data definition in web services. For 
example, WSDL-definition with a XSD schemas can be 
considered as a source of the database schema. 
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Abstract—Regarding a growing interest into exploiting 
hyperspectral images in the plethora of applications such as 
chemical material identification, agricultural crop mapping, 
military target detection and etc., myriad approaches have been 
introducing to interpret and analyze such data. In this paper, I am 
going to propose a novel method using the combination of two 
conventional method. Firstly, I use an evolutionary algorithm i.e., 
multi-objective particle swarm optimization (MOPSO) to select a 
predefined number of features (spectral bands) and then a well-
known classifier i.e., support vector machines (SVMs) is deployed 
for classification. 

IndexTerms—Accuracy rate (AR), Bhattacharyya distance 
(BD), binary multi-objective optimization (BMO), classification, 
feature selection, hyperspectral imaging, mutual information 
(MI), particle swarm optimization (PSO), support vector machines 
(SVMs). 

I. INTRODUCTION 
Hyperspectral sensors are able to capture images of a scene 

in hundreds of narrow contiguous frequency bands throughout 
electromagnetic spectrum [1]. This attribute facilitates 
identification and detection tasks according to electromagnetic 
interactions with matter because materials has different behavior 
in different wavelength. However there are various serious 
challenges such as dimensionality curse, spectral variability, and 
atmospheric compensation [2], so solutions have been proposed 
in different taxonomies. [1][3][4] 

High dimensionality cause trouble for hyperspectral data 
processing so that it is unavoidable to reduce dimensionality.  

Feature selection is a sophisticated method for declining 
some dimensions without substantial deficiency of information 
or transforming the original samples into different spaces which 
makes the interpretation of the outcomes more complicated and 
difficult. [5] Feature selection is a treatment for Hughes effect, 
happening when the ratio of training samples to the number of 
bands is small so that the spectra cannot be modeled accurately. 
[6] 

By means of feature selection run time might be shortened 
[7], there will be chances to save storage space, computational 
cost and communication bandwidth. [8] 

 Among algorithms, the evolutionary ones belonging to the 
wrapper methods [9] is preferred to take their advantages 
especially wide search space which gives you the opportunity to 
check many random arrangement of features rapidly. 

Furthermore they are capable for modifying to multi-objective 
approaches which let you to optimize some fitness functions 
simultaneously. [10] Feature selection techniques have two 
parts: search algorithm and criterion. [11] Among search 
algorithms, particle swarm optimization (PSO) was designated 
for its great propensities to converge rapidly and its 
compatibility for dealing with binary data which is required for 
band selection. [12], [13] 

By all above mentioned, a binary multi-objective particle 
swarm optimization (BMOPSO) with two fitness functions as 
criteria is going to be introduced. The mutual information (MI) 
between each spectral band and ground truth which is a good 
criterion for finding maximum relevance between them, is one 
of the criteria. [14] Bhattacharyya distance (BD) is the second 
fitness function as a proved class separability criterion [15].  

In terms of classification, support vector machines (SVMs) 
is chosen for: 

1) Less sensitivity to data’s dimensionality, the size and 
combination of training samples [16]-[17] 

2) Inferior execution time [17]  

3) Regard to the conviction that only support vectors 
(among all training samples) contribute to estimate optimum 
hyperplane, so SVMs classifiers may save operating cost. [18] 

The reminder of this paper is arranged as bellow:  

Section II is a description for commonly used hyperspectral 
dataset, i.e., AVIRIS 92 AVC3C. Section III describes 
BMOPSO algorithm. Section IV expresses how to select 
optimum predefined number of Bands using BMOPSO 
algorithm. Section V presents a review of hyperspectral 
classification using SVMs. Section VI illustrates experimental 
results and section VII is for conclusion.        

II. AVIRIS 92AVC3C 
In this paper, a part of a scene including 220 spectral bands 

which has been taken by the airborne visible/infrared imaging 
spectrometer (AVIRIS) over NW Indiana’s Indian pine, is 
exploited. 20 channels were discarded due to being influenced 
by atmospheric absorption.  
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III. MULTI-OBJECTIVE PARTICLE SWARM OPTIMIZATION 
(MOPSO) 

A brief explanation of a MOPSO algorithm which has been 
proposed by Carlos A. Coello Coello and et al. in [19] is 
presented as a platform for the feature selection step as below: 

1) Particles should be populated initially 

2) Find particles which are not dominated by others so that: 

Assume x and y are two particles so xf and yf would be 
their associated fitness functions vectors. 

 

 

    (1) 

Then  

 (Where  is the sign of domination.) 

3) Create grids in the search space to pinpoint particles’ 
location according to their fitness functions values as described 
in [19]. 

4) Implement the main loop (for it=1: maxiteration) 

5) Within the main loop update all attributes of the particles 

(a) for i=1: popsize 

          (2) 

Where w is inertia weight, r1 , r2 are random 
numbers in the range [0,1]. c1 is cognitive acceleration 
coefficient and c2 is social coefficient, the first term is called 
‘inertia’, , the second term is called ‘self-knowledge’ and the 
last term is called ‘social knowledge’. [20]  

Leader is a member of the repository which is selected as 
below: 

Suppose that nm particles reside in the mth cell of the grid. 
Pm is the probability of the selection of the cell, so that:   

             (3) 

 is the parameter of selection pressure and Nc is the number 
of occupied cells.  

Now it is the turn of Roulette Wheel to select a cell according 
to the probability and you can choose one particles in the cell 
randomly.   

(b) 

    (4) 

(c) Evaluate all particles in pop 

6) Let non-dominated particles become a member of the 
repository and then run a competition among the newcomer 
members and the old members of the repository to eliminate 
dominated members if there is. A temporary task would be done 

to eliminate those particles located in highly populated regions 
when the repository is stuffed full. 

7) Reallocate pop(i).Best.position with the winner of a 
contest for domination between pop(i).Best.position and 
pop(i).position. 

End   

IV. BAND SELECTION USING BMOPSO 
Manipulated version of the MOPSO algorithm in [19] is 

required to deal with binary problems. Particles with binary bits 
play the band selection role in the PSO part. Furthermore there 
is different relation between binary particles and their velocity 
so that we must convert particles’ position vectors obtained by 
Eq. 2 and Eq. 4 which are in continuous space to binary particles 
by calculating probabilities in Eq. 5, and then spinning a roulette 
wheel k times to select predefined number of features :  

              (5) 

  

 is the probability of the jth bit in the ith particles and xi is 
the position vector of the ith particles and k is the number of 
features which must be selected [21]. 

However, my initiative is to deploy BMOPSO for 
optimizing two objective function simultaneously in order to 
select optimum spectral bands and finally different arrangement 
and combination of k features. The first one is the average MI 
between each band and ground truth: 

            (6) 

Where S is the set of the selected bands, Bi is the ith band, G 
is ground truth and: 

          (7) 

M, N are the number of Bands’ levels. There is 256 level for 
all bands and 9 level for ground truth indicating class number.  
P(.,.) is the joint probability. In this regard optimum AMI leads 
to maximizing relevance between each band and ground truth. 
Maximum BD between two classes is the second fitness function 
which is a class separability index: 

.              (8) 

Where μ1 , μ2 are the mean vector of class1 and class2 and 
1 , 2 are the covariance matrix of class1 and class2 

respectively. 

Maximum relevance between each band and ground truth 
and maximum class separability is desirable, so AMI and BD 
must be inversed to be compatible with MOPSO procedure.  

            (9) 
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V. CLASSIFICATION USING SUPPORT VECTOR MACHINES 
The linear SVM classification approach involves finding an 

optimal hyperplane to maximize the separating margins, 
whereas in the nonlinear case, optimal hyperplane is the one that 
minimizes a cost function: 

          (10) 

Subject to the constraints:  

 

And 

 

Where  is called “slack variable” that measures how 
corresponding data points are misclassified by the hyperplane, 
C is the regularization parameters that determines a trade-off 
between margin maximization and the minimization of the 
classification error,  are the correspondent targets 
and there are N vectors of the dataset as the training part so that 
d is the number of bands (dimensions). 

 is a kernel function that maps data into 
higher dimensional feature space where is a decision rule is 
carried out according to the sign of a distinguishing function: 

           (11) 

And  is the weight vector and  is the bias term.  

However the above mentioned optimization problem is not 
solvable, but there is a dual optimization which leads to a 
quadratic programming (QP) solution i.e.:  

         (12) 

By the constraints: . And 
 

Where  is a vector of Lagrange 
multipliers and then the decisin function is: 

          (13) 

Where S refers to the set of support vectors and  K(.,.) is a 
kernel function such as: gaussian radial basis function: 

           (14) 

Where  is a parameter inversly proportional to the width of 
the guassian kernel and xi , x are data vectors. [22]  

VI. EXPERIMENTAL RESULTS 
The results of my proposed method is going to be reported 

in this section with the aim of evaluating its performance in 
terms of accuracy rate (AR) and execution time. The 
experiments includes two phases: 

A. Feature selection phase 
Feature selection phase has been run as preprocessing step 

based on BMOPSO method. The relevant repository has 11 
members which are various combination of feature set with 87 
numbers of bands. For each solution (particle) in the repository, 

there are two values corresponding to its fitness functions. Table 
I illustrates the repository members. 

B. Classification phase 
The fourth and ninth member of the repository is given to the 

SVMs classifier as a features set.  

The first row of Table II includes the results of the second 
phase for Aviris dataset with all 200 spectral bands. Note that 
the second row in Table II belongs to the fourth member of the 
repository and the third row belongs to the ninth row of the 
repository. 

TABLE I. THE REPOSITORY INCLUDING TWO CRITERION  

NO I J 

1 1.30667967 1.437152491 
2 1.30667967 1.437152491 
3 1.319650434 1.324035325 
4 1.32161914 1.309764633 
5 1.310288187 1.377966551 
6 1.319049971 1.360561708 
7 1.313632556 1.361887549 
8 1.319347221 1.347017088 
9 1.340858724 1.297801807 
10 1.321770486 1.303543269 
11 1.319347221 1.347017088 

 
 As mentioned in section I, the feature selection mission has 

been accomplished successfully because regarding Table II, if 
we tune C and gamma parameters properly, we can save time 
about 1200s and storage space around 2.12 MB without decrease 
in overall AR.  

VII. CONCLUSION 
To my best knowledge, this paper is the first one so far, in 

which a combination of new or conventional methods i.e., 
BMOPSO and SVMs is deployed to select optimum predefined 
number of features (spectral bands) by evaluating two criteria 
simultaneously for hyperspectral images. The results of the 
previous section proved that the proposed method has been able 
to reduce the dimensionality of data while saving execution time 
and storage space without loss in overall AR.  
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TABLE II. CLASSIFICATION RESULTS FOR AVIRIRS DATASET 

C  AR1 AR2 AR3 AR4 AR5 AR6 AR7 AR8 AR9 Overall 
AR 

Overall  
Time 

No of 
Band 

Storage 
Space (MB) 

40 0.2 91.47 83.41 94.93 99.72 100 88.56 91.90 92.23 9828 92.89 5495 200 3.8 
25 1.7 91.04 85.46 97.47 99.72 100 88.77 91.58 89.46 98.44 92.92 4182 87 1.68 
30 1 90.75 84.44 95.78 99.44 100 88.77 92.39 89.96 98.13 92.87 4251 87 1.67 
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Abstract— In paper text summarization represented as a 
sentence scoring and selection process. The process is modeled as 
a multi-objective optimization problem. The proposed model 
attempts to find balance between coverage and redundancy in a 
summary. For solving the optimization problem a human 
learning optimization algorithm is utilized. 

Index Terms—Text summarization, sentence scoring, sentence 
selection, multi-objective optimization model, human learning 
optimization 

I.  INTRODUCTION 
Despite the fact that the first work dedicated to automatic 

text summarization (ATS) is published in 1958 [1], interest to 
this problem has gained increasing attention in the last two 
decades, after appearing the Web and e-government. Because 
of the large amounts of text documents are created in the web 
and e-government and their volume increases exponentially 
along years. In result, increasing the volume of text documents 
has made difficult for users to read and extract useful 
information from them. So, with continuing increase of the text 
documents ATS has become very important research direction 
and consequently attracted the attention of many researchers 
for the last few years [2–5].  

ATS is defined as a process of automatically creating a 
condensed version of a source document preserving its 
information content. ATS is one of the most important 
technologies which extract relevant information from large text 
databases and present it to users. It helps users to access the 
information more easily by reducing the time [6–9]. 

This paper is focused on the extractive text summarization 
where a summary is generated by scoring and selecting the 
sentences in the source text. At first it assesses the score of 
each sentence and then selects the most representative 
sentences from the text by taking into account that semantic 
similarity between selected sentences will be low. For scoring 
the sentences a new formula is introduced. For selection of the 
sentences an optimization model is proposed. This approach 
allows create an optimal summary by avoiding redundancy and 
providing wide coverage in the summary under the assumption 
that summary is upper bounded by a specified length. In other 
words, the model guarantees that the selected sentences will 
convey the main content of the source text, on the one hand, 
and on the other in the summary will not sentences conveying 
same information. For solving the optimization problem a 
human learning optimization (HLO) algorithm is developed. 

II. PRELIMINARIES 
Let },...,{ 1 NDdd�D  be a set of documents, where ND  is 

the number of documents. Suppose that the D  is presented as a 
set of sentences },...,{ 1 nss�S , where is  is the i th sentence 
and n  is the total number of sentences in D .  

Sentence representation. Let },...,,{ 21 mttt�T  be the 
distinct terms appeared in D , where m  is the number of 
terms. Using vector space model each sentence is  is 
represented as a vector in m -dimensional Euclidean space, 

],...,[ 1 imii wws � , ( ni ,...,1� ), where ijw  is the weight of term 

jt  in sentence is .  
Term weighting. For weighting the terms the TF-IDF 

scheme is used: 
jijij isftfw �� .                                 (1) 

In Eq. (1), ijtf  is the frequency of term jt  in sentence is  
mmtf ijij /� , mjni ,...,1;,...,1 ��             (2) 

and jisf  is the inverse sentence frequency: 
)/log( jj nnisf � , mj ,...,1�   ,                  (3) 

where ijm  is the number of occurrences of term jt  in sentence 

is  and jn  is the number of sentences in which the term jt  
appears. 

Similarity measure. Cosine similarity is the most popular 
measure used in text summarization to evaluate semantic 
similarity of texts. It calculates similarity between two vectors 

],...,[ 1 imii wws �  and ],...,[ 1 jmjj wws � : 
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III. MODELING TEXT SUMMARIZATION 
In this section, to create an optimal summary we propose a 

multi-objective optimization model. The objective function 
aims to balance coverage and redundancy in a summary under 
the assumption that length of the summary is upper-bounded 
by a predefined value.  
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Coverage: A created summary should cover the major 
topics and subtopics of the source text.   

Redundancy: In summary should not be presented the 
sentences conveying similar information.  

Length: A summary should be upper-bounded in length by 
a predefined value. 

Nowadays, optimize all abovementioned properties jointly 
is a challenging task in text summarization. So, in this study we 
aim select from the set of sentences },...,{ 1 nss�S  a subset of 
sentences so that the created summary has satisfied the 
abovementioned properties. The aim has been reached by 
modeling text summarization as optimization problem. The 
optimization problem can be modeled as: 
 maximize 

)()1()()( redcov xfxfxf ��
�� // ,             (5)  

 subject to    

max
1

)( Lxslen
n

i
ii ��

�

,                         (6) 

}1,0{�ix , ni ,...,1� ,                     (7) 

where ix  is a variable which is defined as follows: 

�
�
�

�
otherwise0

selectedisif1 i
i

s
x                        (8) 

maxL  is the predefined length of the summary, )( islen  is the 
length of sentence is ; )(cov xf  and )(red xf  are the coverage 
and redundancy functions, respectively.  

In Eq. (5), a parameter ]1,0[�/  combines the two 
objectives )(cov xf  and )(red xf  into a scalar objective )(xf . 
The weighting parameter /  specifies the relative contributions 
of the )(cov xf  and )(red xf  functions to the objective function 

)(xf .  
We define the objective functions )(cov xf  and )(red xf  as 

follows: 
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ii xsScorexf
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cov )()( ,                             (9) 
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jiji xxsssimxf .          (10) 

The Eq. (6) guarantees that length of the created summary 
will be upper-bounded. The aim of the model (5)-(7) is to find 
the binary assignment }{X ix�  (Eq.(7)) with the best content 
coverage ( )(cov xf ) and less redundancy ( )(red xf ) such that the 
summary length is at most maxL  (Eq.(6)). 

In Eq. (9), )( isScore  denotes the score of sentence is ,  
which is defined as follows [10]: 
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where ni ,...,1� ; js  is a sentence having semantic similarity 

with the sentence is , i.e. 0),( �ji sssim ; and iI  is the number 
of sentences which have semantic similarity with the sentence 

is , 11 ��� nIi ; )(M js  is the “mass” of sentence js ; 
generally speaking, it is set to 1; �  is a parameter used to 
control the influence scope of sentence. The optimal value of 
�  can be obtained by the method proposed in [11].  

Higher value of )( isScore  corresponds to higher content 
coverage of sentences is . In Eq. (10), higher value of 

)),(1( ji sssim�  corresponds to lower overlap in content 

between sentences is  and js . In other words, higher value of 
the function (10) provides minimum redundancy, i.e. high 
diversity in the summary. 

In Eq. (11), the sentence “mass” )(M js  is an important 
parameter, which directly affects the value of )( isScore . In 
this study, the “mass” of any sentence is defined as follows: 
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where O  is the center of },...,{ 1 nss�S . 
The l th coordinate lo  of the center O  calculate as:  

�
�

�
n

i
ill w

n
o

1

1
,   ml ,...,1� .                   (13) 

IV. HUMAN LEARNING OPTIMIZATION ALGORITHM 
This section describes HLO algorithm which is utilized for 

solving the optimization problem (5)-(7). 
HLO algorithm adopts the binary-coding framework in 

which each bit corresponds to a basic component of knowledge 
for solving problems [12–14]. The binary-coding framework is 
adopted in HLO, and consequently an individual is represented 
by a binary string as follows: 

],...,,[ 21 pnppp yyyY � ,                      (14) 

where }1,0{�piy , Np ,...,2,1� , ni ,...,2,1� .  

pY  denotes the p th individual, N  is the size of 
population, and n  is the dimension of solutions.  

Each bit piy  of solutions pY  stands for a basic element of 
the knowledge or skill that humans need to learn and master, 
which is initialized as ‘‘0’’ or ‘‘1’’ randomly as there is no 
prior-knowledge for problems initially. 

An initial population is filled by randomly generated N
individuals: 
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For generating candidate solutions and finding the optimal 
solution HLO algorithm applies the random exploration, the 
individual, and the social learning operators [12–14] which are 
explained below. 

Random exploration learning operator (RELO). When 
individuals start learning, they usually learn at random as there 
is no prior knowledge of problem. At the next stage of 
learning, due to interference, forgetting, disturbance, only 
knowing partial knowledge of problem and other factors, 
humans cannot fully replicate previous experience and 
therefore they still learn with certain randomness. For imitation 
of these phenomena, HLO algorithm performs the random 
learning operator [12–14]: 

�
�
� ��

��
else1

5.0()rand0if0
)1,0(RELOpiy                (16) 

where ()rand  is a random number lying between 0 and 1. 
Individual learning operator. At individual learning stage, 

for avoiding mistakes and improving performance, humans 
usually use their own experience and knowledge. For imitation 
of this process, HLO applies the individual learning operator. 
This operator, according to the best solutions stored in the 
individual knowledge database (IKD) generates new alternative 
solutions as follows [12–14]: 

pkipi ikdy �                                          (17) 
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Where Kk ��1 ; pikd  represents the individual knowledge of 
p th individual, pY ; K  is the pre-defined number of solutions 

that saved in the IKD, pkikd represents the k th best solution of 
individual pY , and k  is  a random integer, determines which 
individual in the IKD is adopted for individual learning. 

Social learning operator. Humans usually directly or 
indirectly transfer knowledge and skills and therefore the 
efficiency and effectiveness of learning can be significantly 
improved by sharing experience. To model of this mechanism 
HLO algorithm performs the social learning operator. This 
operator yields new candidate solutions as follows [12–14]: 

kipi skdy �                                          (19) 
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Where the SKD is the social knowledge database which is 
used reserve the best knowledge of the population; Ss ��1 ; 
S  is the size of the SKD, and sskd is the s th solution in the 
SKD.  

Implementation of HLO. New solutions are generated by 
the random learning operator, individual learning operator, and 
social learning operator in HLO, which can be simplified and 
formulated as follows [12–14]: 
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else,
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si
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y             (21) 

where pr , ( pi-pr ) and ( pi-1 ) are the probabilities of 
performing of random learning, individual learning and social 
learning, respectively.  

Based on experiences [12] the probabilities pr  and pi  set 

as: 
n

pr 5
�  and 

n
pi 285.0 
� , where n  is the dimensionality 

of the solution. 
Fitness function and constraint handling. Since (5)-(7) is 

the constrained optimization problem, then HLO algorithm 
cannot be directly applied to solve it. Therefore, for handling 
the constraint, i.e. to deal with infeasible solutions of which the 
total length of the selected sentences exceeds the pre-specified 
limit, the penalty function method is applied [4]. This method 
applies an algorithm for unconstrained optimizations to the 
penalty function formulations of the constrained problems [15]. 
The penalized objective function is defined as: 
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ii xslenLxfxF

1
max )(ln)()( �           (22) 

where 0%�  is the penalty parameter. 
In Eq. (22), the first term is the objective function defined 

by the Eqs. (5), (9) and (10) and the second is the penalty term. 
As seen from the Eq. (22), the function )(xF  is undefined if 

0)(
1

max ���
�

n

i
ii xslenL . Therefore, the penalized function 

)(xF  is valid only for the feasible solutions such that the 

constraint is strictly satisfied, 0)(
1

max %��
�

n

i
ii xslenL . 

However, even for the feasible solutions the penalty term is 
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non-zero, but it becomes an “anti-penalty” if 

1)(
1

max ���
�

n

i
ii xslenL .  

In this study, the penalty parameter �  is dependent on the 
current generation: 

max

)(
t

t�
� �
� ���� ,                      (23) 

where t  is the current generation, maxt  is the maximum 

number of generations, ��  and 
�  are start and the end 

values of penalty parameter � , 5.00 ��� 
� �� . 
Termination criterion. The HLO algorithm terminates when 

the maximum number of generation maxt is met. 
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Abstract—The purpose of this study is to show how n-grams are 
used for author recognition in the Azerbaijani language. As 
attribute vectors for analyzing of authorship are taken monogram 
and digram. We have developed a new approach to the 
determination of the attribute vectors for recognition of the author 
of an unknown text. 

Index Terms—digram, monogram, auther audentification, 
recognition. 

I. INTRODUCTION 
It is known that one of the most important problems of text 

processing is their classification by the authors, ie, determining 
which one of a predetermined group of authors is the alleged 
author of this particular text. 

Automation solutions to this problem began to develop most 
intensively in the 70s of the last century. Initially, the methods 
to solve this problem based on the use of specialized glossaries 
created for keywords. 

Mosteller [1] was one of the first to use Bayesian analysis in 
order to solve the authorship recognition problem. Then Tan [2] 
and Doğan S., & Diri B. [6] used the N-gram (2-gram and 3 
grams) recognition of authorship in Turkish. In [3], a new 
method is introduced for the reduction of the dimension by 
attribute extraction and evaluation of its impact on text 
classification. 

Primary research in Azerbaijan investigated the frequency of 
the use of letters and word length by the authors [4] - [5] for 
recognition of authorship of Azerbaijani text, but nevertheless, 
there is not a computer system to recognize text attribution in the 
Azerbaijani language yet. In this paper we study the problem of 
identification of authorship based on the analysis of opinion 
articles of small size. The main difficulty in the recognition of 
authorship of the text of small size in the Azerbaijani language 
is that, the large number of uninformative suffixes, endings are 
used in words, and the automatic analysis of words into their 
component parts for the Azerbaijani language. These difficulties 
have not been solved yet. 

II. STATEMENT OF THE PROBLEM 
Formally setting texts authorship identification tasks can be 

described as follows. The database contains some texts of n 

authors, each of them has   number of texts of ,  j = 
1, ..., , i = 1, ..., n.  The class (group) text of the i-th author is 
denoted by . The goal of this article is to determine the auther 
of a new entered text D among the n authers, in other words to 
which class  it belongs. Each of the texts of ,  and D is 
associated with a set of values attributes 

and  

 

on the basis of which there is a classification of texts by 
authors where  - number of features to determine the 
authorship of i-th author  

We introduce the following notations, definitions and 
formulas: 

 - denote the value of s-th feature of j-th article by i-th 
author,   is the length (size) j-th text of i-th author, - 
is the number of i-th article(text) of the author. Then it is clear 
that the average value of the s-th feature of i-author in the j-th 
article is determined by the formula 

,  (1) 

the average value of s-th feature in all the articles of the i-th 
author equel 

       (2) 

Let the average value of the s-th feature to the new article 
D, equel 

,          (3) 

Here - the s-th feature value in the new article D, and 
 - the length (volume). 

It is obvious that the variance of s-th feature for the i-th 
author is 

        (4) 
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Variation of s-th feature to the i-th author is 

          (5) 

Consider the value of 

      (6) 

determining the proximity of (normal) values of attributes of 
the new text D to the values of features that characterize the i-th 
author; - is the weight (importance) of the s-th feature to 
determine the authorship of articles. 

III. THE USED METHODS AND ALGORITHMS FOR TEXT 
AUTHORSHIP RECOGNITION 

Algorithms of functioning of authorship identification 
systems generally include executing of the following series of 
processes: 

• Held initial processing of existing texts (articles, works) of 
different authors and, for each author defined numerical values 
of the selected attributes; 

• The analysis of the characteristic values and the determined 
set of informative features for each author (the set of attributes 
may not be the same for different authors); 

• determines the characteristic values represented by the new 
article by an unknown author; 

• According to specific criteria based on known algorithms 
defined by the presumed author of the present article. 

Attributes of authorship, based on statistical analysis of letter 
combinations. 

Note that many well-known algorithms and text authorship 
recognition system used attributes, based on the analysis of the 
use of different combinations of letters of the n - letters, called 
in the literature of n-grams. Thus, in this case,“gram” means that 
a unit is taken as one letter, wherein words, sentences or 
paragraphs entire text depending on the combinations of letters 
are divided into n comprising n successive letters, n = 1, 2 

Note that the number of letters and, consequently, 1 gram per 
32 Azeri and practical number of possible 2-gram equal to 835. 
The following three algorithms use features based on n-grams. 

Algorithm 1 (using monograms) 
Step 1. For each of the text (articles) of the i-th author 

included in the class , as determined by the attributes of the 
frequency of the use of all the letters of the alphabet (1 gram). 

Step 2: Combining all the articels of each author in 
accordance with the formula (2) calculated the average values 
of all the attributes. 

Step 3. To study new article D by the formula (3) is 
calculated feature vector values , s = 1, ..., k. 

Step 4. In the formula (6) taking , (all weights equal 
to 1) define such  that  = therefore the author of 
article D is -th author. 

Algorithm 2 (using digrams)  
It is the same as monogramm, but instead of using the 

frequency of individual letters, it uses the frequency of various 
combinations of the two letters of the alphabet (digram), used by 
the author in their articles. 

Algorithm 3 (modified algorithm 1) 
The basic idea of the algorithm based on the modified 

monogram is that it uses sustainable features, not including 
uncharacteristic atributes of the author. 

The proposed algorithm for each author by using the formula 
(5) is calculated variation of each characteristic. Weight s-th 
attributes  by the formula (6) are selected depending on the 
variation of s-th feature to all the authors in the following 
manner. Let us dinoted by: 

 

Pozitiv number  selected on the basis of uncharacteristic 
attributes of authors. Then 

 

It is clear that   satisfy the conditions:  

 

The first two steps of the proposed algorithm with the same 
first two steps of the algorithm 1. 

Step 3. Using (4) and (5) for each feature of class  based 
on variation is checked stability and set values of the weights . 

Step 4. To study the new article according to the formula D 
(3) the calculated attributes value,  , s=1, …, k. 

Step 5: Determine  at which  =  (therefore the 
author of the article is -th author). 

IV. THE RESULTS OF COMPUTER EXPERIMENTS 
Assume that the training data set consists of 50 newspaper 

articles by four authors, conditionally called the A1, A2, A3, and 
A4. As the test data are taken two articles of each author for 
identifying the authors and compare the performance of the 
above algorithms.  

As an indication in the case of monogram (n = 1) were used 
32 letters and in the case digram (n= 2) were used for the 835 
really possible combinations of letters of the Azerbaijani 
language. 

13 newspaper articles for author A1, 11 newspaper articles 
for author A2, 12 newspaper articles for author A3 and 14 
newspaper articles for author A4 were taken respectively. The 
total number of letters in the examined articles is from 3438 to 
6859 range. 

To recognize the i-th author, we take 2 articles zi= (  
for each author. letters for table footnotes. 

TABLE I.  THE RESUALT OF ALQORITHM 1 
 A1 A2 A3 A4 

 2262 2682 2676 2379 

 2573 2542  2701 

 2937 2363 2426  
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 2563 2243 2642 2549 

  2495 2454 2792 

  2514 2333 3048 

 2477 2646 2662 2213 

 2819 2335 2580 2264 

TABLE II.  THE RESUALT OF ALQORITHM 3 

 A1 A2 A3 A4 

 2268 2699 2584 2447 

 2195 2591 2403 2809 

 2853 2292 2541 2312 

 2747 2245 2500 2506 

  2515 2411 2896 

  2282 2396 3136 

 2575 2577 2611 2236 

 2829 2296 2779 2095 

TABLE III.  THE RESUALT OF ALQORITHM 2 

 A1 A2 A3 A4 

 231 253 247 267 

 224 257 247 270 

 269 226 265 238 

 261 232 260 245 

 231 257 224 286 

  232 260 245 

 275 252  285 

 263 235 285 204 
 

Table 1 shows the results of the algorithm 1, which uses 
features based on monograms. In the crossing cell (the i-th row 
and j-th column) given the value  . It is clear that 
correct recognition of the i-th authorship of the article 
corresponds to the case that the value of j-th diagonal element is 
the smallest among the elements of the j-line. 

As can be seen from Table 1, it was correctly installed only 
authorship of the articles of the author of the fifth, and the quality 
of recognition was 50%. 

In the Table 2 shows the results of the proposed modified 
algorithm based on the monogram, and used for attributes the 
weights. 

As seen from Table 2, the recognition efficiency is 
significantly improved and 75%. 

In the Table 3 shows the results of the algorithm 2, using 
digrams as attributes. 

The obtained recognition results are more stable, i.e.  
= , and substantially greater than  for i   , and the 
recognition efficiency is 80%.  

As can be seen from table 1, table 2 and table 3, the use of 
algorithms based of monogram, and modified monogram  

algorithm, inefficiently for the recognition of the author. The 
algorithm is based on a monogram identifies the author only in 
62.5% cases and the modified monogram algorithm in 75% of 
cases correctly. 

As can be seen from Table 2 using digrams allows 
determining the author no more than 75% accuracy. 

The relatively low percentage of recognition of the authors 
in the two versions is mainly due to large dimension of the space 
characteristics and the proximity characteristic values to each 
other. This is due to the impossibility of separating the plurality 
of features (attributes) that characterize each of the authors of 
the feature space, the usual linear hypersurfaces. On the other 
hand, it is also due to the small size (volume) of records in 
newspaper articles and low information content of these articles. 

Note that the use of modified algorithms based of monogram 
and digram first proposed by us. The aim is to choose the 
parameters, forming a more robust system. The use of this idea 
may be rationally applied in other algorithms for the recognition 
and classification. 

СONCLUSION 
In the paper, we have analyzed the methods of authorship 

recognition of Azerbaijani texts. 
The main features of the analyzed methods are using n-

grams with n = 1 and n = 2. The recognition algorithms are built 
using a statistical approach. As a research object, we have taken 
the recognition of the authors of low volume newspaper articles. 

In the article, we have proposed a modified algorithm of the 
statistical pattern recognition method using the magnitude of 
variations of n-grams typical for articles of the considered 
authors. 

Results of experiments on the recognition of authors of 
articles using the developed algorithms have been given.  
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Abstract. The paper considers the analysis of the subjective 
information from user-generated content. The purpose of this 
research is to develop a rule-based classifier for the sentiment 
analysis within the bank service quality domain. Our sentiment 
lexicon includes 286 positive and 385 negative words. Besides, 
three more lexicon classes are added; they are required to apply 
the rule-based algorithm. To test the algorithm, 200 reviews in 
Russian are analyzed. The experiment demonstrates that the 
efficiency of the rule-based classifier is higher as compared to the 
Naïve Bayes classifier. It is determined that the system generally 
detects positive reviews better than negative ones. 

Key words: sentiment analysis, natural language processing, 
rule-based classifier, algorithm, user-generated content, lexicon. 

I. INTRODUCTION 

People are always interested in the opinions of their 
families, friends, etc. The manufacturers and service providers 
are interested in the market expectations while the clients 
before choosing products or services are eager to know the 
opinions of other clients. Now instead of asking a friend or an 
expert, people often first visit the manufacturer’s site or just 
type the name of the product in a search engine to read the 
reviews. Thus, the investigation in the field of sentiment 
analysis is one of the rapidly developing areas of applied 
linguistics. 

The specific features of the domain under study may 
sufficiently affect the sentiment analysis application. First of 
all, some words from sentiment lexicons appear domain-
specific [3], e.g. the word long can be included into the positive 
lexicon when evaluating the battery operation for the 
smartphone domain but it belongs to the negative lexicon when 
evaluating the client’s time consuming for the bank service 
quality domain. These are parametrical words, i.e. the words 
denoting the amount of some domain-specific parameters [2]. 
However, the specific features may be observed not only on the 
lexical level but on the sentence and the text ones. A review of 
a product (a car, a camera, etc.) is generally a description, with 
target aspects to be rather explicit. A service review is often a 
narration where the author outlines facts and events which 
evoke positive or negative emotions. In this case, the target 
aspects are implicit and hard to be extracted. A review on bank 
service quality is an example of this second category. 

Thus, to extract opinions from reviews on bank service 
quality, we propose the rule-based approach which implies the 

use of lexical and syntactic structures along with the positive 
and negative lexicons. These structures determined within a 
sentence are considered as the factors affecting its polarity. 

The purpose of this research is to develop a rule-based 
classifier for the sentiment analysis within the bank service 
quality domain.  

II. RELATED WORK 

Sentiment analysis is one of the rapidly developing 
methods of natural language processing. The first works were 
published in the early 2000s [8, 9, 11], and since then much has 
been done in this field. Sentiment lexicons have been built; 
algorithms have been developed [3, 5, 6]. 

In the sentiment analysis, two main approaches can be 
distinguished: the machine learning approach and the lexicon 
approach. The machine learning approach generally uses the 
supervised classifier [7]. Machine learning usually starts with 
forming the training dataset which is later used to train the 
classifier. Finally, the classifier is tested on the test dataset. 
Within the lexicon approach, the polarity is determined in the 
process of matching the review text with the positive and 
negative classes of the sentiment lexicon [1].  

The performance of the sentiment analysis within the 
lexicon approach can be sufficiently increased with rule-based 
classifiers, which is particularly observed for rather narrow 
domains. Thus, a rule-based algorithm for sentiment analysis 
was used to classify financial news in [10]. The positivity / 
negativity ratio of each sentence was determined and the 
sentiment values of the whole text were calculated. 

III. DATASET AND SENTIMENT LEXICON 

The data for research are client reviews in Russian on bank 
service quality from the bank client rating taken from the site 
www.banki.ru. These reviews are rated by the author from 5 
(very good) to 1 (very poor). However, this rating can be 
approved or rejected by the moderator. The reviews should be 
informative, so the authors are expected to give as much details 
and arguments of their opinion as possible and to outline some 
facts and events. As a result, the typical review text from our 
dataset is a narration consisting of several sentences, 
sometimes of several passages. The shortest review from our 
dataset comprises three sentences. This is the essential 
difference of these data from such short messages as tweets 
where the review text often consists of a single sentence. 
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For the experiment 200 reviews were randomly selected 
according to the length criteria: min review length is 50 tokens, 
max review length is 500 tokens. The author’s opinion is 
assumed positive if the review is rated 4 or 5, and it is assumed 
negative if the review is rated 2 or 1. The reviews rated 3, the 
reviews without a rating, and the reviews for which the 
author’s rating has not been approved by the moderator are not 
considered. 

To build the sentiment lexicon, the seed lexicon containing 
100 words was built manually from 50 reviews (24 positive 
ones and 26 negative ones) which were randomly selected. 
Then the seed lexicon was extended, using synonyms, 
antonyms, and the sentiment consistency technique [5]. This 
technique first proposed in [4] uses the list of seed opinion 
adjective words and the set of linguistic constraints (and, but, 
either-or, neither-nor) to identify other opinion words and their 
polarity. For instance, in the sentence This i-phone is beautiful 
and easy to use, if beautiful is known to be positive, it can be 
inferred that easy is also positive. On the contrary, in the 
sentence This i-phone is beautiful, but expensive, if beautiful is 
known to be positive, it can be inferred that expensive is 
negative. As a result, the sentiment lexicon consists of 286 
positive and 385 negative words. 

IV. RULE-BASED ALGORITHM FOR SENTIMENT ANALYSIS 

We developed the set of rules which are applied to 
determine the final sentence polarity. The review polarity is 
determined as the sum of sentence polarities. Every rule can be 
presented as a pattern to extract specific lexical and syntactical 
structures from the sentences. 

The review polarity determination includes preprocessing, 
calculating draft polarity of each sentence, correcting the 
polarity of each sentence through the application of the rules, 
summing the corrected polarities, and normalizing the final 
polarity of the document. 

Preprocessing is arranged as below: 
Step 1. To break the text into sentences, marking the 

beginning and the end of each sentence. 
Step 2. To break each sentence into fragments, substituting 

the punctuation marks within the sentence, quotation marks, 
and the conjunctions. 

Step 3. To break the text into words using spaces. 
Step 4. To count the number of words in the text.  
Step 5. To mark the words typed in capital (upper-case) 

letters. 
Step 6. To substitute all the upper-case letters for lower-

case ones.  
Step 7. To stem all the words. 
The draft polarity of each sentence is calculated after all the 

words from the positive and negative lexicons are substituted 
by the non-terminal polarity symbols (POS or NEG, 
respectively). 

To correct the draft polarity and to apply the rules, the 
corrective lexicon is manually constructed. It includes three 
classes: polarity modifiers, polarity increments, and polarity 
anti-modifiers. Polarity modifiers are the words changing the 
polarity of the words within a fragment into the opposite one. 

Polarity increments are the words increasing the polarity count 
of the sentence. Polarity anti-modifiers are the words canceling 
the change the polarity of the words within a fragment into an 
opposite one though the fragment contains a polarity modifier.  

A fragment is understood as a part of a sentence between 
the beginning of the sentence, or a punctuation mark, or a 
conjunction (and/or) and the next punctuation mark, or a 
conjunction (and/or), or the end of the sentence. 

The non-terminal symbols for the corrective lexicon are 
presented in Table 1. 

TABLE 1.  THE NON-TERMINAL SYMBOLS 

Corrective 
Lexicon Examples Non-terminal 

symbol 

Polarity 
modifiers ��, ��� (not, no) ALT 

 ��� (without) WT 

 
?  ?! (a question mark, a 
combination of a question mark 
and an exclamation mark) 

QM 

 “ “ (quotation marks) Q 

Polarity 
increments 

����%, ��&�������, ����<��, 
��<�� (very, absolutely, never, 
nowhere) 

INC  

 a capitalized word CAP 

 ! (an exclamation mark) EM 

Polarity anti-
modifiers ���, ����# (so, such) TH 

Other symbols a sentence S 

 a fragment F 

 a conjunction � (and) or ��� (or) CJ 

 , : ; – (a comma, a colon, a 
semicolon, a dash) Z 

 an unmarked word w 

 

The rules for correcting the draft polarity in a sentence are 
presented below. Each rule is illustrated with an example. 

Rule 1.1.  <ALT>(<POS>){n}�<NEG>{n} 
 ?�&���� ���! (There is no trust!), count=-1. 
Rule 1.2.  <ALT>(<NEG>){n}�<POS>{n} 
��$� ��������� ����� �� <���!�. (The bank officers are 

not rude.), count=1. 
Rule 2.1. (<INC><NEG>) �<NEG><NEG> 
���������� ���#�� ����$�������!. (The employees 

are extremely incompetent.), count=-2. 
Rule 2.2. (<INC><POS>) �<POS><POS> 
Z��%��� ������� ����������$ ����� (Many thanks to 

the bank officers!), count=2. 
Rule 3.1. (<TH><ALT><NEG>)�<NEG> 
���� �� ����<�� ��� �� ��$��!&���. (I was never 

cheated like this.), count=-2. 
Rule 3.2. (<TH><ALT><POS>)� <POS> 
����# �������&����� � �� �� &����. (I have not met 

such an efficient response.), count=1. 
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Rule 4. <POS>{1}<QM>�<NEG> 
[�����? (Easy?), count=-1. 
Rule 5. <QM>�<NEG> 
]�<� �����% '���%-��?  (What shall I wait for?), 

count=-1. 
Rule 6. <Q><POS><Q>�<NEG> 
«^���'�!#» ����. (A “reliable” bank.), count=-1. 
Rule 7.1. <WT>(w|INC){0,}<POS>�<NEG> 
��� �������� ����&��� ��� &��$����. (My application 

was ignored.), count=-1. 
Rule 7.2. <WT>(w|INC){0,}<NEG>�<POS> 
_�� ���� ��� ��������!` �{������&. (This is a bank 

without unpleasant surprises.), count=1. 
Rule 8.1. <POS><EM>�<POS><POS> 
������� ���������! (Thanks to Sberbank!) count=2 
Rule 8.2. <NEG><EM>�<NEG><NEG> 
} & ����! (I am shocked!), count=-2. 
Rule 9.1. <POS><CAP>�<POS><POS> 
~�����, ��<�� ���% ����� ����������. (It is GOOD 

when there are such employees.), count=2. 
Rule 9.2. <NEG><CAP>�<NEG><NEG> 
����4�*����^�� ���&��. (It is an AWFUL service.), 

count=-2. 
The rules are applied in a certain order. The algorithm 

operation results in summing the corrected counts of all the 
sentences and normalizing to the number of words in the 
review. At the end, the system gives a conclusion (“Positive” 
or “Negative”). 

V. RESULTS AND DISCUSSION 

The results of the experiment were verified with the 
Precision, Recall, F-measure values. 

Precision and Recall can be calculated [6] using Eq.1, 
Eq. 2, Eq. 3 and Eq. 4: 

 Precision(pos) = a/(a+b), (1) 
 Precision(neg) = d/(d+c), (2) 
 Recall(pos) = a/(a+c), (3) 
 Recall(neg) = d/(d+b), (4) 

 
where a and b are true positive and true negative values for 
positive polarity prediction while c and d are true positive and 
true negative values for negative polarity prediction. 

F-measure is calculated using Eq.5: 

 F=2*Precision*Recall/(Precision+Recall). (5) 

The efficiency of the proposed rule-based classifier was 
compared with the unigram-learnt Naïve Bayes classifier [12]; 
manually built sentiment lexicon was applied. The efficiency 
of the two classifiers is presented in Table 2. 

TABLE 2.  RESULTS OF EXPERIMENT 

Polarity Methods 

 Rule-based Naïve Bayes 

Positive   

Precision  0.82 0.75 

Recall 0.93 0.85 

F-measure (Positive) 0.88 0.80 

Negative   

Precision  0.93 0.88 

Recall  0.77 0.71 

F-measure (Negative) 0.84 0.79 

Average F-measure 0.86 0.80 

 

As it can be seen from Table 2, the average F-measure 
value of our rule-based classifier is higher than the average F-
measure value of the Naïve Bayes classifier, 0.86 and 0.80 
respectively. 

The F-measure values demonstrate that for both classifiers, 
the efficiency for positive reviews is higher than for negative 
ones. It means that the system generally detects positive 
reviews better than negative ones. While expressing their 
opinions about the service quality people consider positive 
opinions as a norm which is understood as something 
organized and standard. Thus, an author expressing positive 
opinions and emotions often uses standard, clichéd words and 
phrases. On the contrary, negative emotions are considered as 
anomalies which can be numerous and diverse. An author 
expressing negative emotions tends to use various words and 
syntactical structures. This feature can be also observed in the 
sentiment lexicon we extracted where the number of positive 
words is higher than the number of negative ones, 385 and 286 
respectively. 

VI. CONCLUSIONS AND FUTURE WORK 

We developed a rule-based algorithm for sentiment analysis 
which included nine rules applied in a specific order. These 
rules and the corresponding syntactic models simplify each 
sentence and present the text of a review as a formal model.  

The dataset of 200 client reviews in Russian on bank 
service quality was used to test the algorithm. The experiment 
demonstrated that for the same set of reviews, the Precision, 
Recall, and F-measure values for the proposed technique were 
5-8% higher as compared to the Naïve Bayes Classifier. This 
means that the use of lexical and syntactic structures along with 
positive and negative lexicon improves the efficiency of 
sentiment analysis. This is especially important for reviews that 
are rather narrative than descriptive. 

We applied the rule-based approach to one domain and left 
its expansion to other domains for the future. Another 
promising way for our future experiments is to apply a 
machine learning approach for building sentiment lexicon 
when the words from the manually built lexicon can be used as 
seed words. 
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Abstract— The problems of object detection on an image and 
labeling of pixels, corresponding to each detected object 
(segmentation) are solved. In the work we have examined such 
issues as filtering and preparation depth data, extraction of 
semantically rich features vectors from the RGB-D images and 
classification methods, allowing implementing the objects 
detection and segmentation. 

Index Terms—object recognition, RGB-D, image 
understanding, time-of-flight cameras, object segmentation, 3D 
scene recognition  

I. INTRODUCTION  

The problem of object detection and segmentation on images 
is a fundamental and aims to detect object from specific category 
and mark each pixel that belong to it.  

Object detection and segmentation problem is actively 
investigated now [1,2]. However, most of these studies focus on 
outdoor scenes, leaving more complicated case of objects 
segmentation indoors poorly explored. The main difficulties are 
that there is a need of considering a large number of possible 
scene variations and that low light impacts on the existing work 
methods [13]. 

The recent proliferation of available time-of-flight cameras 
(Microsoft Kinect, Intel RealSense 3D-camera, Asus Xtion) 
allows looking for significant progress in researches. In addition 
to the color information, time-of-flight cameras receive a scene 
depth map, providing so-called RGB-D images (Fig. 1).  

Time of flight cameras obtain an image based on 
measurement of the time infrared laser light fly between sensor 
and every point of the object. 

Taking into account information on the scene depth has 
greatly improved the accuracy of methods in a number of 
research studies (body parts estimation, 3D modeling, etc.) due 
to better resistance to an angle and lighting changing. 

There is a significant amount of methods for object detection 
for RGB images. Unfortunately, most of them cannot be applied 
to RGB-D data. 

In the present work both issues of processing of the RGB-D 
images and semantically rich features vectors extraction, 
allowing implementing objects detection and segmentation, are 
examined. 

Fig.1. Color image and depth map, obtained from the Kinect 
sensor 

II. MAIN IDEA AND METHODS 

In the present study, a common approach in the field of 
object recognition was used for object detection and 
segmentation on the RGB-D images: vectors of low-level 
features are extracted and coded for use by various classifiers, in 
particular, by support vector machines. 

Our approach consists of the following steps: calibration, 
filtering of the depth data, encoding of the depth image, 
generation of the region proposal and pixel-wise segmentation 
(Fig. 2). 

RGB-D data from Kinect. For obtaining images and depth 
maps, the time-of-flight Microsoft Kinect [4] camera was used.  

Sensor Kinect consists of IR laser emitter, infrared camera 
and RGB camera. Triangulation is used for a depth measuring. 
Laser emitter emits one beam, which splits to few beams by 
diffraction grating, in order to create invariable image. Pattern 
of the image is obtained by capturing the plane on the known 
distance from the sensor and is stored in the sensor’s memory. 
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Suppose, the object is placed on the reference plane on the 
distance D0 from the sensor. If object will be moved closer or 
further from the sensor, object position on the image will be 
changed along X axis. Such change correspond to the following 
equations: ¦+ 	 #,§N,¨$,§   (1) 

and ©ª 	 ¦,¨    (2) 

where Dk – depth of the point k in the object dimension, l – 
length of the base, f – focus distance of the IR-camera, Q – offset 
of the k in the object dimension, d – visible gap in the image 
dimension. Substituting Q from (2) to (1) we can get Dk: «{ 	 ,§���¬§® ©�  (3) 

Equation (3) is a basic mathematical model for depth 
calculation if parameters D0, f and l could be calibrated. 

The Kinect sensor supports the operating range of distances 
from 0.5 to 3 meters and has a field of view of approximately 50 
angular degrees in both directions.  

Using the Kinect sensor for getting basic data for recognition 
has brought a number of benefits, including: 

1) invariance with respect to position; 
2) invariance with respect to illumination. 
There are a number of difficulties when using the time-of-

flight cameras that need to be overcome: lower resolution of the 
depth map and poor optics quality for RGB images (Fig. 1). 

Calibration. For obtaining higher RGB images quality, the 
Kinect was synchronized with a high resolution camera. Depth 
maps calibration with high-resolution color images was carried 
out by means of searching locally invariant singular points, as it 
was performed in [5]. 

Depth filtering. When working with the depth map, which 
resolution is lower than that of the color images calibrated 
therewith, there are many pixels that do not have depth values. 
For smoothing and interpolation of missing depth values, 
approximation was performed [6]. 

Depth map contains noise and areas that don’t contain data. 
Such areas caused by shadows that objects casts in infrared light 
of the Kinect sensors. 

In order to improve quality of the depth map we uses 
method to exclude noise on the image and fill empty areas with 
data, which represent actual depth values with some accuracy. 

The distance between infrared emitter and infrared camera 
can cause a shadow on the side of the object, which is closer to 
camera than emitter is. 

For solving this problem for each pixel inside area without 
depth replaced with average of closest pixels from neighboring 
sides. 

Encode depth images. The basis for a recognition system 
creation is extraction of features vectors from the RGB-D 
images. The used approach consists in calculation of a pixel 
attributes in a small window around it, in particular, gradient 
directions and magnitudes for a vicinity of 5x5 pixels. For 
computational optimization and representation convenience, the 
features vectors dimension is reduced by a principal component 
analysis (PCA) method [7]. 

Region proposals. Region proposal can be understood as an 
assumed object hypothesis. Many methods for proposal 
generation were created previously. We used MCG [8] because 
it outperformes others like Selective Search [9]. 

Region proposal generation algorithm begins with 
computation of segmentation hierarchy for various resolutions. 
At the next step, this hierarch is fused into one multiscale 
hierarchy. Single scale hierarchies are grouped with multiscale 
hierarchy in order to produce region proposals. Lastly, proposals 
are graded based on size, shape, position. 

We generated 500 region proposals per image. 
For each proposed window our method classify every pixel 

with a random forest classifier [10].  
After calculating prediction for all pixels in the window 

smoothing step was made by averaging over superpixels. 
For the received features vectors, a support vector machines 

(SVM) method is applied [11] that allows achieving detection 
and segmentation of objects on the RGB-D image.  

 
Fig.2. Object segmentation process  

RGB Image and 
Depth Image

Calibration Depth filtering

Encode depth 
images

Region 
proposals

Pixel-wise 
segmentation
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Fig.3. Object segmentation results 

III. RESULTS 

Testing of effectiveness of the obtained objects detection and 
segmentation methods was made on the RGB-D standard data 
set – RGB-D Object Dataset [12], containing images of various 
objects, as well as information on a depth map for each image. 
It was divided into training and testing part and contains densely 
labeled pairs of aligned RGB and depth images for 300 common 
household objects. The objects are categorized according to 
WordNet.  

We used RGB-D Object Dataset and NYUD2 [13] to train 
our model. To generate additional data for training we used 
augmentation with synthetic data. We rendered 3D models of 
objects into the background and were able significantly increase 
our training database.  

The results of the implemented method on testing images for 
three different objects are shown in the Fig. 3. 

TABLE I.   RESULTS ON THE TEST DATA 

Object RGB only RGB-D 
Bowl 0.46 0.74 
Mug 0.48 0.68 
Can 0.21 0.76 

 
Recall values for some of the object categories from the test 

part of database are presented in the Table 1. This results were 
obtained for 0.5 precision. 

IV. CONCLUSION 

The result of our work shows significant improvement in 
detection and segmentation results when depth data used along 
with RGB image.  

The implemented approach to object detection and 
segmentation can find application in the areas of computer 
vision, human-computer interaction, construction of intellectual 
video surveillance systems. The common distribution of time-
of-flight cameras for both desktop computers and mobile 
devices (tablets, smartphones) reinforces relevance of the results 
obtained by the RGB-D images analysis.  
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Abstract — Concerning intelligent information and analytical 
systems one of the most prospective areas is the construction of 
knowledge bases used ontological systematization as a tool for 
classification of corporate knowledge. The authors interpret a 
competence model, which can select significant features of 
classifiable objects, in terms of domain ontology. To classify 
corporate objects it is suggested a heuristic method of knowledge 
clusterization in multidimensional feature space in which a 
genetic algorithm is used to obtain effective solutions for 
classification procedure according to well-known criteria. The 
genetic algorithm is an iterative probabilistic search algorithm 
whose main feature is simultaneous using of a set of population 
from the space of potential solutions. A certain advantage of the 
method is guaranteed lack of intersections for all clusters and 
necessary to define the number of clusters. Experimental results 
were carried out on the basis of test tasks and confirmed a 
theoretical relevance and promising of the suggested method. 

Index Terms— Competencies models, classification and 
clusterization of knowledge, intelligent information and 
analytical systems, genetic algorithms, ontologies models, 
knowledge management systems 

I. INTRODUCTION

Today, a knowledge management is a powerful tool for 
organization focused on permanent changes of business 
processes. Its efficiency is defined by transformation of 
information into knowledge [1-4]. To knowledge management 
in corporate information and analytical systems (CIAS) the 
development of unified information environment for support a 
life cycle of organization knowledge and comprehensive 
knowledge model is actual and promising problem.  

There are a lot of scientific works involves knowledge 
management systems (KMS), but the most of all focuses on 
the development of instrumental means and technologies 
supporting functions and services to process information and 
knowledge [1, 3-6]. There is very few experimental results 
deal with scientific substantiation of corporate strategies of 
knowledge management which can involve not only explicit 
but implicit knowledge in organization business processes. In 
the context of the modern economic implicit knowledge is a 
strategic and intelligent resource of organization but is not 
frequently used for knowledge management in CIAS [6-8]. 

One of the key problems here is an identification of 
specialists’ competence, its formalization and creation of 
correspondence knowledge base (KB) in KMS. In this 
connection, the actual problem is the development of a 
knowledge management model based on heuristic methods of 
description and classification of specialists’ competence 
profiles in multidimensional space of corporate competence 
features in CIAS. 

II. THE PROBLEM FORMULATION

The use of a competence approach dictates by the need for 
creation of structural and information models in the KMS in 
which the main component is a KB of competence models. A 
lot of prosperous organization uses a competence model for 
integration the tactical work with special means of 
requirements unifying to competence of specialists [2, 9-11]. 
There are three main tasks solved with the use of 
competencies model in the KMS (Fig. 1). 

Fig. 1. Tasks solved with the use of specialist models in the KMS.

Competency is the term of the subject domain which have 
a behavior in space formed by thee vectors [10]: 1) human 
(personality) qualities, formed under the influence of activity, 
but extends to the whole person; 2) content of the activity, 
which demonstrate personality qualities; 3) assessment of 
activities quality. A competence behavior is a consistent 
changing in its properties through a mutual influence of 
personal qualities and maintenance activities. Thus, the 
description of requirements to the specialists’ behavior with 
the use of competency modeling, its description and 
identification of the behavior, is a tool for processing of 
implicit knowledge within a corporate strategy of knowledge 
management [4-6]. 
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A corporate knowledge model involves following elements 
(Fig. 2): 

• competency clusters - sets of closely related corporate
competencies; 

• taxonomy of corporate competencies;
• profiles of specialists’ competencies for specific user

roles to solve practical problems of knowledge management; 
• indicators of behavior.

One of the most important tasks of the model creation is to 
provide semantic functionality (interoperability) not only as 
part of the KMS model (Enterprise Information System) but 
also for collaboration with external models (branch and 
corporate information systems). The most promising approach 
for creation of corporate knowledge models is a semantic 
technology [12-14]. 

Ontology modeling techniques allows to specify a 
competency model [10,13] and provides an opportunity to use 
this model to solve a set of application tasks in CIAS. An 
ontology model of a corporate knowledge subject contains a 
glossary of competence taxonomy, a corporate knowledge 
model in projection of specific competencies and semantic 
metadata of a specialists’ competence profile. 

Fig. 2. Model of corporate knowledge representation. 

A model of specialist’s competency (Fig. 3) is represented 
as MS = {O,K,P}, where O is a general specialist’s 
characteristics; K are indexes of specialist’s competence in the 
relevant fields of knowledge; P is a characteristics of 
specialists’ behavior in KMS. 

General specialist’s characteristics include declarative data 
about the user. 

The specialist’s competency � = {��, ��} involves 
indexes of specialist’s competence (qualification, skills, 
experience) in knowledge fields �� and its semantic 
description �� on the basis of the knowledge field ontology; 
�� = {(O1, k1), … , (On, kn)}, where (Oi, ki) is a knowledge 
field i and a level of specialist’s competency in the knowledge 
field; �� is a description of a specialist as a set of semantic 
metadata. 

 Fig. 3. Model of specialist’s competence profiles

Semantic metadata are data describing a context and/or a 
content of an object within knowledge base KMS with the use 
of domain concepts defined by web ontology language [13]. 
Semantic metadata for the specialist Si are defined as a finite 
set of ordered pairs (cij,kij), i.e. MetaD(si) = {(ci1,ki1), … , 
(cin,kin)}, where cin � C is an ontology concept referring to the 

description subject si; kin � [0,1] is a relevancy of the concept 
cin to the subject si. 

A specialist’s behavior in KMS is a concept describing 
interconnection of specialists and KMS. Firstly, the authors 
denote a specialist’s behavior by two parameters P = {Ri, Zi}, 
where Ri is a role for performing specific tests of tasks 
corresponding to specialist’s qualification; Zi are practical 
tasks within business process KMS. 

Simulation of competence profiles and creation of 
knowledge base KMS has a significant value to increase 
effectiveness of knowledge management in the CIAS [2, 5].  

III. ANALYSIS OF PROBLEM

Currently, creation of corporate models of competencies 
has a critical role for human resource management in modern 
enterprises [9]. Because of, the classification problem can be 
reduced to the clusterization problem. Competencies clusters 
are competencies models combines into groups on the basis of 
intention [11]. Each competence is a set of relative behavioral 
indicators united into blocks depending on semantic scope of 
competence. 

The clusterization problem is to define groups of objects 
that are closest to one another according to some criterion. 
This problem determines the optimal number of clusters and 
its centers and boundaries. To formulate the clusterization 
problem initial data are parameters values and a method of 
decision making about the instance belonging to a particular 
class in conditions of uncertainty, i.e. under the influence of 
random factors which maximize a connection between 
features and the instance class [3]. Hence, heuristic algorithms 
for the clusterization problem solving are the most promising 
direction in the development of up-to-date artificial intelligent 
[15]. 

Clusterization can be considered as an optimal partitioning 
of objects into groups [7]. Optimality is maximization of 
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clusters density or minimization of mean-square distance 
between clusters center and other subjects: � 	 ! ! e�#x�� x̄�$��?®{�&� (1) 
where l is a number of cluster (l = 1,2,...k), x̄ is a center of the 
cluster l, X is a vector of variable values for i-th subject 
belonging to the cluster l, d #x�� x̄�$ is a distance between i-th 
subject and a center of the cluster l. 

Let us formalize the problem formulation. A user’s 
competence model is represented as Ui=<Vi, Zi, Ki>, where Vi 
(u) = {(t1, w1(u),(t2, w2(u),..., (tn, wn(u)} is vector space of
specialist’s knowledge model including ti – a competence term
in the model, wi is a weight corresponding to ti. Ri (u) = {(z1,
q1(u),(z2, q2(u),...,(zm, qm(u)} are users’ roles for solving
specific problems zi supporting by business processes, qi is a
competence indicator for supporting the specific role, Ki are
clusters of competence model.

Let Vi(u) be a point in n-dimension term space. For each 
term is calculate a weight wi, i.e. for each ti we can define its 
coordinate containing frequency of competency terms in 
user’s role. In this case coordinate axes are terms. Their 
number is determined by a number of terms which are 
weighted, i.e. each ti in the role Ri corresponds to non negative 
weight wi, qi is an indicator of competence to support specific 
role. 

�� 	 HRn°±²# ³́R�µ¶µ�$
·! ¸HRn°±²# ³́R�µ¶µ�$¹T́£p U���� �� (2) 

where H� is a coefficient of proportionality to the frequency of 
competence term ti as a user, N is a total number of tasks with 
ti for the role Ri, ni is a number of task zi in which required 
competence ti. D� 	 � º! #
 � »�K �̂0L$���&� �� (3) 

where »�K �̂0L = J��,���0 are expert assessments of ui user
according to the ti competence. A vector J���= (J��,…, J��,…, J�� ), J��∈ [0,1] is a control parameter to define importance of 
competence ti for the role Ri. A vector ��0 = (��0� � � ��0� � � ��0),��0∈ [0,1] is a control parameter to define score obtaining as a
result of expert questionnaires ui of user according to the ti 
competence.  

The competence term is a point within n-dimension space. 
Each cluster contains terms. Let assume that a center of cluster 
#1 is the first term. Next, it is calculated a sum of distance 
between the cluster and others terms containing in this cluster. 
Then, assume that that the second term is the center of cluster 
#1. There is calculated a distance to them. At the same way 
there are calculated all distances between each terms 
contained in the chromosome and in the cluster #1. As a result 
a center of cluster is a subject with minimum sum of distance 
to the others term in the cluster. 

The fitness function (1) is a multimodal (multiextremal) 
function. For this reason an adaptive method of random search 
with the use of genetic algorithm (GA) allows to obtain quasi-
optimal solution in polynomial time [8, 15]. Genetic search is 

a sequential transformation of one finite set of alternative 
solutions to another using genetic and natural mechanisms and 
principles [13]. 

Fig. 4. The scheme of genetic search

The main aim of the paper is a development of a heuristic 
clusterization method based on the using of GA and meet the 
following requirements: 

1. Method has to work with high dimensional metric space
of features. 

2. Developed algorithm has to be easy implemented and
uses a minimum quantity of computational resources. 

3. User’s participation in the clusterization process must be
minimized.  

IV. ADAPTATION METHOD IN GENETIC ALGORITHM

Here we consider a strategy of GA adaptation to the 
clusterization problem. Hypothesis of this research is that the 
speed of global extremum search may be increased by 
reinforcement of population changeability and intensification 
of a leader selection. 

Let us consider GA with a population in which each 
chromosome is an alternative solution of the given problem. In 
this case a solution is a partitioning of unordered set of 
competencies into clusters which define a competence profile 
and a relevant list of behavioral indicators (roles) for 
successful corporate knowledge management. 

To solve the clusterization problem by GA following 
elements of algorithms need to denote: 

• the mechanism of solutions encoding (chromosome);
• assessment function for each chromosome;
• selection, recombination and mutation operator;
• stop criterion;
• probabilistic parameters of evolution convergence.
A chromosome is an array (vector of specialist’s

competencies, behavior – role, cluster). An array length is 
equal to a number of corporate competencies partiting into 
clusters. This information is represented as a competence 
identifier and number of cluster in competence model database 
(Fig. 2). 
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A set of alternative solutions P generates on the basis of 
chromosome initialization. A chromosome contains values of 
threshold coefficients of the competence model for users Ui. 

Each chromosome is evaluates by its fitness-function (FF) 
which determined as a sum of Euclidean distances between 
each term and center of the cluster and calculated as follows: 

� 	 ! º! #x̄���&� � x�$�{�&� � (4) 

where x̄ is a center of cluster l, Xi is a coordinate of i-th term 
of the competence, k is a number of term determining a length 
of the chromosome, n is a number of coordinate axes. 

The most adapted chromosomes have the most opportunity 
to produce offsprings. After the calculation of the FF for each 
chromosome, they are ordered according to its values. At top 
of list there are chromosomes with large values, at the end of 
list – chromosomes with low values. Next, a linearly 
decreasing function of the random number is used for the 
selection of potential parents [11]. 

Than for each chromosome a proportional selection 
assigns a probability P(i) which equal to dependence of its 
adaptation from sum adaptation of all population. 

The next stage at the GA is a crossover operator. Here we 
use a multipoint crossover operator. A break point is a 
boundary between neighbor elements in an array. Parent 
chromosomes are broke down into segments at these points. 
After that corresponding segments from parents are united into 
offsprings. 

Than a mutation operation is performed as the exchange of 
two random numbers of clusters. Numbers of corresponding 
competencies ti are selected by a random way. 

As a result we obtain an alternative solution 
(chromosome). To stop the algorithm there are analyzed 
obtained solutions by evaluation of its identity CSi according 
to the density criterion cpi (compaction measure – intracluster 
distance) and separability spi (intercluster distance). 

Groups of obtained solutions can contain points within 
area of the same extremum. To compare solutions according to 
these criteria there are performed a following solutions: Cf� 	 1|}� ¼! e#��� �0$��R��T�(¨ ½  (5) 

where eK��� �0L is a distance between neighbor points in 
clusters l� and l0.  gf� 	 123� ¾! e#��� �0$���0�(¨ ¿  (6) 

where eK��� �0L is a distance between ��\����� points in 
the cluster Lk. 

CSi = spi×cpi,   (7) 
So, “the worst” cluster has the lowest value of CSi.  
For the purpose of a feedback an evolutionary adaptation 

(EA) is added in the search architecture. This process manages 
an adjustment of GA parameters and is based on 
interconnection with environment (decision making person) 
[14-16]. The evolutionary adaptation influences on 
reorganization of a current population of alternative solutions 
and creation of a new population. 

V. EXPERIMENTAL RESULTS

A software implementation of the suggested method allows 
us to conduct computational tests on the basis of small and 
middle dimension problems. To compare the developed 
clusterization algorithm and k-means algorithm we use a mean-
squared distance between the center of cluster and others 
subjects (4), the minimum intracluster distance (5) and the 
maximum intercluster distance (6). In these algorithms it is 
applied the same metrics of feature space and the fitness 
function. 

The comparison of clusterization results for small and 
middle dimension problems by GA and k-means algorithms are 
shown on Fig. 5.  

Fig. 5. The comparison of clusterization results for small and middle dimension 
problems

Increasing a number of clusters the GA has an advantage of 
the k-means algorithm. The results are shown on Fig. 6. 

 Fig. 5. The comparison of clusterization results for high dimension problems

Furthermore, the suggested method provides a clusters’ 
separability in all coordinates that importance for recognition 
patterns problems. Note, the GA, as a tool for optimization 
problems solving, is not only accelerate a search process but 
allow to avoid stagnation of global search. 

VI. CONCLUSION

In the paper it was considered a promising direction in 
knowledge base CIAS with the use of ontology systematization 
as a tool of subject classification of corporate knowledge. The 
authors suggest the competencies model interpreted in 
ontology domain terms and may select significant features if 
classified objects. To solve the corporate knowledge 
classification problem it was suggested the heuristic method of 
knowledge subject clusterization within multidimensional 
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feature space based on the GA which allows to obtain effective 
solutions for classification procedure. An advantage of the 
method is an absence of intersection for each clusters. 
Experimental results according to three criteria are 
demonstrated at test tasks. Also experiments have confirm a 
theoretical relevance and promising of suggested method. 
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Abstract — Development of Task Based Access Control models 
have been recently progressing in workflow management 
systems. This paper describes the extension of the well-known 
secure role-based workflow model (RBWM) which allows flexible 
management of permissions to system objects through tasks. 
Nonetheless, RBWM does not address the issues of versioning of 
securable objects and dependence on the state of linked objects. 
Here we suggest addressing these problems with access control 
policies. We propose extension of security policy by additional set 
of permissions, schemes and algorithms allowing simultaneous 
execution of these policies. The research covers the 
implementation of this model in a running system and 
comparison with existing approaches.  

Index Terms — access control policy, WFMS, RBWM, explicit 
permission. 

I. INTRODUCTION

Extensive usage of workflow management systems 
(WFMS) on different enterprises and industries resulted in a 
variety of approaches towards its design and implementation. 
One of the most challenging problems is that of access control 
in WFMS. Usually this challenge is met by management of 
task permissions which constitute central information object, 
irrespective of algorithms and notations used to describe 
workflow and business processes [1, 2, 3]. Task Based Access 
Control Model describes flexible change of task permissions 
[4, 5]. Other approaches are focused on the links between 
objects in WFMS including hierarchic links where 
management is executed through different delegations and 
inheritances [6, 7, 8].  Some works [9, 10], including the latest 
research of the author [11] are dedicated to the management of 
access control through policy algebra and algorithms of sharing 
policies.  The model described in the present paper is based on 
the well-known Secure Role Based Workflow Model (RBWM) 
[5] and is extended by additional access control policy
properties which allow to address the following issues:

� Management of versioning of securable objects. In
WFMS new files are uploaded, documents are created,
workflow processes are initiated.  When users of the
system perform certain tasks these objects are being
changed. As a result, new versions of securable objects
are created. Each version has its author, a set of
permissions to authorized actions which depend on its

state and the state of linked objects.  Access control 
policy management for different versions of the objects 
is not elaborated enough and often is not taken into 
account in the existing access control policy models.   

� Consideration of linked objects state. An object can
simultaneously be part of several processes. For
example, a contract is being created within one process
in WFMS, while at the same time a financial manager
is calculating the financial terms and conditions to the
same contract.  In this case there is a need of real time
consideration of the object state.  For instance, to
disable the editing of object properties if the linked
task has certain state.

The paper aims to offer the extension of the well-known 
RBWM model which allows to solve access control problem 
for different object versions and takes into account the state of 
linked objects in WFMS during permission check. 

Fig. 1. Interaction of securable objects, roles and users in WFMS 
«Euphrates». 
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II. EXTENSION OF SECURE ROLE-BASED WORKFLOW MODEL 
IN WFMS 

A. Securable object instance
In RBWM the terms task instance, explicit permissions and

implicit permissions are used [5]. However, this set of terms is 
not enough to address the challenges described herein. In our 
model we introduced the term object instance.  

Object instance is 
6 where7

� ,   - is a version of 
an attribute (property, file) oi, created due to the 
change of . 

� . This is a set of 
object state defined by the states of attributes, 
properties and files of the object, and their versions 
defined by the state of tasks linked to the object.  

� OO – is a set of WFMS objects, mapping of object
instances     - every document is mapped
against the set of its instances, where 

 if   and 
� – is a set of task instances linked to oi, the same as

in RBWM. TT – is a set of tasks,  – is the mapping of
every task against the set of its instances.
, where  if   and
o EP = EPT   EPO, is a set of all explicit 

permissions, where 
o EPO = OPO OO – is the set of explicit

permissions for performance of certain operations
(OPO) on the set of objects (OO), versions of its
attributes, files.

o EPT = OPT TT – is the set of explicit
permissions for performance of certain operations
(OPT) on the tasks (TT).

�

o IPO = OPO OI – is the set of implicit
permissions for performance of certain operations
(OPO) on the object instances (OI).

o IPT = OPT TI – is the set of implicit permissions
for performance of certain operations (OPT) on
the task instances (TI).

The difference between explicit and implicit permissions 
should be noted. Explicit permissions are set before the object 
is created and processed within a workflow.  Implicit 
permissions are introduced when there is already the object 
instance at place and instances of the tasks linked to it are 
created. This configuration of permissions allows to set initial 
state of permissions to a securable object and its versions, and 
then to change the permissions both directly and through tasks 
during the lifecycle of the object in WFMS.     

B. Access control policy to the objects in WF
Usually at the description of access control policy the

standard definition of the policy is used [10] - policy = 
<subject, object, operation> (subject – a subject seeking access, 

object – a securable object, operation – an operation performed 
by the subject on the object).  In recent research papers the 
basic definition of the policy is often extended by additional set 
of permissions and constraints [9, 10]. In order to address the 
issues of complexity and variability of objects we suggest 
extending the definition of the policy by a specific type of 
permissions (both explicit and implicit) and scope of the 
permissions.     

Access control policy to the object is 
, where 

� subject –  assignment (a user or a role).
� оbject – object or versions, attributes, properties and

files constituent to it (a’, . To consider versioning
of secured objects in the access control policy we
introduce additional scope labels according to which
the permission is applied to the versions of child
objects. In the present model these permissions have
two types of labels: (all, my) – where permission

  is applied to all versions of the securable 
object, while   is applied only to the versions 
authored by the current user.   

�  is an operation which can be performed on 
the object, including the creation, deletion or change 
of permissions.  

�  is a type of a permission 
described in the current access control policy, either it 
is explicit or implicit, belonging to EPO or IPO 
correspondingly. 

Two types of permissions suggest the issue of their sharing. 
What happens with implicit permissions when explicit 
permissions take effect? What happens with implicit 
permissions when explicit permissions expire? To neutralize 
conflicts consequent to the performance of explicit and implicit 
permissions, we introduce the term access control policy 
sharing schema. The following sharing schemas are possible: 

� When implicit permissions take effect explicit
permissions:
o Are cancelled: . 
o Remain in force, are combined:  . 
o Are replaced by read permissions: 

� When implicit permissions expire explicit permissions:
o Are restored . 
o Are not restoredd . 

� When implicit permissions expire, they:
o Are cancelled: . 
o Remain in force:  . 
o Are replaced by read permissions: 

. 
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Fig. 2. WFMS «Euphrates» access control policies interface. 

III. IMPLEMENTATION OF RBWM EXTENSION

To configure access control in WFMS it is necessary to 
define a set of policies to all securable objects taking into 
account the amount of different roles and operations on objects 
and tasks. There are defined about 100 assignments without 
consideration of possible users and about 500 of securable 
operations on documents, files, tasks and processes in the 
standard configuration of WFMS «Euphrates», where the 
suggested model is implemented. It is evident that not all the 
operations on the subjects are needed to be defined; it is 
enough to define only authorized operations. However, the 
amount of policies in WFMS configuration is one and a half 
times more than the amount of operations on the objects.    

To simplify centralized management of access control 
policies we suggested to group policies defined in the system 
by certain set of rules. Grouping by documents of a certain type 
is implemented in WFMS «Euphrates». The rest securable 
objects (document properties, messages, files, processes and 
tasks) are linked to the certain document. Special labels help to 
manage versioning of the objects because there is no need to 
define a separate set of policies to the versions of securable 
objects. There is a “sharing schema of access control policy” 
for every type of document which corresponds to the three 
types of sharing described herein. Figure 2 represents the 
WFMS «Euphrates» access control policies interface and type 
of sharing grouped by the type of the object.  

IV. COMPARISON WITH RELEATED WORKS

Assignments [7, 9, 10], tasks and objects [4, 5] are taken 
into account in Role Base Access Control, Task Based Access 
Control and their derivatives in the context of WFMS. 
However, versioning of a securable object is left unattended. 
In recent researches multiple links between objects are 
implemented in the form of complex constraints [7] or 
excessive policy algebra for access control [6].  The author 
applied policy algebra for access control to address some 
challenges in WFMS in his previous research [11], but 

practical implementation of this algebra revealed problems 
with simultaneous execution of permissions of different 
policies and difficulty of the centralized access management. 
The present approach suggests to consider the state of a 
securable object along with its versioning in the model, by 
analogy with the state of a task in RBWM [5], and to add an 
extension of policy definition to it. Besides, the sharing schema 
of simultaneous application of such permissions and difficulty 
of their management was not previously touched upon in other 
studies dedicated to constant and temporal permissions in 
WFMS [4]. 

V. CONCLUSION

This paper studies access control model which addresses 
two issues specific to WFMS: consideration of the linked 
objects state and versioning of objects. The suggested model is 
implemented in WFMS «Euphrates» which is integrated in 
more than 100 enterprises in Russia and CIS 
(http://www.evfrat.ru/). The model proved itself in cases where 
the central securable object is a document and links between 
objects may be represented in the form of a tree where the 
document itself is the root.  

Notwithstanding the addressed challenges, the suggested 
model has some limitations.    In particular, there are conflicts 
when process, task or file instance interact with several 
documents at a time. There is a need to simultaneously take 
into account a policy on several types of documents.     

Besides the model does not identify special aspects of the 
integration with the role based model, access control through 
assignments and delegation which constitute an important part 
of WFMS. This is the subject for further research. This is 
where the author sees opportunities for the development of the 
present model.  
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1. INTRODUCTION
Technology of PKI based Mobile ID solution is known to 

everybody. Asan �mza helps Azerbaijan to skip all 20th century 
online communication platforms and goes directly to the most 
personal one: mobile. The real innovation relays on the business 
model – how Mobile-ID has been implemented in Azerbaijan 
based on Public-Private-Partnership (PPP). Using Mobile-ID in 
public services helped Azerbaijan to achieve significant results 
to boost the fight against corruption due to its transparency. Asan 
�mza connects citizen with their government. 

Asan �mza (Mobile ID) is your mobile identity with which 
you can confirm your identity when accessing e-services and 
give digital signatures. Asan �mza (Mobile ID) enables to 
execute all available e-activities. It is essentially a SIM-card of 
your mobile phone connected to certificates, which constitute a 
document equal to a physical ID-card in the electronic 
environment. With Asan �mza (Mobile ID), you are able to prove 
your identity and digitally sign documents. 

2. GLOBAL TRENDS TO KEEP AN EYE ON
So much is happening in the technology nowadays. It is worth 

to mention some key technology trends to keep an eye on.  

First – people are going mobile. The numbers show that 
mobile usage growth is very strong, tablet units are growing 
faster than PCs ever did (+53%, 2013). This trend continues. So 
the message is that anything you do, think about mobile solutions 
(not just web, but tablets-smartphones). User interfaces are 
needed for everything – from booking a hotel to paying your 
taxes and making an appointment at your doctor.  

As social media is boosting, this is a channel to use to share 
latest news and market new applications. 

Second – big data generates service innovation.  Data 
processing costs are reducing thanks to the cloud technology. It 

means that we have now much more capacity and opportunities 
to analyse the data and understand the patterns of behaviour 
behind. All this is a source of service innovation.  

Third – one should not forget that cyber threats are actually 
growing and we need to look for such solutions, which are safer 
and which can minimize security risks (such as passwords and 
hacking).  

3. LIFE IS BECOMING MORE DIGITAL…
Today life is becoming more digital. It all reflects in a way 

how we watch movies, book hotels, transfer money, do our 
shopping, buy tickets, or talk to each other. 

The change is that in all these everyday aspects we use digital 
solutions – buying our tickets online, shopping online, using 
Skype or social media for talking to our family, friends and 
colleagues.  

Yesterday these services moved to web. Now they are 
moving to mobile phones and tablets. Tomorrow more and more 
services will be designed for – and ONLY for – mobile.  

4. WHY WE NEED E-GOVERNMENT?
As the President of Azerbaijan Republic H.E. Mr. Ilham 

Aliyev said – e- and m-governments help us to make our 
governments more trustworthy and efficient as it helps to fight 
against corruption and bribery.  

Today telecom operators in Azerbaijan provide Asan �mza 
SIM cards. All business clients are adopted to the system 
automatically. Asan �mza helps to reduce their business costs 
regarding assigning contracts with their clients, partners and 
suppliers or exchange other formal documents (subscriptions, 
acts, invoices etc). Students are offered complementary use to get 
familiar with Asan �mza in an early stage of their life - to learn 
the benefits and use Asan �mza as a default choice for interacting 
with the state. Around 10 banks have already integrated their 
internet and mobile banks with Asan �mza service to make clients 
possible to sign loan contracts distantly. Integration of Asan �mza 
with any bank in Azerbaijan takes only 2-3 days.  

For users it is more secure and convenient. Asan �mza is your 
identity on the mobile phone and mobile phone is always with 
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you. This means that all e-services and state services are always 
with you. You can use them where and when ever you like. And 
this one PIN for all different services, you do not need any more 
to remember lots of different passwords or write them down 
somewhere and put into your wallet. 

5. E-AUTHENTICATION & E-SIGNING IN YOUR
MOBILE PHONE 

Here we have government and citizens hoping them to 
interact through e-channels. Now we have a new need – how to 
make sure that someone else is not using someone other’s 
identity?  

Here comes the linking element - which is crucial 
requirement in building electronic services – this is secure 
electronic authentication and digital signing.  

Here we can consider Mobile ID as a cutting-edge solution 
for electronic authentication used for e-services. And in our case 
digital signing in Mobile phone as well.  

6. GOAL OF SETTING-UP PKI INFRASTRUCTURE IN
AZERBAIJAN 

Although cloud technology is booming these days, it can’t be 
used in all situations. Especially in those situations, where 
requirements for security and legal validity are the highest. Like 
the case when the government has to identify their citizens or 
residents. It has to be 100% secure as it deals with data which is 
one the focal component which defines a souvereign country – 
it’s citizens. We can’t imagine that issuing passports would not 
be 100% secure, legally valid and without a governmental 
guarantee. The same applies to Mobile ID.  

That’s why Mobile ID requires Private Key Insfrastructure, 
not any kind of cloud service. Every government who is 
interested in that, needs to create their own PKI.  

7. WHAT IS MOBILE-ID?
Mobile ID is a very simple and secure way for authentication, 

which is a crucial element for service provision. It is so simple 
that almost anyone can use it and it is safer than a bank card.  

Asan �mza is the Mobile ID service in the Republic of 
Azerbaijan. It is a SIM based personal identification for digital 
services.  

Asan �mza (Mobile ID) is a secure authentication and digital 
signing Mobile phone and PKI based solution for public sector, 
e-service providers and Mobile Network Operators in
Azerbaijan. Mobile ID works as “Single-Sign-On solution” –
you can use one authentication solution for all different on-line
services. For subscribers it means that they just have to enter one
PIN-code to mobile phone and get access over 500 e-services
(from tax office to banks) that support Asan �mza. Asan �mza can
be used for legally binding digital signatures as well.

The simplicity also means that no card reader, no ID card, no 
e-token and special software is required. Only thing needed is a
mobile phone with secure SIM card.

Asam �mza is the most secure on the market and it can be 
used with all phones: both simple ones and smart-phones. 

Of cource, different clients have different needs – for an 
average citizen the Mobil ID is enough. However, there are also 
people who need to use the Digital ID in their work, giving big 
amount of signatures daily (a bank officer or civil servant). For 
them we have created ID card based solution.  

Asan �mza can be integrated with different services. It can be 
used with PCs and smart devices also, meaning new services can 
be developed specially for smart devices (tablets/ smartphones).  

More and more services can be built up for emotional 
decisions. It means “you see it, you like it, you authenticate 
yourself and you have it immediately!” You do not need to go to 
the nearest service desk or PC (and forgot this topic during that). 
Or you just see some service advertisement and you find it useful 
– then you just make a regular phone call with mobile phone (to
195 call-centre), authenticate yourself and it’s done! Asan �mza
also has iOS and Android applications enabling to manage
signing documents directly at your mobile phone.

Asan �mza works everywhere you need to authenticate the 
customer. Just use your fantasy and provide/personalize your 
service – as a public sector service provider or private company. 

8. ASAN �MZA USES HIGHEST SECURITY STANDARDS
Asan �mza is also simple, consistent and universal.

Customers can use it everywhere and user experience is the same 
everywhere. All local interfaces/applications are standardized 
and available for all partners – MNOs, e-service providers 
including government e- & m-services. Big difference is that 
Asan �mza is a PKI based solution and PKI certificates are used. 
It means that it is more secure (private keys cannot be copied, 
they are stored on the SIM card) and Asan �mza supports legally 
binding digital signature according to the country based legacy. 
Asan �mza issuance process might be not so convenient, 
customers must get new SIM card. However, during that process 
all customers are identified face to face based on the state issued 
identity document. Asan �mza is a state-granted identity. 

We follow international standards using EAL5 level security. 
It is higher than currently required by the international standards. 

Enrollment is based for double authentication – two different 
companies must verify the customer. It means that it is nearly 
impossible to get fake identity or stole someone’s identity.  

For using Asan �mza you must have the handset and know 
PIN codes. If you lose your phone, nobody can use your identity. 

For e-service providers it means that there is one state-
granted identity solution and they can trust it. They do not need 
to invest to build up their own solutions. This is huge amount of 
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money what all e-service providers can save in total. And users 
have always same user experience with different service 
providers. 

9. ASAN �MZA IN AZERBAIJAN
Mobile-ID (Asan �mza) system in Azerbaijan is based on the 

PPP model and the partners here are the government, all three 
national MNOs, Mobile ID service provider (B.EST Solutions 
LLC), governmental certification authority and e-service 
providers.  

Asan �mza (Mobile ID), which means in Azerbaijani 
language „Simple Signature“, was developed by the Azerbaijani 
IT company, B.EST Solutions LLC, and launched as a pilot 
system in 2013. It started fully operating in 2014 and now all 
major mobile operators are issuing secure SIM cards. 

The first Asan �mza Mobile ID certificate was presented to 
the President of the Republic of Azerbaijan H.E. Ilham Aliyev.  

During the two years of the operation of the Asan �mza 
service in Azerbaijan, more than 250 000 Mobile ID certificates 
have been issued and over 15 mln. transactions performed – this 
is the quickest result of Mobile-ID user cases in all over the world 
and shows the high usability and satisfaction among users. The 
best indicator showing the success is not actually the number of 
issued certificates, but the number of real transactions. During 
this period over 90% of tax declarations in Azerbaijan were 
submitted electronically. In general, today over 500 public and 
private e-services are available to citizens with the help of Asan 
�mza in the Republic of Azerbaijan. 

10. YEARLY STATISTICS
In 2014, 124 096 Mobile ID certificates were issued in 

Azerbaijan, 63650 of which were granted for individual usage, 
54 425 – to legal entities and entrepreneurs, and 6 021 – to public 
servants. In 2015, there were issued 45 283 certificates; 22 703 

of them were provided to individuals, 21 028 – to legal entities 
and entrepreneurs, and 1 552 – to public servants.    

One of the significant indicators of successful operation of 
Mobile ID service is the quantity of transactions. The below 
graphs describe the number of transactions on yearly basis: 

11. STAKEHOLDERS
Asan �mza involves several stakeholders, and these are the 

most important ones of them.  

Certification Authority – a government-licensed agency 
(either private or public) responsible for legal and secure 
authorization. 

Mobile-ID Service Provider – basically the process developer 
who makes it all work. In Azerbaijan the company „B.EST 
Solutions“ was in this role.  

Mobile Operators – cooperation partners whose involvement 
is needed as they issue secure SIM cards to the mobile phone 
users. 

End-users – for whom it has to be safe and simple in order to 
become regular user. 
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End-user Service Providers – such as government agencies 
and banks who can use Mobile ID in order to safely offer 
electronic services to their clients. 

We created a central OTA platform which functions as a 
Private-Public Partnership. In the centre of it is the Mobil ID 
Center and the Certification Authority. “B.EST Solutions” runs 
the Mobile ID Centre and takes care of the development of the 
whole ecosystem from client support to software upgrades. The 
Certification Authority is a state-authorized body which offers 
the certification service. 

12. INTERCONNECTION SCHEME
In the center of the Azerbaijani Mobile ID ecosystem there 

are Mobile ID Centre and Central Certification Agency. We have 
been the first in the world who started using central approach. 
Before that, the mobile operators themselves offered this service, 
but real life showed weaknesses of such approach – for the 
mobile operators, it is just not their core business and they are 
not interested in developing all that enough.  

Our company, B.EST Solutions LLC, runs the Mobile ID 
Centre and we take care of the development of the whole 
ecosystem – client support, integration of new service-providers 
(banks, e-services etc), software creation /upgrade, creation of 
apps etc.  

In order to issue first time the sertificate for authentication 
and digital signing to physical persons, the client goes to one of 
the registration centres (State Agency for Public Services and 
Social Innovations or Centres for Service to Taxpayers). As a 
result, this person’s SIM card is linked to him/her personally and 
legally. The registration centres both activate and deactivate 
digital ID certificates. Basically, the registration centres act like 
the authorites who issue passports.  

In order to provide the services, service providers must be 
in place. They could be both private or public services. 

And the mobile operator is connected to the whole system 
through their SIM cards. They issue secure SIM cards and 
provide end-users SIM-based services, collecting fees for that. 

Implementing Asan �mza is simple for all parties - customer, 
operator and e-service provider (who does not need big 
investments for the technology). Mobile ID is provided as a 
service-based model. Operators must order new type of SIM 
cards, issue SIM cards to the Customer and open their SMSC 
gate for the Mobile-ID service provider. Customers have to get 
new SIM card and order the PKI certificates. The model is very 
secure – double authentications are made during the issuance 
process. First, when SIM is issued by the operator, and second, 
when certificates are issued by the State Agency. E-service 
providers can integrate Asan �mza into their services very easily 
using special toolkit for that and integration is free of charge. 

13. E-SERVICES AVAILABLE VIA ASAN �MZA
Here are some examples which services already use Asan 

�mza.  

It is worth to mention here the Ministry of Taxes which is 
actually one of the first agencies to use e-services in the country, 
as the volume of work is massive and the automatization adds 
lots of saving in time and money. Asan �mza is actively used in 
the e-tax operations in Azerbaijan. In 2014, the electronic system 
of the Ministry of Taxes of Azerbaijan registered almost 6.8 mln. 
transactions, 33% of which have been implemented by means of 
Asan �mza. In September-October 2015, there were registered 
approximately 7.2 mln. transactions in the e-tax system 32% of 
which were done with Asan �mza.    

Starting from August 2014, Azerbaijan started to keep record 
of employment agreements electronically with the help of Asan 
�mza mobile e-signature service. This innovative service was 
launched by the Azerbaijani Ministry of Labor and Social 
Protection of Population which forced all entrepreneurs and legal 
entities in the country to conduct all employment agreements 
with their employees in electronic system of the Ministry by 
means of using of e-signature solution. This concept was 
introduced with the aim to strengthen the fight against illegal 
employment as well as to increase the tax and social insurance 
revenue to the budget. As noted by the Ministry, thanks to this 
system of e-registration of employment contracts, which is the 
first of such kind in the CIS region, the government managed to 
ensure in a more efficient way the public control over the 
fulfillment of the employment rights in the country.   

Also, Asan �mza  are used by the payment portals and many 
banks  which use it in their digital banking platforms.  

PPP is a good method, but here it is important to keep in mind 
that the government has a crucial role in the kick-off phase. 
Without governmental committment and interest, such 
innovations would not happen.  

The ubiquitous usage of e-services and e-signature 
significantly increases the computer literacy of the population 
and is the important incentive to realize all advantages of e-
government. It is a trigger for the rapid growth of the digital 
economy as well.   

As of today, in the E-Government Portal of Azerbaijan 
Republic, there are more than 500 e-services available via Asan 
�mza. 343 of those services are rendered by the government.    
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14. USERS ABOUT ASAN �MZA

Satisfied Asan �mza users say…

“Today, the most important benefactor working with electronic authentication 
and signatures, is time. Time is a critical aspect for our customers. 
Timeframes for signature of Audit Reports and Contracts have reduced from 
1-2 weeks into a matter of an afternoon. Cost and time saving with Asan Imza
is literally immeasurable, and has paved the way for us to move wholly into 
paperless office.”

Vugar Aliyev, Managing Partner - KPMG Azerbaijan
_________________________________________________________

“Our company uses Asan =mza in the process of declaring and paying taxes. 
We are satisfied with this comfortable tool and wish more services would use 
Asan =mza.”

Farid Ismayilzade, Founder & CEO - GoldenPay, 
Board Member - AMCHAM

“We are the first bank in Azerbaijan to introduce the mobile signature tool –
Asan =mza into its internal document circulation system. Thanks to this 
innovation, we managed to optimize the internal business processes, save 
time and avoid risks and expenditures related with the document workflow.”

Yuriy Yakovlev, Chairman of the Board – Bank VTB Azerbaijan 
______________________________________________________
“A mobile phone and two PIN codes enable a customer to manage his/her 
accounts using the internet bank even while being out of the country. And 
what is most important, all these is ensured with maximum security and 
comfortability even for an ordinary “untechnological” person.”

Nahid Zeynalov, 1st Deputy Chairman of the Board – Bank of Baku
_____________________________________________________________
“Paper was the bane of our lives, and we had been looking for a reliable and 
secure way to sign electronic documents in our inside document-management 
system of our bank. The ability to place multiple signature fields on the same 
page and to sign multiple pages with just a click makes the signing process 
fast and easy. We didn’t have to change to or buy a specific HR system; it is 
an extension of our existing systems, so it was agile, quick, and easy to set up 
with great support from the Asan =mza team.”

Emil Mammadov, Vice-Chairman - Nikoil Bank

“Asan Imza has shortened and expedited my daily signing process to just a 
few minutes; this makes my business process much more efficient – with 
no environmental footprint. 
Asan Imza service delivers a great solution to Azerbaijan businesses of all 
sizes by speeding up business processes and making all governmental 
and private services accessible to their customers anytime, anywhere.” 

Sabina Parvizi, Regional Marketing Communications Enterprise Manager -
Microsoft Azerbaijan, Belarus, Georgia
_________________________________________________________

“Asan =mza has significantly eased the work of our respective 
department working with tax invoices.”

Parviz Ismayilov, Business Development Department - Deloitte Azerbaijan

15. RANKING OF E-SERVICES USED WITH ASAN �MZA

Starting 2015, financial institutions operating in Azerbaijan 
such as banks and insurance companies started actively using 
Asan �mza in their activities for provision of online services in a 
more qualitative and secure way to the customers. During 2015, 
Asan �mza was integrated into the electronic systems of eight 
leading banks, two payment portals and one insurance company 
in the country. 10 more banks are in the pipeline for 2016. In 
2016 all insurance companies are expected to be connected to 
Asan �mza.  
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11.83%

71.82%
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FILING APPLICATION FOR CHANGING OF 
STATE SOCIAL INSURANCE CERTIFICATE 
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REFERENCE ON EMPLOYMENT

SUBMITTING COMPUTATIONAL TABLE 
REGARDING ALLOWANCE ON MATERNITY 

LEAVE UP TO 3 YEARS OF A CHILD 

SUBMITTING COMPUTATIONAL TABLE 
REGARDING BIRTH ALLOWANCE 

SUBMITTING COMPUTATIONAL TABLE 
REGARDING TEMPORARY DISABILITY 

ALLOWANCE

SUBMITTING COMPUTATIONAL TABLE 
REGARDING MATERNITY ALLOWANCE 

ONLINE REGISTRATION OF AN INSURED 
PERSON 

OBTAINING INFORMATION ABOUT 
EMPLOYMENT CONTRACT NOTIFICATIONS 

BY EMPLOYEES

REGISTRATION OF EMPLOYMENT 
CONTRACT NOTIFICATIONS AND 

PROVISION OF INFORMATION TO THE 
EMPLOYER ABOUT IT

Top 10 public e-services used with Asan 
�mza on E-Government Portal of 

Azerbaijan in 2015

VTB Bank Azerbaijan
E-Pul

PASHA Bank
Kapital Bank

PASHA Life Insurance
Bank of Baku
Access Bank

Bank Respublika
Atabank

Hesab.Az
Yap� Kredi Bank Azerbaijan

Usage of Asan �mza in e-systems of private 
service providers
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As of today, Azerbaijani banks use Asan �mza in provision of 
such online services as money transfers, currency conversion, 
payment of loans, payment orders, currency buy/sale/conversion 
orders, card operations, payment of taxes etc. 

It is worth to note that along with the internet bank, some 
banks started using Asan �mza in their internal document flow 
systems. At present, Asan �mza is the only e-signature tool used 
in the banking sector which is stipulated with its security, 
convenience and flexibility in operation. In its turn, the Asan 
�mza team provides continuous support to banks partnering with 
the Asan �mza service through all phases of mutual cooperation. 

Usage of Asan �mza also enables banks save resources which 
they usually spend to support their physical branches. 
Introduction of such innovative solution as Asan �mza, 
significantly increases profitability of bank services and 
customer satisfaction especially in the crisis conditions.  

Asan �mza is an efficient tool for saving public funds. 
According to the calculations of foreign experts, ubiquitous 
usage of mobile identity allows saving up to 2% of GDP on 
average.   

16. ASAN �MZA IDENTIFIES YOU DURING CALL
Asan �mza also identifies you during a call. This is a brand

new service, novelty in the world. Basically, it means that during 
an ordinary phone call a person can identify himself/herself 
through Mobile ID and a service-provider can help or assist the 
person to fill in some forms, submit a tax declaration etc.  

It is meant for the people who are not computer-literate 
enough or who does not have access to the computer to use e-
services. 

So far, various private companies charged money for such 
service, now the person can directly address the public authority 
who is responsible for the service and do all that free of charge, 
as a part of the public service.  

First time in Azerbaijan, especially for rural regions where 
access to the Internet is not very high and other communication 
problems may exist, the “195 Call Centre” of Taxes Ministry 
enabled citizens to authenticate and sign documents digitally – 
just make a call, identify yourself via Asan �mza and make all 
transactions from tax declarations to opening a bank account. 

17. E-STAMPING
Electronic stamping is another service for digital signature 

which was developed for those service providers who need to 
sign massive amount of documents (like water or electricity bills 
every month). It would take ages to sign them separatately, one-
by-one. Electronic stamping automatically signs the documents, 
once the fixed provisions are fulfilled. It adds value by improving 
productivity for such service providers.  

18. VALUE FOR PUBLIC & PRIVATE SECTORS
Mobile ID creates value for both public and private sector. 

In public services, it enables access to self-service portals, 
helps to easily pay taxes and dues, sign-up for services and apply 
for permits to name some examples. 

In private sector, financial services benefit from Mobile ID 
very clearly – secure identification is very imporant there. As 
businesses need to sign agreements and contracts every day, 
digital signature makes it easier and faster. No need to send 
papers by post or rush to the other end of the city to sign 
something. Now you send the document by e-mail and just sign 
it electronically. It is legally valid and secure.  

Currently Asan �mza can be used with more than 500 
different governmental e-services in Azerbaijan, which are 
provided by various government organizations and represented 
on E-Government Portal (www.e-gov-az) and www.e-
taxes.gov.az portal. Most popular services used via Asan �mza 
are the submission of e-tax declarations, registration of a new 
legal entity and registration of labor contract notifications. 
Statistics show that over 85% from digitally signed (more than 1 
mln.) labor contracts have been signed using Mobile ID. Asan 
�mza also enables using online banking services as an option of 
logging in and conducting e-transactions on the Internet and bank 
portals via Asan �mza. Bank clients can apply for loans, make 
transactions and other bank services not visiting bank physically. 

19. CALCULATOR FOR BUSINESSES

Calculator for businesses: how much we can save

Application of Asan =mza (Mobile-ID) 
enables a significant reduction of 
costs of businesses through 
automation of business processes 
and rational use of time and financial 
resources. 
http://www.asanimza.az/asan-imza-cost-

profit-calculator-en/

In order to demonstrate how much a company would save on 
using Mobile ID and other related services, we have developed a 
special calculator. It has become rather popular and makes clear 
to businesses how they could cut costs using Mobile ID.  
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20. OPENING WAY FOR CROSS-BORDER DIGITAL
SERVICES – COOPERATION WITH ISESCO

All that does not have to remain inside one country. We are 
now opening ways for cross-border use of the Azerbaijani 
Mobile ID solution.  

Now we are piloting a joint project with ISESCO which 
envisages for establishment of a single internal document 
management platform for ISESCO member states. The platform, 
titled as “ISESCO BESTDOC PORTAL”, will be functioning on 
the basis of a unique digital identity tool – ISESCO ID, 
designated specially for ISESCO based on the Azerbaijani 
technologies of electronic and mobile identity – “Asan ID” and 
“Asan �mza”, and will provide an opportunity to ISESCO 
member states to interact within single e-environment aiming to 
improve the process of document workflow. The platform will 
support such functionalities as strong authentication and 
validation of signatures of the users via ISESCO ID & m-ID, e-
signing, storing and sharing of documents. In general, it is 
expected that launch of the platform would facilitate further 
development of the relations between ISESCO member states 
with more focus on IT innovations and electronic solutions. 

21. VALUE FOR SOCIETY
E-services and mobile authentication creates value for the

society in several ways. 

First, the service quality improves. Besides the fact that it is 
easier to use for the clients, it also creates better results. Many 
actions which were previously being done manually are now 
automated. It means less mistakes, equal treatment of citizens, 
transparency and much less opportunities for corruption.  

Second, it increases efficiency. Behind any e-service there is 
a streamlined and optimized process. It means that every step is 

well considered and unneccessary actions and burdens are 
eliminated. It means an ability to serve more citizens, less 
bureaucracy and paperless interaction.  

Third, service innovation is a big value too. E- and m-services 
create opportunities for businesses, new applications which are 
better and smoother. Instead of going to three different 
governmental agencies for getting a construction permit, why not 
make it smooth whole without need to go to those three offices.  

Another important aspect is that Asan �mza follows the EU 
standards; it means that these services can be used and developed 
across the borders. 

22. CONCLUSION
How a Mobile ID infrastructure can be implemented in a 

country?! Good news is that it is not too hard, costly and 
complicated once you have a professional partner who knows 
how to do that.  

Basically, you need two things – to set up a Certification 
Authority and have Mobile Network Operators on board. A good 
Mobile ID service provider can take care of everything else, from 
client support to developing necessary applications.  

All of that is doable in half a year. The easier part is 
technological and technical. The hardest part is cultural and 
organisational change – moving to high-quality processes.  

To conclude, instead of wasting millions contracting large, 
slow development projects that result in inflexible systems, it is 
much smarter to find systems that are already working, allowing 
for faster implementation.  

Mobile ID is a proved solution which creates a lot of value 
for the society, both for citizens and businesses.
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Abstract—Dramatic rise in the user amount yields increase in 
the number of internet accessed devices within the last decade. 
Since most of the devices have internet connection, IPv4 space 
becomes inadequate. In order to avoid this situation, internet 
service providers focus on using their IP’s within their IP pool, 
optimally. The most preferred approach to handle this problem 
is called Carrier Grade Network Address Translation (CGN). In 
this technique, a city, a neighborhood or a group of users could 
be configured as if they are in the same Local Area Network 
(LAN) and they have IPv4 Network Address Translation (NAT) 
connections for Wide Area Network (WAN) accesses. By 
applying this approach, IP costs are reduced and number of IP’s 
in the pool is optimized. However, implementations done in 
recent systems could cause vulnerabilities as well. This work 
focuses on examining a part of CGN applied network that acts as 
LAN, by scanning, exploring users, devices and vulnerabilities 
for a specific neighborhood in Turkey. Users and devices are 
determined and since they are considered in the same LAN most 
of them are easily gained access and the insecurity of the system 
is proved. Also it is also observed that a user could stop or slow 
down the traffic by Denial of Service (DoS) or Distributed DoS 
attacks. 

Index Terms— Carrier Grade Network Address Translation, 
CGN, CG-NAT, security, vulnerability, IPv4, network security. 

I. INTRODUCTION

Number of end-user devices is increasing day by day. 
Computers, cell phones, tablets and a recent trend namely 
Internet of Things (IoT) concept also have undeniable 
contribution on consuming IPv4 addresses [1]. Past 
investments done on hardware have made difficult to convert 
many systems from IPv4 to IPv6. Also hardware costs for IPv6 
transition have led experts to seek other solutions. One of these 
solutions is called CGN where the first research on this 
technique is done on 2008 by Durand [2]. Following this study, 
Maennel et al introduced an alternative method to CGN in their 
report which is claimed to be a better approach [3]. They 
showed harmful effects of CGN and gave brief information 
about CGN security. Kantola et al stated that user network 
connectivity is maximized by implementing CGN. They also 
applied an Ethernet based Internet architecture and examined 
various deployment scenarios on it [4]. Wing explained CGN 

and NAT in details and investigated recent studies done on 
related topic [5]. Bocchi et al examined CGN effects on web 
surfing [6]. They also stated matureness and stability of CGN 
approach. They mentioned that CGN existence could bring 
positive side effects such as it prevents home routers from 
unauthorized and malicious traffic. However, they did not 
mention about local attacks. Bocchi et al showed statistical 
methods for network monitoring on CGN [7]. They illustrated 
how to make preprocessing and showed resource saving 
policies. Richter et al made multi-dimension analysis of CGN 
deployment [8]. They gave detail information about CGN and 
detection CGN. CGN is a new technology instead of IPv6 and 
it has been accepted in the market rapidly. 

Next steps of this work are studied as follows: second 
section called methodology gives information about the 
infrastructure, third section gives brief information about tools 
used and pre-process steps, forth section gives the results and 
the last section concludes the paper. 

II. METHODOLOGY

A. Network Address Translation
Network Address Translation (NAT) is an approach to

optimally use the limited number of IP address [9,10]. NAT 
does variety of IP address translations such as a one-to-one or a 
many-to-one. The main objective of the method is mapping an 
inside (local) IP address to an outside (global) IP address, so 
that an internal IP address is substituted by the suitable external 
IP address, and vice versa. During Network Address 
Translation, the IP address in the frame is replaced with the 
new internal or external IP address. If port translation is 
activated, port field is also updated in the TCP/UDP header. 
After this, first IP header then TCP header checksum is 
computed one more time and checked for integrity facts. Since 
port, payload (not always) and IP address field are changed, 
TCP header checksum needs to be updated here [10]. 

B. Carrier-Grade NAT
Carrier Grade NAT is developed by IETF and also known

as Large Scale NAT (LSN) or NAT 444. CGN uses IPv4 and 
allows local users to access internet through a NAT process 
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[1,3,5]. It is first introduced to solve the problem of inability of 
service providers to provide service to customers by depletion 
of IPv4 addresses. 

Disadvantages; 
� Lack of remote desktop or camera access
� Cannot open port, even if opened it cannot be used
� If user is in a week CGN IP pool, slow internet

connection or high pings may occur
� Since extra hop node is added, latency increases
� For services receiving registration or login from only

one IP, in case of more than one user entrance from the
same pool, problems may occur

� Existence Security vulnerabilities
Advantages;
� Many end-points can be connected on one IP address
� Decreasing IP costs for service providers
� Management of networks is easier

For CGN approach, F5 Vipron 4480, Vipron 2400, A10 
TH5430 and etc. devices are used. CGN systems can hold 
variety of security vulnerabilities. The first and the simplest 
one is DoS attacks. CGN devices include a table which maps 
internal and external IP and port. Two types of DoS attacks can 
be done on a CGN system. The first attack is DoS or DDoS 
attack from an outside user to a user inside. The second one is 
generating high frequency traffic towards internet by a 
malware residing at an internal user and attempting to swallow 
CGN state tables. Eventually, both victim on the other side and 
thousands of costumers being served on CGN system could be 
affected from the attack. The available port number in the table 
will decrease and unstable states will occur. Blackhole logic 
cannot be applied here. Access control list cannot be created as 
well. 

Another security hole is attacking from an insider to other 
users within the same network. In case of this attack, modems, 
computers or printers of other users in the same LAN can be 
simply accessed. Within the scope of this study, instead 
applying DDoS attack, local network is scanned and end-user 
devices are accessed. 

III. TOOLS & PRE-PROCESS

The first, network should be scanned and online 
connections should be detected. Following, for each active 
connection an open port scan should be processed. Here, 
accessing devices through their open ports is attempted. There 
is variety of IP and port scanning tools both for Linux and 
Windows based systems. For Windows “SoftPerfect Network 
Scanner” (netscan) has ability to scan active IPs [11], while for 
Linux “nmap” handles this process [12]. For instance, features 
such as remote device name, description, whether it has shared 
folders or not, can be easily and quickly seen through 
“netscan”. “Nmap” tool, however, shows all open ports of an 
active connection. Therefore, if a simple and superficial result 
is needed, “netscan” can be preferred. “Namp” is suitable for 
more detailed examinations. For the next step more 
sophisticated tools such as “metasploit”, “netsparker” etc. can 

be studied. This work only focuses on examining the CGN 
network and accessing modem interfaces for proving system 
insecurity. Black hat hackers could do more complex 
researches for the next step such as data leakage, backdoor, or 
malware installation. For CGN investigation, user’s directly 
connected modem should have NAT connection to Kali 
installed virtual computer.  

In order to archive following steps internet outbound 
should be directed to source computer within the modem 
device. For this process, either Demilitarized Zone (DMZ) or 
NAT could be done. NAT is done only for specific ports while 
DMZ has ability to forward traffic from all ports to a single 
computer (Fig. 1). Another words, DMZ feature allows all 
ports of a LAN client to be accessible from the WAN and 
forwarding all WAN traffic to a specific LAN user. This 
process helps collecting all packets into the computer that will 
make scan later. 

Fig. 1. DMZ assignments 

Next step is detecting CGN applied IP address from the 
modem interface (Fig. 2). There is other information other then 
IP address here. Some of these information are WAN MAC 
address, Service Set Identifier (SSID), duration of the modem 
since power on and current time.  

Fig. 2. Summary of modem interface 

For the next step, gateway IP used for routing should be 
determined (Fig. 3). The routing table structure here which can 
be seen usually at gateway tab on most modems is generated in 
run-time. Thus, LAN and WAN sections are found and CGN 
scan starts.  
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Fig. 3. Gateway Address 

IV. RESULTS

The gateway IP 100.88.128.1/17 (Fig. 3) shows the first 17 
bits are reserved for network and remaining 15 bits are 
reserved for computers in local. Thus, it is observed that IP 
addresses between 100.88.128.1 – 100.88.255.255 can be used 
as network scan range for searching active connections. In this 
study, “netscan” tool is used on a Windows computer [11]. 
Scan is done on 23.05.2016 and duration of around 2 hours. It 
is processed by 50 threads simultaneously. As showed in 
Figure 4, 2987 online connections are detected in the CGN 
network in local. 

Fig. 4. Netscan results 

By the guide of scan results, randomly picked number of 
modems are attempted to be accessed (Fig. 5). The devices 
whose default passwords are not changed before, are easily 
accessed. 

Fig. 5. Login authentication screen 

As presented in Figure 6 targeted user’s ISP user name and 
password, wireless connection password, device names and 
descriptions that are connected to their LAN network can be 
examined. After this phase, any requested computer connected 
to this device or shared folders (if any) can be accessed by 
applying DMZ or enabling port forwarding feature. Other than 

this, attacks can be realized to the devices that are not regularly 
updated or don’t have accurately secured operating systems 
within the CGN. The next phase containing these types of 
attacks is out of scope of this paper since the limitation of legal 
responsibilities. 

Fig. 6. Logged in modem interface 

As showed above, instead modem configurations, shared 
printers are easily can be accessed as if they are in the same 
local network (Fig. 7). SCX-3400 network type of printer by a 
company is detected through this scan. For network printers, 
since their default passwords are rarely changed or even if 
changed they are assigned very simple new passwords (like 
company names), the passwords can be found either by a 
simple search or a brute force attack (Fig. 8). 

Fig. 7. Printer web interface in CGN 

Eventually, hardware and software configuration details or 
a network printer can be inspected. For instance, printer found 
in this scan has 67% full of toner. An attacker can also send 
numerous documents to be printed and cause serious concern. 

In addition to these simple vulnerabilities, there is also 
possibility to determine geographical locations of the nodes 
through CGN. For this, response time feature can be used. In 
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this research, response time changes between 959ms and 2ms. 
2ms shows our own connection. The lowest response time after 

Fig. 8. Administrator logged printer web interface 

this is 6ms by network IP. If these 2 values are ignored, the 
new lowest response time is observed as 7ms. and all end-
users’ average response time is 34.27ms.  Figure 9 presents the 
state of response times less than 40ms. where there are 2334 
connections within this range. There also are 653 different 
connections above 40ms. It can be observed that, end-devices 
with low response times are geographically close to the source 
computer where nodes with high latencies are farther. By this 
type of scan, close nodes to the source node can be predicted. 
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Fig. 9. Response time graph of end users in CGN 

In order to avoid these kind of attacks, purpose-build DDoS 
mitigation devices or scrubbing devices can be used. Also for 
further protection, client’s maximum number of session can be 
limited or in-flight traffic can be filtered. 

V. CONCLUSION

This study focuses on security vulnerabilities arisen by 
switching the conventional Ipv4 service into virtual NAT 
called CGN infrastructure for internet access at most regions of 
the Turkey by a service provider company. These 
vulnerabilities cannot easily be predicted or solved by a 
regular/basic level end-user. As a result of CG-NAT 
implementation, all users are seen as if they are in the same 
local network, thus, this application brings some vulnerabilities 
which are presented throughout this paper. It is also observed 
that private configurations, NAT or sharing processes within 

users’ devices can be easily accessed or changed by attackers. 
Not only file accesses but also modems are accessed in this 
research.   Another point in this insecure CGN implementation 
is that geographical locations of devices can be superficially 
detected by examining assigned IP addresses’ latency and ping 
respond values. The prevention solutions such as using 
mitigation or scrubbing devices or assigning authentication 
field to every end-user on CGN side, all depend on service 
providers. 
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Abstract – The paper presents a method based on moving 
target technology for protecting software components of 
distributed systems. Practical implementation of this method is a 
code diversifier, which adds intermediary functions and inserts 
transformation of key variables into the program code. 
Theoretical analysis of the method presented here demonstrated 
its effectiveness even when an adversary had access to a 
application’s program code. The diversifier presented below can 
also function in a mode of program code obfuscation, which was 
tested and demonstrated by the example of interpreted 
programming language functions. Metrics obtained from the 
program code after obfuscation, showed sufficient level of code 
modification for independent use in obfuscation mode. 

Index Terms – software security, diversification, obfuscation, 
moving target defense. 

I. INTRODUCTION

Algorithms for concealing data, as well as other 
information security algorithms are effective only when 
software components, which implement them, are secure. If 
adversary has the ability to make unauthorized code injections 
(attacks) into an application or to get reading access to key 
internal characteristics of a protocol then further security 
measures taken to protect the information are worthless. 
Nowadays, there is a lot of research carried out in the field of 
program code security. Main areas of the research are program 
code obfuscation and diversification. Currently, the most 
commonly used exploit is code injection attacks. Protection 
from those attacks is based on constant modification of an 
application using the moving target technology. However, 
existing protection methods are not always effective in case an 
adversary gains reading access to the executable code. Besides, 
existing methods usually involve overhead. 

The problem solved by program code protection against 
research is about complicating injection of components into the 
code, which can lead to unauthorized access to processes or 
variables in a computer's memory. This vulnerability can be 
exploited for stealing confidential information from memory, 
spreading computer viruses and automated information theft 

systems, using somebody else's program code, and so forth. 
There are several approaches to such protection against 
research. The first and most well-known approach is the 
program code obfuscation implemented in machine codes or in 
a high-level language [1-3]. 

Although obfuscation is a technology for protection from 
program code research, but does not completely fulfil the 
concept of moving targets reviewed in this paper. It is also 
necessary to consider one more area which became very 
popular among researches over the last few years. This 
problem is referred to as Software Diversity. 

Diversification addresses a problem of software 
monoculture. Software monoculture leads to a situation when 
once an intruder finds a solution for code injection into a 
specific version of a program it allows applying the same 
exploit to all programs of the same version that is commonly 
used. Similarly, a vulnerability found once in a program is 
exploited in all programs of the same version. This enables 
remote and automated cracking of information systems, as well 
as spreading computer viruses and worms. 

The most popular area in the software diversification field 
is instruction-set randomization, ISR [4-6]. Constant 
modification of the code by randomization makes code 
injection to an application impracticable. Founders of the ISR 
technology claim that the idea comes from biology, where 
organisms respond to numerous threats of the environment 
through genetic changes. Similarly, the ISR mechanism 
changes the key executable instructions so that embedding 
external code in an application does not lead to correct 
execution. The ISR technology helps protecting against all 
types of remote code injection attacks regardless of the remote 
injection method by providing adversary’s target displacement 
(attack plane displacement). Thus, the ISR technology employs 
the fundamental principles of more general technology of 
Moving Target Defence (protection based on a moving target). 

It should be noted that ISR cannot protect a system from 
the most basic types of attacks, such as the case when an 
adversary gets the binary code of the required file and 
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examines the possibility of embedding code into it and run it 
on a victim's computer. 

Another popular approach to software diversification, 
which became highly popular in last few years, is a mutation of 
the executable code. The most famous works in this area are 
[7-11]. The area of code mutation itself was originally 
considered for the purpose of automatic error correction and 
measurement of testing quality [7], [8]. For example, tests for a 
program and program copies with the same functions (mutants) 
were generated. Then, each mutant was checked with the test. 
If the mutant did not pass the test, it was deleted. Quality of a 
test or a group of tests was evaluated by the number of mutants 
remaining after such mutant test procedure.  When the number 
of mutants was too high then the test was recognized as weak. 

Further, we will analyze disadvantages of diversification 
solutions and how they can be improved by using solutions of 
the authors. 

II. PROGRAM CODE DIVERSIFICATION METHOD WITH THE
USE OF A SELF-COMPLICATING DIVERSIFIER 

The diversification technology can be used in a self-
complicating version [12]. This allows improving program 
code’s protection against research. This technology will be 
used for creating a solution that includes a code diversifier for 
program components which generally solves the problem of 
protection against system research. 

Application consists of the main code and procedures, 
functions or interfaces called in by the main code. These 
elements can be placed either inside the application or in 
operating system’s libraries, remote interfaces and so on. 
Dividing an application into the functional blocks, we can 
define input and output values for each of them. As a result, we 
receive a functional structure which can be made more 
complicated by adding functional elements. Consider the 
scheme in Figure 1 with an intermediary block, which was 
added for F1 function.  

Fig. 1.  Application’s structure with an intermediary module. 

It is assumed that the called function F1 receives variable x 
as input and returns the result to function f1(x). The 
intermediary module receives variable y as input and sends the 
result of function f1_1(y) to function F1.    

Thus, the Main Code which initially called function F1 
with parameter x to get result f1(x) and now it should call 
function F1_1 with parameter y, which calls function F1 with 
parameter f1_1(y) and returns the result to the Main Code. 
Therefore, to achieve the same result we need to send the value 

of f1_1-1(x) as input of F1_1. It is also practical to change the 
roles of functions F1_1 and F1 so that function F1_1 replaces 
legal function F1 in the program.  

Process can be complicated by introducing additional 
intermediary modules as shown in Figure 2.  

Fig. 2.  Application’s structure with a chain of two intermediary modules. 

Here we get one more function F1_2, which sends 
parameters for function F1_1, which in its turn sends 
parameters for F1. In order to send the correct parameter to F1, 
the main application shall calculate parameter f1_2-1(f1_1-1(x)) 
and send it. 

Previously mentioned examples demonstrate the main 
mechanism of the diversifier’s operation, however these cases 
are not resistant to code injection attacks. Implementation of a 
resistant diversifier is reviewed in the next Section. 

III. IMPLEMENTATION

A generalized technology of software diversifier based on 
the moving target technology was described in the previous 
Section. However, such generalized concept of a diversifier 
cannot guarantee solution of the above problem, i.e. protection 
against research of program components to prevent 
unauthorized code injection.   

Generalized diversification algorithm: 
1) Establishing the application’s functional structure.
2) Creating random variables based on environment

parameters. 
3) Establishing a modified functional structure.
4) Application’s code modification
5) Timeout of program error (go to step 2)
6) Authorized code modification (go to step 1).
Each step of diversifier’s operation in details is described

below: 
1) Establishing the application’s functional structure. An

example of a functional structure is shown in Figure 1. 
Functional structure, which is practically suitable for 
modification should contain not only internal and external 
modules, which have inputs and outputs, but also a hierarchy of 
variables, functions and classes to define all the segments of 
the application where a particular piece of code is used. 

2) Creating random variables based on environment
parameters. Random variables here are a long sequence of 
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random or pseudorandom numbers. For generating such 
sequence a distributed random number generator is used, which 
allows setting a shortest unpredictable length of a 
pseudorandom sequence required. The resulting variables are 
used for generating intermediary blocks and parameter 
modification constants.  

3) Creating a modified functional structure. This step is the
most difficult in developing a diversifier. The modified scheme 
includes newly added intermediary blocks, as shown in Figure 
1 and 2. For defining in which functional branches of the 
application’s graph (obtained at step 1) additional blocks 
should be inserted, the two following parameters are 
considered: hacking criticality and overhead factor. For 
example, an application’s database has maximum criticality, 
but in case of high load it also has high overheads when there 
is a high load on the system’s resources. Using these two 
parameters and a pseudo-random sequence, diversifier 
generates a pseudorandom functional structure of the new 
application. 

Special attention should also be paid to the logic of 
building intermediary blocks. In general, these functions use 
names of the original function and call it with a modified input 
parameter. Change of the input parameter is made with a 
pseudorandom key. The key is joined with the input parameter 
according to predefined conversion patterns. The most simple 
one of them is XOR operation.  

In addition to the parameter-key in each intermediary 
function, conversion of types is also used, i.e. it is compulsory 
that the types of input and output parameters should not 
coincide. (E.g.) If the function should have a variable integer as 
input, then the intermediary function will receive a string type 
parameter or any other except for an integer. Predefined 
patterns are also used to make types equal. 

Intermediary functions are always inserted by the code of 
the final execution environment. That is, if we call for a SQL 
database, then an intermediary function must be a stored 
procedure of the SQL language. This leads to the situation 
when even if the final conversion (original function call) 
exposes the injection code, it will be inserted as a variable, and 
injection will not happen. To make an injection one should 
have all the keys and data conversion patterns to expose a code 
in data transformation at intermediary function which is 
impossible for remote attacks. 

Diversifier can also be divided by "fast" and "slow" of code 
diversification methods. The slow diversification methods is 
code modification with construction of a new functional 
structure. At the stage of such modification, constants are 
assigned into the environment (for example, conversion keys) 
which may be easily adjusted without code modification later 
on. Such transformations will be called "fast" diversification.  

The whole method above is based on transfer of variables 
to external or internal functional elements. For transferring 
constants a more efficient technique was developed.  

For example, there is a certain constant C which is sent to 
the input of the function F(C). The task is to create an 
intermediary function F1(x) so that � = F1(x) can be easily 
computed, but x = F1

-1(C) should be difficult to calculate. As a 

result, a potential adversary will not be able to compute the 
values of x for the require constants C, even despite the fact 
that he sees function F1 () in the code. Thus, we can 
complicate the process of code injection for adversaries and, in 
some cases, make it impossible, even if an adversary has full 
access to all application files (but does not have access to 
internal parameters of the diversifier).  

Operation algorithm: 
1) Input data receipt. A file (a set of files) is sent as

program input for diversification, cracking criticality factor c, 
value of which lies within [0, 1]. Cost factor is not required, 
because it can be simply calculated as (1 – c). Cracking 
criticality factor is an external parameter in relation to the 
program.  

2) Construction of program code’s functional graph. It is
noted as root vertex of graph point of input (main function or 
code block, which is performed outside functions and calls all 
declared functions). Identification of functions and its 
connections in the program code will be made by a determined 
finite-state machine.  

3) Vector formation. Based on maximum quantity of
functional blocks of program nmax and cracking criticality factor 

c, with the help of pseudorandom sequences M-PRNG 
generator, vector  N=(n1, n2, … , nm) is selected, where ni  is the 
quantity of added program functional blocks, m is the quantity 
of graph’s vertexes (the root vertex is not included), which is 
built at stage 2, i is vertex number. Data structure, which 
describes the graph stores additional information about formal 
parameters of each node, which are accepted by functions. 

The disadvantage of this implementation is the lack of 
recursion support and the relatively high complexity of the 
algorithm. Also, this implementation is not applicable to 
attached functions. 

Below is an example of a function that is called from an 
entry point and two conversions of two formal arguments of 
the function. The source code of the program prior to 
conversion was as follows: 

def func1(str1, str2): 
    return str1 + str2 
print func(str1, str2) 

After conversion: 

import ctypes 
def fwecxjkhv(jewnkdsp, sdfjsoci4cj): 
    return jewnkdsp + sdfjsoci4cj 
def ofipcvibp3(ewchsdl, djf7dpuxc): 
    return sdjfslkvuocx(ewchsdl / 226 + 784532, 

(djf7dpuxc - 431245) * 84) 
def sdjfslkvuocx(wenfiv47, fhwk32djc): 
    return fwecxjkhv(ctypes.cast(wenfiv47 - 

784532, ctypes.py_object).value,  
    ctypes.cast(fhwk32djc / 84, 

ctypes.py_object).value) 
print ofipcvibp3(id(eweijvc) * 226, id(reopig3) + 

431245)

As seen from the above, the initial code is quite distorted 
and it will create difficulties for an adversary in case of 
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attempts of automatic or manual analysis. It should be 
understood that the specified module implements only an extra 
level of code protection, which means that the results of 
diversifier obfuscation mode are shown in the present section. 
Additional protection should be implemented as specified in 
the technology presented above. 

As it was stated above, practical implementation of the 
method for protection against research of program components 
of a distributed computer system based on the moving target 
technology can be used for protection against remote attacks 
attempting injection of unauthorized code, hence to increase 
security of a distributed computer system.   

IV. EXPERIMENT

The program for searching a discrete logarithm will be 
taken as example.  

We also will measure code metrics of the initial version and 
the obfuscated version of this program with Radon, a tool for 
initial code metrics measurement for Python programming 
language. Using metrics to evaluate the quality of the code is 
recommended in many research papers, as for example in [13]. 

Changes of quality and quantity metrics for a diversifier 
which operates in the mode of program code obfuscation and 
implements a mathematical function will be demonstrated. 

A. Quantity Metrics
Amount of initial code lines.
This metric was originally developed for evaluation of

labour input in a project. However, due to the fact that the same 
functionality can be split into several lines or written in one 
line, the metric was practically inapplicable with occurrence of 
languages in which one line can contain more than one 
command. Radon allows finding LLOC, i.e. the number of 
logical lines of initial code, i.e. lines containing only one 
operation. 

TABLE I.  LLOC METRIC

Metric Source 
code 

Obfuscated 
code 

Ratio  Direction 

LLOC 34 155 455.88% Growth 

The number of logical lines of initial code after obfuscation 
increased significantly because intermediary functions were 
added. As shown in the example above, this reduces the 
possibility of manual analysis, as well as semi-automatic 
construction of the program code flow diagram. 

B. Halsted Metrics
Data is based on the following figures:
h1  the number of unique program operators, including

delimiting characters, names of procedures and operation 
symbols (operator vocabulary),  

h2   number of unique program operands (operand 
vocabulary),  

N1    total number of operators in program,  
N2   total number of operands in program,  
h = h1 + h2         vocabulary,  

N = N1 + N2       program length,  
N'= n1log2(n1) + n2log2(n2)  calculated length,  
V = N * log2(h)   program volume,  
D = (h1/2) * (N2/h2) program difficulty,  
E = D * V       efforts required for program implementation,  
B = V / 3000   quantity of potential errors. 

TABLE II.  HALSTEAD METRICS

Metric Source 
code 

Obfuscated 
code 

Ratio Direction 

h1 6 7 116.6% Growth  
h2 28 638 2278.57% Growth 
N1 18 336 1866.66% Growth 
N2 36 672 1866.66% Growth 
h 34 645 1897.05% Growth 
N 54 1008 1866.66% Growth 
N' 150 5964 3976.00% Growth 
V 274 9407 3433.21% Growth 
D 3.85 3.686 95.74% Decline  
E 1059 34682 3274.97% Growth 
B 0.09157 3.135 3423.61% Growth 

Vocabulary, length, volume, efforts required for 
implementation and the number of possible program errors 
increased significantly after obfuscation. However, 
understanding the program complexity even decreased (against 
the program size). 

C. Cyclomatic Program Complexity
Cyclomatic program complexity, or, as it is called, McCabe

cyclomatic number, characterizes the resource input of 
software testing: Z(G) = e � v + 2p, where e is the number of 
arcs of a directed graph G; v is the number of vertexes; p - 
number of graph components. 

The following evaluation grades are used: 

TABLE III.  CODE EVALUATION WITH Z METRICS

Z Grade Remark
1-5 A Simple area
6 - 10 B Well structured and stable area 
11 - 20 C Area of little complexity  
21 - 30 D Area of more complexity 
31 - 40 E Complicated area 
41 - … F Very complicated, unstable area 

McCabe cyclomatic number shows the required number of 
passes to cover all the contours of a strongly connected graph, 
or the required number of tests to cover each branch in the 
function. 

The average cyclomatic complexity for the entire program 
will be considered, not complexity for the individual functions, 
as in this case general index increase or decrease is important.  

TABLE IV.  Z METRIC

Metric Source 
code 

Obfuscated 
code 

Ratio  Direction 

Z 2.333 1.063 45.56% Fall
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Average cyclomatic complexity reduction is due to 
appearance of a large number of functions, in which there are 
no conditional transitions or cycles, which are fundamental for 
determining cyclomatic complexity. 

D. Composite Code Quality Index
This index was developed by experts from the Carnegie

Mellon Software Engineering Institute. This metric can be 
ranged from 0 to 100 and indicates the relative complexity of 
code support. The higher the value of this metric, the easier to 
maintain a code. 

The following assessment grading is used: 

TABLE V.  CODE ASSESSMENT BY MI METRICS

MI Note Assessment 
0-9 Code very difficult to maintain  0-9 
10-19 Code difficult to maintain  10-19 
20-100 Code easily maintained  20-100

This metric is defined as: 
MI = MAX(0, (171 — 5.2 * ln(HV) — 0.23 * CC — 16.2 * 

ln(LoC) + 50*sin(2.4 * C)) * 100 / 171) 
HV – computational complexity (Halstead metrics); 
CC – Cyclomatic complexity; 
LOC – lines of code; 
C –  number of comment lines. 

TABLE VI.  MI METRIC

Metric Source 
code 

Obfuscated 
code 

Ratio Direction

MI 48.71 23.59 48.42% Decline

The complexity of code support was increased after 
obfuscation, which follows directly from program size 
expansion according to the Halstead metric. 

V. CONCLUSION

Protection of program components of a distributed 
computes system from research by the moving target 
technology presented in this Section can be applied to protect 
against remote unauthorized code injection attacks, and thus to 
enhance the security of a distributed computer system. 

The proposed method of protecting software components 
against research has advantages as compared to the existing 
program code diversification technologies. These advantages 
include lower costs of implementing diversification by 
eliminating the need to use virtual computing environments or 
to modify the code runtime environment. Also, the presented 
diversification method is in some cases resistant to protect 
against code injection even when an adversary has full access 
to the original application code. The proposed method of 
protection from research of program components effectively 
solves the problem of the protection of program code in case of 
unauthorized code injection attacks. 

The reviewed method of protection from research is of both 
theoretical and practical interest. Theoretically, the proposed 

scheme can be used in further studies to create  continuously 
changing hardware and software systems, with the change of 
which the plane of intended attacks is continuously displaced. 

As shown above, the method can enables this 
implementation to work in obfuscation mode and 
diversification mode for a specific class of applications in 
interpreted languages. 
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Abstract— The paper examines and evaluates specific features 
of the collection and transmission of personal information on 
some e-Government websites in Nigeria. It presents the adoption 
of a special publication on security and privacy requirement 
controls intended for the protection of information on e-
Government web services. Among the websites assessed, only one 
transmitted the citizens Personal Identifiable Information (PII) 
data through a secured communication channel. The findings 
indicated that Nigerian e-Government policymakers/authorities 
would benefit from best practices on how they protect the 
collection, use, disclosure, retention, and disposal of recorded 
individual’s personal information in their information systems. 
The scope of this paper was limited to only the Nigerian e-
Government but could be used in other developing nations.  

Index Terms— Information privacy, Personally Identifiable 
Information, e-Government 

I. INTRODUCTION

Information privacy refers to an individual’s ability to 
control or influence in some way processes of collection, use, 
disclosure, and retention of data about themselves [6]. Privacy 
concerns exist wherever sensitive information is collected, 
processed and stored either in a digital form or otherwise. With 
the growth of e-services in the daily life of individuals, the 
Personally Identifiable Information (PII) has been proven to 
have quantifiable value [12]. Electronic government (e-
Government) refers to the use of IT by government agencies as 
the tool to support interactions between various government 
agencies and citizens (G2C) or government and business 
(G2B). With the increasing number of G2C services, the 
privacy and internet security of citizens’ PII data quickly 
became crucial. Many countries are embracing the challenges 
of identity theft caused by data breaches and cyber-attacks by 
fine-tuning ways to protect PII of citizens and preserve the 
image of their government service through (potentially) 
effective legislations.  In the world today, e-Government 
interactions between governments and people vary greatly 
within different regions, but most countries are making 
progress on providing greater access as revealed by 2014 UN 
e-Government survey [24]. In Africa, countries like Ghana,
South Africa and Egypt have surpassed other African nations
in privacy protection policies while one of the most populous
country of the continent – Nigeria - still falls behind [2]. The

improper handling or non-existent disclosure controls have 
been the root cause for privacy related issues [13]. Regulations 
and directives related to data protection are being constantly 
updated in developed countries, such as Canada or the United 
States. According to a report [4], as early as in 2002, the 
Government of Canada (GC) developed and designed a “secure 
channel” based on “Industrial Security Program” (ISP), with 
the aim to address G2C concerns about e-Government 
interactions for citizens’ assurance that their sensitive 
information and online transactions with government web 
based access services is private and secured. Other listed aims 
are to “protect against IP network intrusions,” “digital 
identification and authentication of individuals and business 
partners with which government conducts business.” 
According to the report [19] introduction of public key 
infrastructure (PKI) as part of “authentication components” 
should serve as an example of such protection. Based on these 
example it can be easily seen how it is important for 
developing nations with a similar level of e-Government 
development to keep abreast any changes in the continual 
reassessment of compliance with data privacy and security 
regulations.   

The Nigerian Draft on Computer Security and Critical 
Information Infrastructure Protection Bill was presented which 
contains some forceful data protection provisions that deal with 
identity theft and data retention [7]. However, this step does 
not set out any form of data protection issues such as data 
protection principles on PII, mandatory requirement of 
technical measures to mitigate data protection breaches, and 
adequate regulatory body to redress to individuals as can be 
seen for example, in Canada (i.e., Office of the Privacy 
Commissioner). Such regulatory bodies require organizations 
to implement and use framework for privacy policy principles 
in all information systems. These efforts should cover areas 
such as “… transparency, security, individual participation, 
purpose specification, data minimization, use limitation, data 
quality and integrity, and accountability and auditing” [10].  

With the main goal to assess the landscape of PII protection 
in Nigeria and suggest potential initiatives to address the issues 
the objectives of this research include non-invasive content 
assessment on the selected e-Government websites 
accompanied by evaluation of processes of collection and 
transmission of sensitive personal information. The evaluation 
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is followed by recommendations from an international standard 
on security and privacy protection to guide the transmission of 
sensitive information such as PII over the network in which 
such information is being collected. Although the scope of this 
research is limited to the Nigerian e-Government websites the 
study could also be useful in other developing nations with 
similar e-Government circumstances. 

II. RELATED WORKS 

A. Information Privacy in E-Government Systems
The Nigerian National Information Technology 

Development Agency (NITDA) was established and 
empowered under the Ministry of Science and Technology 
(MoST) with the mandate to drive the development of Nigerian 
e-Government initiatives termed “National e-Government
Strategy Limited” (NeGSt) [5]. The approach was to guide
continuous advancement of digital government solutions with
consistent standards, operating platforms and applications
across all federal government systems and agencies.
Furthermore, in a report by NITDA among its focus was to
champion and implement best practice on national IT policies,
presidential network project, and the National Information
Communication & Education Program (NICEP), that will
enable effective and efficient usage of ICT facilities and
infrastructures in the country. This step by the government
however did not cover all the related areas as it lacks the
required regulations for the best practices in the use of internet
including protection of information security and privacy. As
reported by [22], 23 out of 60 Nigerian e-Government websites
were hacked and defaced in 2012, including ones of MoST and
the Central Bank of Nigeria. The authors confirmed lack and
understanding of penetration testing as a vulnerability
assessment in e-Government information systems. The
increased public demand on the need to protect personal data of
“mobile telephone subscribers made the Nigeria
Communications Commission (NCC)” cite the Registration of
Telephone Subscribers Regulation of 2011, which represents a
wider perspective and attempts some protection of the data
collected, collated, retained and managed by the
telecommunication companies [2]. The regulations were found
to be too general and poorly drafted as they tend to only
address merely the purpose of levying penalty fines to the
licensees, independent registration agents or any other entities
that are not in compliance with the data protection [2].
According to [25], when a violation of subscriber’s right to
information privacy occurs, it is counted as a breach of data
protection. The Data Breach Investigation Report (DBIR)
recommends the data centric approach “to [manage] network
security, [identify] and [classify] data,” and keep rigor security
control over who has access to sensitive information to
mitigate the insider threats.

B. Privacy Protection in Nigerian E-Government Systems and
Description of Personally Identifiable Information
As per NIST publication “Privacy, with respect to PII is a

core value that can be obtained only with appropriate 
legislation, security policies procedures and associated controls 

to ensure compliance with regulations. Therefore, protecting 
PII that is collected, used, maintained, shared, and disposed by 
e-Government systems is a fundamental responsibility of all
federal organizations” [17].

According to [14] the use of the internet by citizenry to 
acquire personal information from the e-Government 
information systems create great concerns on traceability, 
invasion and inadvertent leakage of PII; given that the network 
environment in which their private information is revealed are 
unsecured and vulnerable to the risk of identity theft threat 
through unauthorized third parties. In another related research 
[21] on balancing security and privacy in e-Government
services, development of a “trustworthy system” was suggested
to complement technical aspects of security. The findings in
the same research state that only technical aspects do not
provide a truly “trustworthy system” but rather must facilitate
quantifiable, auditable technical and organizational aspects of
the delivery: policies, architectures, SLAs, etc. [21].
Furthermore, according to [26], when developing e-
Government infrastructures, focus must be given to “metrics,
certification, standardization, governance and management as
well as international agreements on interoperability to provide
adequate privacy and security in e-Government web services”.
Same study emphasizes the security of e-Government web
applications and suggests potential security mechanisms to be
adopted in protecting e-Government websites from external
attackers [26]. The other area that is being highlighted in
related research is related to electronic identity management
(eIdM) [14]. eIdM allows greater controls over each
individual’s choice/consent, when and whether to share PII,
what is the minimum that must be shared, and the particular
circumstances under which that PII can be shared. Obviously,
organizations cannot have effective privacy without a
reasonable foundation of information security [14] and having
such mechanisms as national eIdM system may play critical
role in the e-Government penetration.

Assessment of the current status of PII protection in e-
Government cannot be done without defining PII itself. To be 
marked up as PII the collected information should fall under 
one of the definitions below: 

� Information about a prospective, current, and former
customers, employees and others with whom entity has
a relationship, directly or indirectly identified
individuals. Name, Home or e-mail address,
identification number e.g. National Identification
Number (NIN), Tax Identification Number (TIN),
Physical characteristics, Consumer purchase history
[9].

� Any information that can be used to distinguish or
trace an individual. Any other information that is
linked to an individual, such as medical, educational,
financial, and employment information [8]...

� Name, such as full name, mother’s maiden name, or
alias Personal Identification Number (PIN), Passport
number, National Identification Number (NIN), TAX
Identification Number (TIN) or financial account or
credit card number. Address information such as street
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address or email address. Personal characteristics, 
including photographic image (especially of face or 
other identifying characteristics, fingerprints, 
handwriting, or other biometric data [18]. 

It has been indicated in many studies related to hacktivism 
and doxing that an aggregation of several pieces of information 
can produce more personalized information and therefore 
makes it possible to link up different fragments of data to an 
individual. Related study indicated trust is one of the major 
factors affecting effective deployment and implementation of 
e-Government [16]. The following section looks at the current
status of PII protection on e-Government web sites to identify
steps that could be helpful to increase the penetration of web
based government services.

III. FINDINGS

To outline potential benefits of adopting information 
privacy assessment framework for e-government systems in the 
developing countries the authors have selected a sample of e-
government web sites in Nigeria and applied the suggested 
privacy assessment framework to identify the potential gaps 
and potential remedies. The selected sample included five sites: 
nigeriadriverslicense.org, jamb.gov.ng, lagosresidents.gov.ng, 
waeconline.org.ng , www.nysc.gov.ng g listed in the table 2 
below. The selection was based on the criteria of large 
audience and potential collection and processing of 
distinguishable and linkable PII. Large audience of these sites 
increases the potential risk of identity theft and other 
cybercrimes to the users’ PII data [1]. Assessment of the web 
sites was done with the use of privacy related controls listed in 
NIST SP 800-53 Revision 4 document.  

The selected sample of Nigerian e-Government websites 
allow citizens to register, access, track, and check for their 
personal data status online with their unique identification 
during and after registration processes. As discussed in the 
literature review, lack of adequate local regulations and 
policies on data protection led to the need to observe best 
practices on internet security and privacy protection as used in 
developed countries. The two documents used for the 
assessment included OWASP Application Security 
Verification Standard security requirements and NIST special 
publications on information systems security requirements. For 
the purpose of this paper, NIST SP 800-53 Revision 4 on 
security and privacy controls was selected.  

The publication includes 18 security and 8 privacy family 
control enhancements, which are both interrelated as 
organizations cannot have effective privacy without a basic 
foundation of information security [17]. To bridge the gap in 
the information security and privacy of PII, the Nigerian e-
Government initiative may need to adopt similar methods as 
adopted and used in the United States. The choice of the 
possible control identifiers enhancements provided in Table 1 
was limited to publically accessible controls, as the authors did 
not have access to other internal details of the systems’ 
configuration. For example, security awareness training (AT-2) 
and privacy awareness and training (AR-5) were near to 

impossible without having access to the system developers, 
owners or hosting service providers.  

Table 2 lists the selected websites evaluated and outlines 
the information that is being collected on the web sites and 
processed by the respective services. The analysis of the 
connections and web site content indicated that only one out of 
five sites uses secured (HTTPS) connection and none of the 
sites have written policy related to the privacy of PII that is 
being collected and processed.   

TABLE I.  NIST SP 500-53 REVISION 4 SECURITY AND PRIVACY
CONTROLS 

Security Controls 
Control: SC-23 (Session Authenticity) 
Family: System and Communications Protection 
Class: Technical-Organizations ensure communications at 

sessions in service-oriented architectures providing web based 
services are secured and protected for confidence at both ends 
of communications sessions in ongoing identities of other 
parties and in the validity of information transmitted.   
Privacy Controls 

Control AP-2 Authority and Purpose 
Purpose Specification- Ensures that organizations identify a 

particular PII collection or activity that impacts privacy and 
specify in their notices the purpose for which PII is collected. 

IP-3 Individual Participation and Redress 
Redress- Addresses the need to make individuals with 

access to PII and the ability to have their PII corrected or 
amended which enhance the public confidence. 

TR-1 Transparency 
Privacy Notice- Ensures organizations provide public 

notice of their information practices and privacy impact of their 
programs and activities. 

*Summary description of NIST SP 800-53 Revision 4 on
“Security” and “Privacy” controls can be found at; 
https://sites.google.com/site/nfrmtnscrt/Controls 

TABLE II.  SELECTED NIGERIAN E-GOVERNMENT WEBSITES.  

Websites Information Collected 

www.jamb.gov.ng First Name, Middle name, Surname, Date of birth, PIN, 
Registration number, Photographic image, medical/health 
information, postal/street address, biometric data. 

www.lagosresidents.
gov.ng 

First Name, Middle name, Surname, Date of birth, National 
identification number, Photographic image, medical/health 
information, postal/street address, biometric data, employee 
details, passport number, driver’s license number. 

www.nigeriadriversl
icence.org 

First name, Middle name, Surname, Date of Birth, biometric 
data, medical/health information, photographic image, 
signatures. 

www.waeconline.or
g.ng

First Name, Middle name, Surname, Date of birth, PIN, 
Registration number, Photographic image, medical/health 
information, postal/street address, biometric data. 

www.nysc.gov.ng Data page of the passport, Photographic image. 

As shown in table 2, only the Nigerian driver’s license 
(NDL) that allowed its users to track and access the status of 
their application or during renewal of their driver’s license 
number, transmitted the citizenry’s sensitive information on the 
web network environment through a secure communication 
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channel (SSL/TLS). The others respectively are not properly 
secured as they tend to transmit the stored personal information 
collected before and after registration in a plain text format. 
Furthermore, in similar process, among the unsecured 
websites, for instance, Joint Admission and Matriculation 
Board (JAMB) allowed its users to check for their personal 
data online with their unique identification. Those who may 
have forgotten their e-Registration number should retrieve it 
upon PIN validation and serial number with the provision of 
their surname, first name, or middle name and date of birth. By 
so doing, the users are redirected to a different web portal, 
which then displays the user’s personal information. These 
findings indicated that the assessed web sites did not pay 
required attention to the issues related to PII protection and 
they may indicate the general tendency when the developers of 
e-Government initiative on the initial stages of the projects pay
much more attention to the functionality but not the security of
the web services.

IV. DISCUSSION AND SUGGESTIONS

A. Discussion
As can be seen in table 1, the security controls require US

government institutions that collect and transmit sensitive 
information such as PII to deploy secured web based services 
and facilitate the establishment of protected communication 
channels (SSL/TLS) between the web clients (user) and web 
server (e-Government) to prevent cyber-attacks. Lack of 
transparency in PII protection on the web sites is surfaced as 
non-existing privacy policies on the websites. Such policies 
would typically state what pieces of personal information were 
collected; specifically, how they have been collected, used, 
shared, stored, disposed; what measures of security mechanism 
have been deployed to protect the stored sensitive information 
collected; and possibly if during redirection process, what 
assured the user’s personal information privacy in such an 
unsecured/secured website. As described in NIST SP 800-53 
Revision 4 “Appendix J” as standard requirement, the privacy 
controls require organizations that collect, store and transmit 
personal information over the internet to display a visible 
external written privacy policy statements on their websites for 
transparency that would reassure citizenry worried about 
information privacy. Although industry says that there is no 
“guarantee” that the secure (encrypted) websites connection is 
safe to use, it assures users the “integrity,” “identity” and 
“trustworthiness” of an organization websites on the internet 
[15]. Consequently, users’ privacy can still be compromised by 
the approach of how websites use personal information while 
delivering governmental information and services to citizens 
[11].  

Furthermore, despite the laudable steps on e-Government 
development taken in Nigeria government, it can be said that 
the developers did not really focus on web site security, 
integrity and the user’s personal information privacy. 
Obviously because these features were not included in the 
requirements.  

Among many other possible cyber-attacks, a website that 
request, store and transmits unencrypted sensitive information 

may result in a loss of confidential information to unauthorized 
user. For instance, on the web site of Joint Admission 
Matriculation Board (www.jamb.gov.ng), after the successful 
submission of the login credentials to access the personal 
information, the user is redirected to another site. Therefore, 
during the communication transmission for the intended 
purpose, the unsuspecting legitimate user could be coerced to a 
malicious web page through session hijacking by an attacker 
intercepting the communication session in the ongoing 
identities of the validity of information transmitted. This would 
trick users to submit more private and sensitive information to 
carry out the variety of attacks on user identity. For identity 
thieves to successfully carry out their crimes, the main 
information they seek out is mainly the full address, mother’s 
maiden name, driver’s license number, passport number, 
personal identification number (PIN), national identification 
number (NIN) and  tax identification number (TIN) [2]. Even if 
the public pages can be accessed via insecure connection on the 
e-Government web sites the parts that are dealing with PII
should enforce security thorough HTTP connection.

B. Proposed Measures for PII Protection
The subsection below outlines suggestions for Nigerian e-

Government websites but similar recommendations can be 
used by other developing nations with similar level of e-
Government development to appear as nations that understand 
the need for information security and privacy in e-Government 
systems. This set of suggestions is being discussed in two 
parts: Technical suggestions and Policy suggestions. 

1) Technical suggestions:
• The provision of adequate IT Security and Privacy

standards, which will compel organizations deploying 
government e-services to comply with the security standards 
requirements as mandatory for all federal organizations such as 
NIST SP 800-53 in the US. This major move should present a 
list of system-level security principles to be considered in the 
early design, development or even in already deployed 
operation of an information system life cycle, where PII data 
involved. 

• According to [3] for an organization to address variety
of “security” issues that may arise in information systems, it is 
essential for the organizations not only depend on 
compliance/regulations but also security awareness training 
aimed to the intended employee. The policymakers may 
consider to enact data protection awareness programs for the 
government agencies that are processing PII as well as related 
contractors. The program would highlight the importance and 
value of PII protection mechanisms to be devised, 
implemented, and made available to ensure that personal data 
of citizens are treated and managed in accordance with best 
practices on data protection principles. Such initiatives may 
include for example, the creation of security awareness 
website(s), helpful hints via email or even visual aids like 
posters, display on logon screen/monitor when they start up 
and conduct of information security awareness events. These 
methods can help ensure employees have a solid understanding 
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of organization security policy, procedure and best practices 
[20]. 

• Establishment of national Public Key Infrastructure
(PKI) as an enabler to support data encryption, strong 
authentication, data integrity and identity assurance. An 
example of authentication mechanism that can be used in e-
Government could be introducing Comodo Personal 
Authentication Certificates (CPACs) as a two-factor identity 
authentication of genuine users logging onto websites online 
services, guarantees secure management and delivery of 
electronically transmitted confidential information to deter 
unauthorized access from legitimate user information. 

2) Policies.
As website privacy statements specifically address the 

gathering of PII, the Nigerian e-Government administration 
may step forward to ensure services provide public notice of 
their information practices and the privacy impact of their 
programs and activities. External privacy policies should be 
displayed on websites for transparency. The suggestions on 
written privacy policy include:  

• Indication on what is being collected and what is not
being collected. For example, the statement may make it clear 
that names, mailing addresses, phone numbers, email 
addresses, and contact preferences can be collected but the 
service does not collect financial information such as credit 
card or bank account numbers. 

• Indication on what pieces of information will be used for
what purposes. For example, it may stay that service 
accessibility will be aligned with the age of users.  

• Use of Cookies: A session cookie refers to a temporary
cookie that only remains in the cookie file of a user’s browser 
until the user leaves the site. For transparency, access to 
website or login to a secure area, send an encrypted session 
cookie to validate the user access to different parts of the site 
[23]. 

• Security of Personal Information: When personal data is
stored by an organization, the organization should state the 
protection mechanism in-use for security of personal 
information during data transmission using industry standard 
encryption protocols such as Transport Layer Security 
(TLS/SSL) for information in transit or various encryption 
protocols for the data at rest.  

• Third Party Sites and Services: States that the websites’
services contain links to third-party websites, products, and 
services. If these cannot be avoided, the products and services 
may also use or offer products or services from third parties.  

• Access to Personal Information: Ensure that the contact,
personal information and preferences are accurate, complete, 
and up to date by logging into the account. If inaccurate access, 
correction, or deletion requests are made, it can be done, for 
example, through a privacy contact form on the website.  

• Integrity and Retention of Personal Information: This
makes it easy for users to keep their personal information 
accurate, complete, and up to date. An organization should 
retain personal information for the period necessary to fulfill 

the purposes outlined in the Privacy Policy unless a longer 
retention period is required or permitted.  

• Changes in Privacy Policy: This policy may be amended
from time to time. If an organization amends the Privacy 
Policy in any way, they should place an updated version on the 
page of the website. Suggestions to regularly reviewing policy 
page, ensures that citizens are always aware of what 
information is collected, how it has been used and under what 
circumstances.  

V. CONCLUSION

For the Nigerian government to appear as a nation that 
understands the urgent need for information security and 
privacy in e-Government information systems, it will be a right 
step forward if the policymakers/authorities enact the provision 
of adequate IT Security and Privacy standards. Development of 
a nationwide data protection awareness programs would 
highlight the importance and value of personal information and 
help with e-Government penetration helping citizens to get 
better service.  Other developing nations with similar e-
Government landscape may adopt the same suggestions.  

Similar to NIST SP 800-53 REVISION 4 such program 
may include control catalog, which would be directly linked to 
the current state of the threat space. The controls and 
enhancements are distributed throughout the control catalog in 
various families and provide specific privacy and security 
capabilities that are needed to support those computing 
technologies and computing approaches.  

From the review and findings, lack of local regulations on 
PII protection and subsequently lack of websites security was 
confirmed. The observation shows that only one website use 
secure communication channel out of the four assessed e-
Government websites in this paper. In general, none of those 
websites displayed PII policies. As this paper has listed, it is 
therefore suggestible if the respective organization websites 
step forward to display a written privacy policy i.e., to show 
and outline the specified purpose(s) for which PII is collected, 
and for the unsecured websites to consider web security on 
their websites. Suggested mechanisms may be also used in the 
developing countries with the same status of e-Government 
development.  
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Abstract—This paper is about the ways assessment of 
information security, allows defines the criteria for auditing 
information security and performance of information 
security. Also the assessment model as a framework linking 
the need for measuring information security, information 
security audit specific objectives, with appropriate processes 
and represent the attributes processes is considered. 
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I. INTRODUCTION

Nowadays, providing information security (IS) of 
computer systems for various purposes continues to be an 
extremely serious problem and challenge. It can be noted 
that despite the efforts of numerous organizations dealing 
with this problem, the overall trend remains negative. There 
are two main reasons for the increasing number of incidents 
in the field of information security, with dire consequences 
for large organizations according to: 

� increasing role of information technology in support
of business processes, as a result of increasing demands on 
information security of automated systems. Price errors and 
failures of information systems is increasing; 

� increasing complexity of information processes. This
places high demands on the qualification of personnel 
responsible for ensuring information security. Selecting the 
appropriate solutions, ensuring an acceptable level of 
information security at an acceptable cost level, it is 
becoming increasingly challenging. 

II. EVALUATION OF INFORMATION SECURITY ON THE BASIS 
OF INDICATORS 

The decisive element in the process of auditing IS 
organizations and systems is a model of assessment 
processes to ensure IS. The basis of valuation models and 
make a list of the model evaluated  processes and a set of 
indicators that are used to collect  data and to determine the 
extent  to which  attributes  the  process  of  establishing 
criteria for IS audit. 

Assessment model describes how quantitatively 
measured attributes and how they are converted into indices, 
providing a basis for decisions about the degree of 
compliance with the criteria of IS audit, the extent of the 
right processes to ensure IS organization system [1]. In 
general, the model assessment processes to ensure IS 

organization can be represented by the structure shown in 
Fig.1. 

 

 

 

Fig.1. Process Assessment model for information security organization 

III. AUDIT OF INFORMATION SECURITY ORGANIZATIONS 
AND SYSTEMS 

The method of measurement (assessment) - is a logical 
sequence of operations, which is used for measuring 
(estimating) attributes relative to a certain scale [3]. 
Operations may include activities such as event counting or 
monitoring of the passage of time. One and the same 
measuring method can be applied to many attributes. 

Type of measurement method depends on the nature of 
the operations that are used to measure the attribute. One 
can define two types: 
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� subjective - quantification involving human
judgment; 

� objective - quantification based on calculations.
Possible examples include methods of measurement

survey, observation, survey, assessment of knowledge, 
testing, data sampling. Some measurement methods may be 
implemented in many ways. Used measurement procedures 
reflect the specific implementation of the measurement 
method in the organization, this system. 

Measuring method translates the value of the measured 
attribute to a value of the measurement scale. scale view 
depends on the relationship between character values on the 
scale. Examples of the types of scales: 

� nominal:  the measurement values are categorical.
For example, the classification of defects by type does not 
imply having order among the categories; 

� ordinal:  the measurement values are ranked. For
example, the distribution-division defects by severity is the 
ranking; 

� interval:  the measurement values have equal 
distances corresponding to equal quantities of the attribute. 
A value of zero is impossible; 

� scale relations:  the measurement values have equal
distances corresponding to equal quantities of the attribute, 
where zero corresponds to zero attribute. 

The measurement method generally affects the choice of 
type of scale that can be reliably used in the measurement of 
process attributes. 

Index – is a measure that provides assessment of certain 
attributes using the selected measurement methods. 
Indicators are the basis for analysis and decision making. 
This is something that should be provided to users of 
measurement. The measurement is always based on 
imperfect information, so that the determination of the 
uncertainty the accuracy or relevance of indicators is an 
important component of the representation of the actual 
value of the indicator. 

Consider the pricing model based on process 
performance indicators IS organization assurance system.  
Indicator of functioning process is a measure of the extent to 
which the actual result of the process required. 

The main requirement when selecting indicator 
operation is appropriate indicators objective process, which 
displays the requirement result . For a
description of the relevant real outcome Y of the process 
required to formally define a numerical function on a set of 
process results: 

 (1) 

which is a function of conformity, showing the degree of 
achievement of the process purpose. Thus, the indicator 
functioning process can be represented as: 

(2) 

Internal audit of the information security of 
organizations and systems. However, in order to function 
(1) can be considered as index operation, in addition to the
requirements of fitness for purpose of the process, it must

meet the following requirements: content, measurability and 
interpretability. Pithiness means that when evaluating the 
index takes into account all the essential characteristics and 
properties of the process. 

Interpretability is needed to understand the evaluation 
results. Measurable means that there is a method of 
measuring the indicator that provides reliable information 
and trusted method of estimation. 

If the process is evaluated by a certain number of its 
attributes, the vector is introduced (generalized) measure 
performance, combining private data: 

     (3) 

where  it is determined by (2) with the
setting in place of ,  quantities , 
frequency characteristics of the process, i .e .

.
Introduction of a vector operation indicator imposes 

additional requirements: Minimum number of private 
indicators and completeness. 

Requirements minimum number of private indicators 
associated with the desire to reduce the complexity of 
evaluation, however, while maintaining full coverage 
characteristics and properties (attributes) of the process. 
Typically, a vector component is administered in cases 
where the process is achieved resolution of several 
problems, the effectiveness of solutions each of which is 
estimated corresponding private exponent .
The size of the vector index is the number of estimated 
process attributes. Private indicators may have different 
dimensions. Therefore, the formation of a generalized 
indicator is necessary to operate with normalized values of 
parameters that need to match them [4]. The value of the 
private exponent can be represented as a percentage or 
share. 

Measurement of IS can be based on imperfect 
information, so determining the accuracy or relevance of 
indicators is an important component of the representation 
of the actual value of the indicator. The accuracy of the 
measurement depends on the selected method, the data 
source and accuracy of the data provided. Subjective 
measurement methods depend on the expert interpretation of 
process attributes. The accuracy estimates may be improved 
if, in addition or instead of the numerical values of 
parameters used processes provide IS. For example, to 
estimate the private exponent can be applied method of 
calculation is to determine the proportion of employees, the 
assessment of skills and professional assessment of the 
suitability of which is carried out regularly. 

In this case, private parameters are included in the 
metrics in the context sources and IS audit certificates, and 
index calculation method, for example, be presented in a 
table 1. 
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TABLE I.  THE METRIC FOR A PARTICULAR INDEX  

Parameter Description 

Private rate IS Personalized if all roles in the organization and whether 
the responsibility for their implementation is set? 

Measurement 
method 

Share roles and personalized for the execution of which 
is set liability. 

Evidence of 
self-esteem IS 

It is documented to define all roles that exist in the 
organization? 

It determines whether the relevant instructions of staff 
responsible for the execution of roles? Is there 
documentary evidence familiarize staff with their duties 
for the execution of roles? 

How many personalized roles and their pursuant to 
establish liability? 

How many roles exist in the organization? 

Method of 
calculation 

The number of roles which are personified, and for the 
execution of which is set liability/number of roles in 
existing organizations. 

Sources of 
evidence IB 
assessment 

Information security policy credit organization. 

The provisions of the roles. 

Provisions on the allocation of responsibility. Orders on 
the appointment, the division of responsibilities 
between the staff of the organization. 

Indicator The purpose of  indicator 

The more indicators to computationally evaluate 
interesting processes attributes, the higher may be the 
objectivity of the evaluation process with subjective 
measurement methods [5]. With the help of private 
indicators IS valued attributes of processes to ensure 
information security systems, and with the help of 
generalized indexes IS processes are evaluated to ensure 
information security system. Model of particular indices - an 
algorithm or calculation of connecting private performance 
by a certain rule.  The rule should be based on an 
understanding of or assumptions about the expected 
relationship between the private performance. 

That rule may be the allocation of significant private 
performance by assigning to them the significance of the 
coefficients. The importance of particular indicators is 
determined by the degree of influence on the process 
attribute of the process result. In this case, the composite 
index is calculated as follows: 

    (4)
where  boost factors of particular indices ;

   (5) 
 number of individual indicators Wi summarized 

indicator . Model of particular indicators may be based on 
utility theory, when a method of convolution vector 
(generalized) indicator with the preference system. 

Association rule can also be based on the system 
preferences of some partial indicators over the other, which 
makes it possible to evaluate the process, focusing on the 
particular indicators chosen. 

For example, if the installed system preferences 
indicates preference for the private index  over  and

 over  ( > ), the process, the estimated
generalized indicator can have an estimate equal to the most 
preferred private index (in this case ).

Model of generalized indicators also represents an 
algorithm or calculation, connecting generalized indicators 
for a particular rule. This rule can also be based on the 
preferences of the system. 

In this case, the evaluation process will reflect the 
totality of the preferred assessment generalized indicators. 
The merger of generalized indicators IS is obtained an 
integrated indicator of the IS organization and system. 

When selecting and shaping private, generalized and 
complex indicators should be taken into account, such as, 
the following criteria: 

� the feasibility of data collection;
� availability of human resources for data collection

and management; 
� ease of data collection;
� the degree of interference in the activities of the staff;
� availability of appropriate tools;
� ensuring confidentiality;
� potential resistance data providers;
� ease of interpretation of the indicator customers and

evaluation specialists. 

IV. CONCLUSIONS 

Interpretation of assessment results is an explanation that 
relates a quantitative assessment of indicators to measure 
the needs of the software processes of information security 
in the language of users of measurement results. Such an 
interpretation may reflect, for example, breach of 
information security properties, possible negative impact on 
the organization or functioning of the results assessment 
systems. 
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Abstract—User authorization in software systems is and has 
been a serious security concern for a long time. Attribute based 
Access Control (ABAC), as a new model of user authorization, 
makes it possible to restrict user access based on rules against 
different attributes. In the context of service access control in 
enterprise systems, it seems necessary to separate business rules 
from service logic and user authorization mechanism. This paper 
is an experimental report on the implementation of an ABAC 
module in which business rules are used to restrict user access to 
the services. The ever changing nature of the business rules in an 
enterprise system made a necessity to the proposal of such a light 
weight dynamic attribute based access control module, in which 
end user is able to change access policies and business rules in 
run time. Challenges of building this module are revealed and 
plausible solutions which have been put in place are reported. 

Index Terms—Authorization, Attribute Based Access 
Control, Business Rule, Banking System. 

I. INTRODUCTION

User authorization in software systems is and has been a 
serious security concern for a long time [1]. Through the time 
some approaches are introduced and practiced, each one with 
its advantages and draw backs. Any resource that could be 
accessed by a user should be protected from unauthorized 
access to protect confidentiality, user privacy and system 
integrity. Among all the resources accessed by user, system 
services are of special concern. Restricting user authority on 
the system service-calls is a major point of concern in 
enterprise systems.  

On the other hand business rules defines some restrictions 
on the way a service is used. In any business there are always a 
set of restrictions that determines the business policies. 
Combining these policies with user authorities gives the system 
administration a new tool to manage how system could be used 
by users. Strictly speaking a user may have authority to call a 
system service, but he/she may use it in a rule restricted 
environment. It means user can use the service, but with the 
inputs that are restricted by business rules. 

 In a business context that rules and regulations are 
frequently changing and there is an urgency in the affection of 
the changes, we need a system that lets users to change the 
rules on the fly (while the application is running) and see the 
results in real time. This paper explains a real experiment of 

developing an ABAC module with specific requirements and 
discusses the challenges and solutions. 

The paper organized in six sections. Section 2 provides 
with a background of the access control models. Section 3 
explains the requirements that realized in the presented 
method. Section 4 describes the design, implementation and 
working policy of the method and section 5 points out the 
challenges which the implementation was faced with and the 
solutions worked out that challenges. And finally section 6 is a 
conclusion to this paper. 

II. BACKGROUND

The concept of ABAC has been existed long before it is 
attracted researchers’ attentions in authorization systems. 
Necessity for an authorization system that considers not only 
the subject that demands access, but also the demanded 
object’s attributes, and the environmental conditions that the 
access is initiated in, made a way for ABAC come into 
existence. These considerations that are addressed before but 
separately in different models (DAC, MAC, IBAC and RBAC) 
now became united in ABAC. A formal unification of these 
access control models is discussed in [2]. 

ABAC is a logical access control model in which access to 
an object (that can be a service) is controlled by evaluating 
rules against the attributes of the subject, object, action and 
environment relevant to the request [3].  For example when a 
user requests ‘read’ access to a file, access control policy using 
ABAC can impose restrictions over a variety of attributes like: 

1) User (requester) information like: username, user role,
user age, user machine IP address, last request from this user 
and etc. 

2) File (something that is requested) information like: file
name, file size, file format, file owner, file directory and etc. 

3) Action (what the requester wants to do with the object)
type like: read, write or read-write. 

4) Request environment like: the time that the request has
been issued, number of requests to this object in last [time 
period], number of requests the user had in last [time period] 
and etc. 

Extensible Access Control Markup Language (XACML) is 
an example of a framework consistent with the ABAC [3]. This 
framework provides syntax for a policy language and 
semantics for processing this language [4]. Figure 1 shows the 
architecture of the XACML. Every request is intercepted by 
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Policy Enforcement Point (PEP) that decides whether the 
request is authorized or not. Decision making happens in 
Policy Decision Point (PDP) which gathers and evaluates rules 
stated in the access policy. Policy Administration Point (PAP) 
is where policy admin (developer or in some cases end user) 
can manage policies. Policy Information Point (PIP) is a point 
in which additional attributes that are not embedded in request 
are fetched, calculated or prepared to use in PDP [5]. Based on 
the decision that PDP makes, PEP allows user to access or 
deny it. 

III. REQUIREMENTS

In the Private Banking System (PBS) there could be a 
variety of user specific rules; meanwhile there should be a way 
to put exceptions in place in the favor of some customers. For 
example take the case of creating a new contract. Following 
rules could be placed on the “create new contract” service:  

• Customer Contributing Cash should be more than
15,000$ AND Interest Rate should be less than 10%
AND Contract Duration should be less than or equal to
12 months OR Customer is a VIP.

• Request comes from a terminal in the same branch that
the requester (user) works in.

In the aforementioned rule the values like 15,000$, 10% 
and 12 may change frequently. The rule set itself, may be 
subjected to changes. For example adding a new rule likes 
“Interest Payment Period should not be less than 3 months” to 
the set, or removing one, or temporary disable/enable one. 

What we are interested in here is that an ordinary user be 
able to perform this changes in runtime using a user friendly 
interface and the changes be applied on the system 
immediately. Beside this, PBS needs to have a flexible system. 
This means that any rule could be violated with an approval 
from a second user with super user privileges. Since a super 
user is not present in every branch of bank, we had to provide a 
method in which ordinary users requests a rule violation on a 
service, and once a super user approved the request, service 
with violating inputs should be executed and results be send to 
the requester. 

Therefor requirements can be expressed as follows: 
1) Particular services called by user should be restricted by

business rules.  
2) User with specific privileges (call them super user)

should be able to change business rules, using a user friendly 
interface, any time, while the application is live and running. 

3) Super users should be able to perform ruled actions even
when rules are violated. But in this case user should be 
informed of the rules he/she is violating. 

4) When a user is banned from performing an action due to
a rule violation, he/she should be able to send a request to 
super user to approve the execution of the action. 

With having these requirements in mind, the situation hints 
us to use an ABAC to restrict ordinary users from calling 
specific services with unauthorized inputs. Since we need to 
give the super user a graphical user interface to alter ABAC 
restrictions runtime, we have to design and implement it with 
specific features. The basic design is borrowed from XACML 
and common ABACs, and required enhancements and 
specializations are done. Requirement number 4 alludes to the 
flexibility that PBS needs to have. A mini workflow like 
system helps us to send rule violation request from user to 
super user, and proceed to execute service if the super user 
confirms that. This is done asynchronously. Integrating this 
with aforementioned ABAC, brings up some new challenges 
that we had faced. 

IV. METHOD

A light weight ABAC system is implemented. Its design 
that is depicted in Fig. 2 resembles that of XACML’s. In order 
to provide end user with the ability of changing policies in 
runtime, it is decided to store policies in the database. There is 
no doubt that any other storage could be used instead of 
database. 

Fig. 2. ABAC architecture for Private Banking System. 

Fig. 1. XACML architecture and flow [6]. 
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A. Policy and Rule Representation
First we need to come up with a representation for rules and

policies to store them in database and evaluate them later. A 
rule is a predicate that its evaluation could produce a True or 
False value. A sample predicate can be “Interest Rate should be 
less than 10%”. Here ‘Interest Rate’ and ‘10%’ are operands, 
and ‘less than’ is operator. We call this rule predicate as ‘Rule 
Element’. Interest Rate is an attribute and its value is unknown 
when the rule element is defined (i.e. this is a variable). When 
the ‘create contract’ service is called, the contract object will be 
given as input. Interest rate is one of the attributes of the 
contract object. Let’s assume that contract’s interest rate is set 
by user to 9%. PDP that wants to evaluate the rule will ask PIP 
to resolve the interest rate variable using the service input 
parameter (i.e. the contract). In this example, PIP will acquire 
9% as the value of the interest rate. Now, PDP substitutes 
variable with the value and can evaluate the predicate that has 
become like this: “Is 9% less than 10%?”. This predicate 
evaluates to True and thus the rule is passed. PDP returns True 
to the PEP, and PEP permits user to do the action at the 
moment. 

A policy is a combination of rule predicates. In fact a policy 
is a logical formula in which logical predicates are combined 
together using “OR”s and “AND”s. A standard form of 
representing logical formulas is Disjunctive Normal Form 
(DNF) [7] which is a disjunction of conjunctive clauses. In this 
form predicates (or their negative form) are combined to each 
other using AND operators and produce the conjunctive 
clauses. Then conjunctive clauses are combined together using 
OR operators. It has been proven that any logical formula can 
be represented by a DNF [7]. For example the policy provided 
for “create contract” service from section 2 is shown in a DNF 
here: 

DNF: (A � B � C � E)   (D � E) 

Where A is a place holder for predicate “Customer 
Contributing Cash should be more than 15,000$”, B is a place 
holder for predicate “Interest Rate should be less than 10%”, C 
is a place holder for predicate “Contract Duration should be 
less than or equal to 12 months”, D is a place holder for 
predicate “Customer is a VIP” and finally E is a place holder 
for predicate “Request comes from a terminal in the same 
branch that the requester (user) works in”. 

Building a DNF form for a policy may requires user to have 
a level of logic skill that could be considered as a difficulty for 
user to working with the module. But using DNF as a base for 
representing policies helped us to overcome with policy 
representation and evaluation complexities. 

Rule Element is an entity that holds data to represent a 
single rule predicate. Every rule predicate has a variable 
operand, an operator (i.e. a logical operator like equals, greater 
than, less than, between, and etc.), two values (i.e. constant 
operands), and a Boolean attribute which shows that the 
predicate is to be evaluated as positive or negative. A negative 
predicate will negate its result after evaluation and it means 
that the operator is negated (i.e. equals evaluated as not equals 
and greater than evaluated as less than). 

Evaluating the rules, rule elements are combined using 
logical AND to compose an AND clause. We call every AND 
clause a Rule. Thus every rule has a list of rule elements. Rules 
are combined using logical OR to compose a DNF (i.e. a 
policy). Any service under attribute based authorization control 
is called an Operation. Each operation can hold a policy of 
access (i.e. a list of Rules). This policy can be altered at 
runtime by adding, removing or changing any rule or rule 
element through a graphical user interface. Policy data model is 
shown in Fig. 3. 

B. How PIP works?
PIP needs to be able to resolve the variable attributes of

every rule element. To this respect, we categories the source of 
variable attributes into three categories. Type one are attributes 
that belongs to an entity object; type two are primitive values 
provided in operations’ input arguments; and type three are 
environmental attributes. We assume that for every 
environmental attribute, there is a method implemented in a 
class that if it is invoked, computes and returns a value for the 
environmental variable. Now in this taxonomy, if we consider 
that every entity is a Simple Java Bean (having setter and getter 
methods for its attributes), we can be sure that always there is a 
method (getter method) that will return the attribute value of 
the entity object. As it is shown in Fig. 3, Rule Method class is 
responsible for holding the method information that retrieves 
an attribute value for the rule element. If the rule method is 
responsible to retrieve a type one attribute, it is a getter method 
and receives no input arguments. But if the rule method is 
responsible to retrieve a type three attribute, it may need some 
input arguments. In this case, inputs should be retrieved from 
somewhere. This somewhere can be input arguments of the 
operation, or other methods. Since input arguments for a rule 
method are defined as rule methods, the retrieval process could 
be called recursively till the attribute value is returned. Type 
two attributes are retrieved from operation input arguments and 
hence their information is held by another entity named as 
Parameter in Fig. 3. 

Rule References is a class that holds rule methods. On the 
other side rule references are also used as input types to the 
operations. Information held in rule reference like rule method, 
parameter, and operation entities will help PIP to use reflection 
to call appropriate methods runtime to resolve the attribute 
values. This information are gathered from source code and 
stored in database every time the application is built and run 
(application start time). 

C. How PEP works?
PEP is a simple interceptor that is implemented by aspect

oriented programming (AOP). Ruled operations are those 
operations that their authorization is controlled by ABAC. To 
mark a ruled operation, an annotation is defined (i.e. 
@CheckRule). Any call to an operation that is marked by 
@CheckRule annotation, will be intercepted by PEP. In the 
absence of requirement number 4 from section 2, PEP will 
simply call PDP to fetch policies for the current operation, 
evaluate them, and decide to proceed or otherwise throw an 
access denied exception.  
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In order to realize requirement number 4, in the case that 
PDP reported that a rule is violated, and if user decided to issue 
an approval request to the super user, the operation input 
arguments should be serialized in a byte array output stream, 
and alongside other information like a request comment, 
operation name, and an explanation of violated rules (in natural 
language) is persisted in the database. Meanwhile a notification 
is send to the super user to inform him/her that “a violated rule 
is awaiting your decision to proceed”. Super user checks the 
violated rule and in the case that approves the operation 
execution, adds an approvement comment and issues the 
execution command by clicking a button that calls violated rule 
execution method. This method deserializes the input 
arguments, calls the operation by reflection and provides it 
with the arguments. The operation executes and the requested 
user is informed by the result. This process faces a number of 
challenges that will be discussed in the next section. 

V. CHALLENGES

Challenge No 1: Firs challenge rises when some operations 
alter their input arguments before persistence. Technically rule 
evaluation should be done after this alterations happened. 

Solution: To solve the issue we proceeded the operation in 
PEP before calling PDP to evaluate the rules. After rule 
evaluation, if all the rules are passed PEP needs to do nothing. 
But in the case that there was a violation, any changes that has 
been done by proceeding the operation should be reversed. 
Hence a Rule Violation Exception is thrown to rollback the 
transaction and hence to rollback any changes that the 
operation proceeding had on the database.  

This pre-proceed has another advantage: the operation is 
executed once and controls over input arguments are done 
once. This way if the input arguments are not valid to let the 
operation execution, user will get errors and correct them. If 
this control of input arguments is not checked in this point, it 
might produce errors when super user approves the rule 
violation request. Since super user should not be engaged with 

this kind of errors, this pre-proceed helps to avoid this 
situation. 

Challenge No 2: If rules are violated in PEP, how process 
could be hold until user decides to request an approval from 
super user or just ignore the execution? The information of 
violated rule (serialized arguments and other information) 
somehow should be passed to the request issuing process and 
PEP should not be concerned with approval request process at 
all.   

Solution: The information is wrapped up in an object and 
passed out within the Rule Violation Exception. Front-end 
beans are alert to catch this exception and handle it properly. 
To handle this exception an approval-request-issue window 
appears and user can add a comment and issue the request or 
simply ignore it. 

Challenge No 3: If the rules are violated and user requested 
a super user approval, the operation arguments should be 
serialized and stored to be fetched later and provided to the 
operation called by reflection. Since we has proceeded the 
operation once in the PEP, before evaluating rules, arguments 
became impure by possible alterations and cannot be used in 
second call. 

Solution: serialization of the input arguments is done 
before the operation proceeds in the PEP, and are held till the 
end and if a rule violation is reported by PDP, this clean 
serialized information are thrown out within the Rule Violation 
Exception, instead of the impure arguments. 

Challenge No 4: If an update operation happened to be 
ruled. Think of a rule over an attribute (let’s call it X) that once 
is violated and approved by super user. Take for example a rule 
element like “X should be greater than 15”. Then a rule 
violating value (let’s consider the value as 11) is stored in 
attribute X in the database. When the update operation is called 
PEP will intercept it, and even if user didn’t change X’s value, 
PDP will report a rule violation. This should not happen since 
the super user approved value 11 for attribute X once before. 

Solution: Before rules are evaluated, PEP checks the X’s 
old value, if it isn’t changed by user, there is no need to check 
rules on this attribute. Rules will be checked for attributes of 
type one and two only when the attribute values are new or 
changed by the user in the current request. 

The solutions provided to the challenges in this section are 
the best at hand solutions that are taken in place considering 
the PBS requirements and constraints.  

VI. CONCLUSION

In this paper an experimental implementation of an ABAC 
module in a java application is presented. The architecture of 
the model is similar to a renowned ABAC framework called 
XACML, but this model is much more flexible and friendly in 
rule and policy changing by the end user. Because of the ever 
changing nature of the business rules in enterprise systems, 
rules and policies are separated from system business logic and 
stored in database. This needed an efficient representation for 
the rules and policies. The data model presented in this paper 
supported the rule and policy consistent storage as well as their 
evaluation. This implementation faced with some challenges 
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- approveComment: String
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- approver: User
- requestComment: String
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Fig. 3. ABAC data model for  Private Banking System.
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that are discussed in section 5 and solutions are presented. 
Integrating this module in a system is as simple as putting 
some predefined java annotations on the methods and classes. 
The end user can use a friendly graphical interface to define 
and change policies runtime.  
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Abstract — This article devoted to practical results of 
implementing wireless access to an educational network for 
students end employees in the SPO department of the ITMO 
University during 4 educational years. Experimental result shows 
how users deal with security whilst using their BYOD. Security 
and simplicity are two desirable but incompatible features that 
need to be balanced. Paper can help to find trade-off between 
security and convenience when we implement WPA2-Enterprise 
authentication. Results show what happens when we put security 
on users and at the same time cutback IT supplying. 

Index Terms — BYOD, WPA2-Enreprise, MSCHAPv2, 
educational network. 

I. INTRODUCTION

This paper discusses the findings of the survey results 
pertaining access to the wireless network in the SPO 
department of the ITMO University during 2012-2016 years. 
ITMO University is an acknowledged leader in IT and 
quantum technologies in Russian Federation and in the world. 
It enters the top-100 QS BRICS rankings. The SPO department 
provides secondary special education in areas: “Programming 
in computers systems” “Information systems in economic”, 
“Computer networks” and “Automatic control systems”. The 
graduates are highly demanded in different areas of IT. The 
SPO department provides program of uninterrupted continuous 
professional education. It means that graduates continuing 
study on the 2nd or 3nd level of higher education (bachelor). 
The department works with students in different ages, 
providing uninterrupted educational program. [1][12] 

The use of mobile devices in education and work 
environment is constantly increasing. It had brought new 
challenges for IT departments since BYOD (Bring You Own 
Devices) students come to educational institutions. Intel coined 
the BYOD term in 2009 and now it refers to the policy of 
permitting employees to bring personally owned mobile 
devices (laptops, tablets, and smartphones) to their workplace, 
and to use them to access privileged company information and 
applications. Increased processing power and memory of 
smartphones and tablet computers have made affordable ability 
to use BYOD in educational process on a par with regular 
computer. 

BYOD is in use at 59% of organizations with another 13% 
planning to allow it [2]. BYOD is most common in the 
manufacturing and education sectors, and there are more small 
companies, with 50 or fewer employees, allowing it when 
compared to larger organizations [2]. 

There are certain ways to organize access to a corporate or 
an educational network but nowadays most popular and 
affordable way appears IEEE 802.11 standards called Wi-Fi 
[3]. On the one hand it is convenient and easiest way to use 
your own mobile device in a classroom (or workspace), but on 
the other hand it brings more constrains for IT personal 
because of inherit technological drawbacks [4]. Most critical 
drawback is security issue. It is difficult to find balance 
between security and simplicity for users. Most algorithms 
were compromised recently. WPA and WPA2-PSK is no 
longer safe, with the appearance of high-speed brute forcers 
[5]. Moreover, the use of WEP and TKIP for confidentiality, 
authentication, or access control was deprecated and that 
algorithms are unsuitable for the purposes of standard 802.11 
[6]. 

Analyzing challenges and variety of frameworks, it is 
obvious that BYOD security needs advance research and 
development. Scholars recommend implementing a multi 
layered approach when devising BYOD security policies 
[7][8][9]. 

This article devoted to practical results of implementing 
wireless access to educational network for students with 
BYOD in the SPO department of the ITMO University. This 
research has attempted to find a tradeoff between security and 
simplicity. It is two desirable but incompatible features that 
need to compromise. 

II. RELATED WORK

BYOD was investigated and described in variety of papers 
[7][10][11]. Combining different frameworks and mitigating 
constraints could lead to unpredictable results. In order to paper 
of Kathlin Dower and Maumita Bhattacharya [7], 
implementing BYOD brings new challenges for IT department:  
� Deployment challenge:
o Determining how to implement BYOD security

measures into existing networks.
o Determining who in the organization need BYOD.
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� Technical challenge:
o Access control.
o Providing ongoing support.
o Maintaining secure and stable connection.
o Protecting company data stored on cloud facility.

� Policy and regulation challenge:
o Local government regulations and laws.
o Ethical and privacy issues.

� Human Aspect Challenge:
o Training and education users.
o User reactions, emotions and compliance of BYOD

policy.
Wireless network standard and security techniques used by 

the higher educational institutes were analyzed in paper of 
Ranjana Shukla, Samad S. Kolahi, Robert freeth and Avikash 
Kumar [3]. It shows that 64% of the survived educational 
institutes use highly secure protocol. They have shown that 
current price of the new technologies is holding back some 
institutions from staring installing in the future. 

There are a lot of researches pertaining security in Wi-Fi 
networks in itself. Obsolete algorithms, such as TKIP and WEP 
are not considered safe by the standard [12]. WPA/WPA2 
algorithms are no longer safe because of possibility Men-in-
the-middle attacks and Rogue AP [13]. 

Cisco and Microsoft has own frameworks for secure and 
seamless implementation wireless networks. [14]  

Survey has founded that WPA2-Enterprise with RADIUS 
server standard, mostly popular among educational institutions 
[3]. In order to the research, about 64% educational institutions 
are using WPA2-Enterprise. 

Inside the WPA2-Enterprise framework, a user must 
authenticate to the authentication server (RADIUS) using a 
secure and reliable EAP method. Although many EAP methods 
there are only two the most commonly used EAP methods: 
EAP-TLS and PEAP-MSCHAPv2 [14].  

A. EAP-TLS
EAP-TLS, defined in RFC 5216 and well supported among

wireless vendors, is one of the challenging methods in 
consequence of the certificate requirements. It provides 
authentication through the exchange and verification of X.509 
certificates. Therefore, installing the correct certificates on 
BYOD and the authentication server is essential. Every end-
user and computer, including the authentication server must 
possess at least two certificates: a client certificate, signed by 
the certificate authority (CA) and a copy of the CA root 
certificate. 

EAP-TLS is the most secure method since the client’s 
certificate cannot be forged. A user should make a personal 
client certificate as proof of identity. Afterwards, the client’s 
certificate should be signed by the CA that issued it. It requires 
personal contact between IT-support and user. Ultimately, the 
authentication server must have a copy of the root certificate 
for the CA that signed the user’s certificate.  

B. PEAP-MSCHAPv2
The inner authentication protocol is Microsoft's Challenge

Handshake Authentication Protocol (MSCHAP), meaning it 
allows authentication to databases that support the MS-
CHAPv2 format, including Microsoft NT and Microsoft Active 
Directory. Behind EAP-TLS, PEAP-MSCHAPv2 is the second 
most widely supported EAP standard in the world. There are 
client and server implementations of it from various vendors, 
including support in all recent releases from Microsoft, Apple 
Computer and Cisco. 

PEAP-MSCHAPv2 authentication relies on a password, not 
certificate as EAP-TLS and traffic is encrypted using TLS. A 
CA certificate must be used at each client to authenticate the 
server before the client submits authentication credentials. 

For secure connection every user that participates in PEAP-
MSCHAPv2 must possess the following credentials: Root CA 
certificate for the CA that signed the certificate of the 
authentication server and MSCHAPv2 username and 
password. 

If the CA certificate is not validated, in general it is trivial 
to introduce a fake Wireless Access Point, which then allows 
gathering of MSCHAPv2 handshakes [15]. 

III. IMPLEMENTATION

The SPO department constantly strives to improve 
strategies of IT management. It makes the best to provide 
access to the network for each student and at the same time 
always pursuits to minimize cost of supplying customers. 
There are certain challenges for the department through the 
framework provided by Kathlin Dower and Maumita 
Bhattacharya [7]: 

A. Deployment challenge
Determining how to implement BYOD security

measures into existing networks 
To provide high level of security for an educational 

institution, wireless network for BYOD should be separated 
from backbone network. Access controlling, queuing, shaping 
and policing are very desirable. Under no circumstances 
BYOD should interrupt the backbone network’s work. 

Determining who in the organization need BYOD 
It is important to provide access to the educational network 

to each member involving in an educational process. Largest 
group is students. 73.8% of the SPO department’s students use 
BYOD for education each day. 36.1% have one BYOD and 
50.8% carry 2 personal devices for educational purpose. Tutors 
(teachers) and other employees group are smaller but need to 
be prioritized higher. Using CIS is mandatory so employee 
need stable connection on a regular basis. 

B. Technical challenge
Access control
Access control could be organized on a various level. First

and most important level is Level-2, where 802.11x 
authentication take place. The survived network is using 
PEAP-MSCHAPv2 authentication. MAC control is used as 
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addition measure. Only a valid MAC addresses can enter the 
network.  

Providing ongoing support 
A current price of the new technologies is holding back 

some institutions from staring installing in the future [3]. 
Having specialists on a regular basis could be costly. The SPO 
department always strives to decrease expenses on IT-
supplying by implementing high level of automatization. 

Maintaining secure and stable connection 
There are a lot of devices that have to work in an 802.1x 

networks but some of them inconsistent and behave 
unpredictably. Drivers sometimes make things worse. Some 
users have obsolete devices that have no support of this feature 
at all.  

Protecting company data stored on cloud facility 
This paper doesn’t cover Layer 3 and upper lever security. 

Other protection techniques should be implemented to secure 
educational services inside network. Furthermore, most 
corporate cloud services are presented in the Internet, so have 
already had inherit security. 

C. Policy and regulation challenge
Local government regulations and laws.
In order to the Russian Federation’s law it is illegal to give

someone unauthorized and anonymous access to a public 
network. Any network operator providing public access to a 
Wi-Fi network must collect user’s personal data, such as name, 
surname or any ID. As long as there is no liability for this 
infringement a lot of organization still use open Wi-Fi without 
registration but it is not completely legal. So, Russian 
educational institutions are limited with using Wi-Fi without 
password and registration. 

Ethical and privacy issues 
The main issue with wireless security is the control on the 

communication medium. Open system can’t get security for 
anyone but presents easiest and uncontrolled way of 
connection. EAP-TLS is the most secure and reliable for IT 
suppliers but difficult and undesirable for users. PEAP-
MSCHAPv2 puts burden of security on users but more 
controllable and considered in this paper as tradeoff between 
easiness and security. 

D. Human Aspect Challenge
Training and education users
The hardest part about implementing secure Wi-Fi

appeared training the users. Users today have incredibly high 
expectations for ease of use. They also have more options than 
ever before to work around official access. If the network is too 
hard to use, they’ll use data. If the certificate is bad, they will 
ignore it. If they can’t access something they want, they will 
use a proxy. 

User reactions, emotions and compliance of BYOD 
policy 

This survey has assessed user’s feedback. Measurements of 
overall level of our customer satisfaction found that easy 
access to the network is very important for students. Most 
student and employees tend to sacrifices security to the 
simplicity. 

IV. RESULTS

In the 2013-2014 our students and employee had to apply 
for a PEAP-MSCHAPv2 login (or EAP-TLS certificate) 
personally. Dedicated specialist on a regular basis was 
responsible for registering new users, and consulting them. We 
had about 56 and 96 requests for a 2012-13 and 2013-15 year 
respectively (Figure 1). 

Fig. 1.  Amount of new registered users per educational year 

Measurements of overall customer satisfaction level found 
that easy access to the network is very important for students. 
In the 2014 the department implemented fully automated 
registration for students and employees through CIS (Corporate 
Information System) [15][12]. All students and employees 
registered and authenticated in the CIS is able get personal 
login PEAP-MSCHAPv2 in “one click”. It caused increase of 
new users in the network, and, at the same time, it caused 
cutback of requests to the IT-support. In the 2015 we 
implemented some tutorial and advertising campaign and then 
discarded IT specialist relating to Wi-Fi on an every-day basis.  

Total amount of student and employees in 2012-13, 2013-
14, 2014-15 and 2015-16 is 532, 446, 480 and 509 persons 
each year respectively. 

Easy access to registration and absence of every-day IT 
support resulted in slight increase of “never connected users”, 
who got login but never managed to connect (Figure 2). 

Fig. 2.  Percent of registered but never used network users per year 

The department asked students and employees to estimate 
importance of security and simplicity from 0 to 10. 0 – means 
no security at all (open Wi-Fi), 10 – means EAP-TLS and 
necessity installing certificates. 42% of the students and 
employees don’t want to use any reliable security protocols and 
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consider it as disturbing. Only 17% are ready and will use 
certificate-based EAP-TLS instead of password-based PEAP-
MSCHAPv2. 

Finally, survey found that 43% of our students don’t use 
CA certificates to authenticate the server during PEAP-
MASCHPv2 based authentication. Consequently, “Rouge AP” 
and “Men-in-the-middle” attacks are the biggest threat against 
an educational wireless network. While WPA2 sets up a very 
secure connection, we also have to be sure that the users will 
only connect to the official network. A secure connection is 
meaningless if it’s to a honeypot or imposter signal. Institutions 
often sweep for and detect rogue access points, including Man-
in-the-Middle attacks, but users can still be vulnerable off-site. 
Even if the server has a certificate properly configured, there’s 
no guarantee that users won’t connect to a Rouge SSID and 
accept any certificates presented to them. Some operating 
systems make things worse: Android doesn’t use CA certificate 
by default and more tend to compromise PEAP-MSCAHPv2 
login and password connecting to Rogue AP. Windows, iOS 
and Macintosh show warning messages then certificate 
changes but users don’t take it seriously most of the times. 
Android OS are very popular among students end employees 
(Table 1) and 26.24% may come across Rogue AP without 
warning messages. 

TABLE I.  USAGE OF OPERATING SYSTEM IN THE DEPATRMENT 

Operating system Percent of 
users 

Windows 51,68% 

Android 26,24% 

iOS 12,10% 

Macintosh 6,40% 

Linux 1,89% 

Windows Phone 1,65% 

Unknown 0,02% 

BlackBerry 0,01% 

V. CONCLUSION

It is a vital to allow access for BYOD users to an 
educational network. Most educational institutions are using 
authentication. Security and simplicity are two desirable but 
incompatible features that need to compromise. But since 
security is burden of users they tend to use simple ways of 
connection compromising network even in case we make deal 
with experienced users. Therefore, level 2 cannot be the single 
level of security, but needs to be covered by security on upper 
levels. 
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Abstract— BLE (Bluetooth Low Energy) beacons are being 
deployed in smart cities, especially to augment the shopping 
experience of customers in real outlets. Thus, humans as they 
walk in cities pass by different beacons and the sequence of 
beacons form a path. In this paper, we present how those 
augmented paths can authenticate a user in a secure way 
whereby the users can prove they have passed by a path, even 
with current unsecure beacons. We have built a prototype to 
validate this new authentication scheme with unsecure Estimote 
beacons. In addition, as an alternative to BLE, a similar system 
utilizing Wi-Fi to detect user proximity is reviewed as well. 

Index Terms— Authentication, Physical security, Augmented 
Reality. 

I. INTRODUCTION

As per Stajano [1] and Dey [13], ubiquitous computing 
with all its sensors embedded in the environment and carried 
out by humans has open the door for novel context-aware 
authentication schemes.   Determining exact geographic 
location of a person is always seen as a way of proving 
identity. While there are obvious ways of implementing this, 
such as determining coordinates using a space-based system, 
such as Global Positioning System (GPS) or getting location 
information based on Internet connection used, they are not 
accurate and trustworthy: IP address based information’s 
accuracy is generally limited to determining a 
city/village/neighborhood, GPS’s can only be used outdoors 
and in areas with direct satellite coverage. Furthermore, both 
methods are relatively easy to forge, jam or spoof.  

In this paper, we present how augmented paths can 
authenticate a user in a secure way whereby the users can 
prove they have passed by a path, even with current unsecure 
beacons. In Section II, we survey related work. Section III 
details our new scheme: its model, use-cases and alternative 
implementations. In Section IV, we present how we have 
validated this new authentication scheme with unsecure 
Estimote beacons.  

As the technology is based on the new Bluetooth standard 
(4.0), older devices will not be supported [3]. As an alternative, 
in one of the use-cases, we will replace BLE based broadcast 
with Wi-Fi SSID based broadcasts. This will help overcome 
the limitations of Bluetooth 4.0. 

II. RELATED WORK

Electronic geo-fencing [2] is a technique that has been 
proposed to ensure that people, devices and machinery are 
accessed in or from authorized physical locations only. In 
contrast, our scheme focuses on secure paths with currently 
deployed BLE technology. 

Authentication using a virtual iBeacon as a second factor 
has been used in the product offered by SAASPASS [15]- the 
application installed on a user’s smartphone automatically 
transmits the generated onetime password to a special 
connector (a BLE listener daemon- currently only available for 
MacOSX). This connector searches for BLE packets 
transmitted in the near or immediate range and if the packet 
parameters match, passes the values gathered to the application 
(e.g. a browser) emulating keyboard keys. 

The same idea, but using hardware BLE Beacons has been 
researched by van Rijswijk-Deij [16]. The main concept is to 
replace the static BLE device identifiers by dynamically 
changing attributes that can serve as one-time passwords to be 
used for authentication. 

IT security is not the only area where BLE beacon 
technology may appear; Bluesmart [12], marketed as a “smart 
suitcase” relies on BLE beacon technology for physical 
security: the owner can open the suitcase by just approaching 
or tapping on an app installed.  

Although the use Wi-Fi as a proximity base was already 
researched [17], transmitting OTPs as a part of Wi-Fi SSID 
seems to be a new idea; we were not able to identify any 
related or similar work in this area. 

III. BEACON AUTHPATH MODEL

In this section, we describe our new Beacon AuthPath 
model including two use-cases. The model is based on 
authenticating a user’s physical path by checking proximity to 
a set of geographic locations (checkpoints) in a predefined 
order with proximity distance varying depending on 
technology used. When the user with a mobile device running 
the AuthPath application approaches a checkpoint, the 
application records various parameters, such as current time 
and the data broadcasted by the beacon device (beacon data) 
the checkpoint is equipped with. The same procedure repeats 
on with other checkpoints the path consists of. This data then is 
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transferred to a validation server, which checks the submitted 
data using predefined algorithms and accepts or denies the 
person as an authenticated user.  

The first case is based on a system with standard beacons; 
other two use-cases will utilize enhanced beacons, called 
“smart beacons”, based on BLE and Wi-Fi SSID broadcast to 
transmit the security context information to the mobile 
application. 

The security level of the first use-case is low as the beacon 
data for all checkpoints are static and therefore the use-case is 
vulnerable to replay attacks: the beacon data may be passed 
from a user physically present in the checkpoint to any remote 
user, allowing the latter to forge the authentication path. In the 
same time, the low cost and availability of standard beacon 
devices make this use case very easy to implement, therefore 
this use-case may still be of an interest in scenarios where low 
security level is tolerable (e.g. if authentication path is used as 
a second factor or in augmented sports etc.) 

The other two use cases use dynamic beacon data, 
periodically changing similar to one-time password 
mechanisms, therefore the attack window per every checkpoint 
is very narrow. With a large number of checkpoints used in an 
authentication path and very short beacon data rotation period 
(even 1 second is possible if system times of all devices are 
correctly synchronized), the replay attacks become practically 
impossible. 

A. “Beacon AuthPath” with standard beacons
1) Standard BLE-based beacons

One of the possible use-cases can be a system for verifying
a path passed by a person within a wider geographical area, 
such as a smart city. Standard BLE beacons transmit radio 
packets consisting of four main pieces of information: “UUID” 
– a 16-byte unique identifier of the device, “Major” and
“Minor” - 2-byte string and “TX Power” – value used to
determine the distance between devices [3].

Fig. 1.  AuthPath sequence diagram 

The mobile application used in this use case will detect this 
information, save locally together with current timestamp, and 
transfer the harvested data to the server at the final checkpoint. 
To protect from the replay attack (e.g. generating a virtual 
beacon with the same parameters) the mobile device then 
initiates changing the value of “Major” variable of the BLE 
device to a random value using a special SDK built in the 
application. The app sends the new value to the server after it 
assigning it to the beacon device. However, this is only 
possible if the SDK of BLE device allows such manipulation; 
the availability and mechanism of this feature is purely on 
manufacturer’s’ discretion and is not defined in iBeacon or any 
other specifications. 

Fig. 2.  Beacon AuthPath data flow 

This use case makes use of standalone BLE beacons that 
can be managed via Bluetooth using an SDK call, and with no 
security mechanisms in place. Estimote beacon [4] is an 
example of such device and is planned to be used in the proof-
of-concept implementation. 

2) Security analysis
The model with standard beacons provides limited security,

as the beacon broadcasts are publicly visible. With the scenario 
where the app uses SDK calls to modify beacon’s parameters, 
the risks of “replay” attacks are minimal (as the server 
generates and sends new values only to the last user passing the 
checkpoint). However, as the Estimote’s SDK provides no 
protection, the authentication sequence is insecure. This is a 
major obstacle to using the given scenario in systems requiring 
higher level of security. 

B. “Beacon AuthPath” with “smart” beacons
1) BLE-based “Smart Beacons”

This is a slight modification of the previous use case where
standard beacon devices are replaced with compact devices 
(“smart” beacons) running an operating system capable to 
periodically run simple scripts. This will allow avoiding 
modifying beacon values when passing the checkpoints; 
instead, the major value will be regenerated automatically 
every N seconds. This also removes the requirement of the 
mobile device to be online, the collected beacon information 
can be stored locally and uploaded to the server in bulk at any 
convenient time or place, e.g. when reaching the final 
destination point. Each “smart” beacon will have a secret hash 
key (not visible, stored in device’s internal memory). The 
Major value broadcasted by smart beacon device is generated 
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using TOTP [5] algorithm based on current time and the secret 
hash key. When user approaches the beacon, the broadcasted 
packet information (UUID and Major) is saved to mobile 
devices’ memory together with current timestamp. After the 
path is completed, the array of information gathered at all 
checkpoints and afterwards uploaded to the server. The server 
will have a copy of hash keys of all smart beacons and is able 
to analyse the submitted matrix and verify whether it contains 
valid “Major” values, by rerunning TOTP algorithms with the 
submitted timestamps and stored hash keys, and comparing 
with the submitted “Major” values. 

Fig. 3.  Beacon AuthPath with smart beacons data flow (online and offline) 

2) Wi-Fi SSID based “Smart Beacons”
This use-case is similar to BLE Based “Smart Beacons” but

uses Wi-Fi SSID as the mean of transmitting the broadcasts 
from the smart beacon to the mobile application. Using Wi-Fi 
instead of BLE will allow using older hardware not supporting 
BLE and/or provide redundancy in the event that Bluetooth has 
been switched off on the client device. 

The Wi-Fi smart beacon will emulate an access point and 
broadcast an SSID in a special format that will change every 30 
seconds as per TOTP specifications. The format will contain a 
constant system id, location id and a one-time password; 
having a constant system and location id will allow 
distinguishing the SSID amongst others, whereas one-time 
password will be used to authenticate the user and validate a 
path. By analogy with BLE smart beacons, the location ID will 
serve as device’s UUID. 

Fig. 4.  Wi-Fi Smart Beacon data flow 

Implementing SSID broadcast is possible on any 
commodity hardware including miniature systems like 
Raspberry PI or even SOHO Wi-Fi routers. The routers 
running any version of Linux based operating system, such as 
DD-WRT are relatively easy to be reprogrammed in order to
transmit periodically changing SSID broadcasts [19].

Only SSID scan functionality of the mobile device is 
utilized in this use-case, the mobile application only needs to 
list down the available SSIDs and there is no need to connect to 
the Wi-Fi beacon’s network. The possibility of searching for 
other SSIDs broadcasted while connected to one is confirmed 
and easily reproducible and this means that Wi-Fi smart 
beacons can be used even while connected to a Wi-Fi network. 
Once the list of SSIDs have been obtained, the application 
should search the list for a specific prefix and then parse it to 
obtain the location ID and the one-time password. E.g. if the 
format of SSID is “WIFIBEACON_XXX_YYY_ZZZ “ , the 
prefix to look for will be WIFIBEACON, and further on, 
XXX- is the system ID, YYY- the location ID, and ZZZ is the
current one-time password.

Fig. 5.  Wi-Fi Beacon SSID Parsing 

3) Security analysis
In classic implementation, BLE beacons provide limited

level of security, primarily due to the possibility of detecting 
and cloning beacon IDs. However, the model with “smart” 
beacons provide higher security in comparison with previous 
model. Although, the smart beacons are relying on the same 
BLE technology and attackers can still intercept broadcast 
packets (the same applies to Wi-Fi beacons, as the SSID is 
broadcasted in plain-text as well), the risks of “replay” attacks 
are minimal due to the limited time of validity of the data 
broadcasted: in majority of TOTP implementations, the period 
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is not more than 30 seconds [5]. In addition, the app should 
also determine device’s GPS coordinates and submit together 
with harvested broadcast information in order to verify the 
exact geographic location of the user at the time when the point 
validation occurred. Additional environmental parameters, 
such as temperature can be used to avoid wormhole attacks 
[14]. Additionally to safely identify a device, the parameters 
transferred to the validation server should be encrypted with 
device specific key. 

IV. BEACON AUTHPATH VALIDATION

In this section, we first detail our model implementation 
with Estimote devices. Then we discuss what the validation of 
this prototype has underlined including areas for extensions 
and current limitations. 

A. Prototype Implementation with Estimote
We have developed a prototype path verification app using

Estimote Android SDK using Apache Cordova [9]. The app is 
a combination of an HTML5 interface connecting to android 
library using Cordova. The object passes nearby (within BLE’s 
allowable distances of 10 cm – 70 meters) certain points 
equipped with BLE packet emitter or harvester devices. 
Prototype app has a sample path containing four checkpoints. 
Two checkpoints were equipped with physical Estimote 
beacons, 2 remaining checkpoints used virtual beacon apps 
running on iPhone 5s devices. The interface consists of a 
graphical path showing the current location of the user and a 
list of checkpoints. Once a user approaches a checkpoint, the 
relevant checkbox becomes checked, and the user icon 
animation of moving to the checkpoint appears. The algorithm 
checks the order of the beacons ranging, e.g. if checkpoint #3 
has been visited before #2, the checkpoint is ignored. For the 
prototype, any proximity is being considered valid (the TX 
power value is not checked). The Minor value of beacons are 
used as their identifications. 

Fig. 6.  AuthPath application interface 

B. Prototype Validation Outcome Discussion
A simple implementation of an Estimote SDK based app

has demonstrated how a physical path can be validated using a 
set of BLE beacons. The exact approach can be used for a real-
life application with some improvements: the identification of 
BLE beacons should be based on UUID with Estimote security 

enabled, and the validation should be done with integration of 
Estimote Cloud API into the application. The accuracy of the 
proximity authentication can be improved by checking the 
transmission power of checkpoints’ BLE beacons (RSSI 
value), e.g. if we want to validate a checkpoint as passed only 
if the distance was below 20 meters. Although this prototype is 
vulnerable to replay attacks as described in 3.1.1, it provides a 
solid base for creating a more secure implementation, where 
standard beacons can be replaced with smart devices and the 
path validation data needs to be sent to the sever at the final 
checkpoint. It is also important to include GPS coordinates in 
the array of checkpoints and implement device key encryption 
before submitting to the validation servers.  

While the security level of the presented demo application 
is disputable due to technology limitation, the app can be used 
in less strict environments. A possible use area might be 
Augmented Sports; namely, a smaller scale version of Amateur 
radio direction finding (also known as radio orienteering) [10] 
where the only equipment required would be a smartphone and 
a path of BLE beacons need to be followed showing the best 
speed and accuracy possible. 

An alternative to Apple’s iBeacon communication protocol, 
Eddystone by Google [21] should also be researched in this 
context. In addition to standard BLE beacon features, 
Eddystone provides a new type of packet: Eddystone-TLM, 
which provides telemetry data (TLM stands for “telemetry”). 
Telemetry data can help to verify the authenticity of a beacon 
with further accuracy. Different from iBeacon that only 
operates with numeric IDs, Eddystone can transmit data 
packets in URL format, which makes it much easier to use for 
application development. 

As already described above, older hardware and mobile 
operating systems do not fully support Bluetooth 4.0. In 
addition, many users still perceive Bluetooth as a battery hog. 
Therefore, for a number of real-life applications BLE might be 
a less favorable option.  

We are proposing the following as alternative solutions to 
avoid using BLE in the use-cases researched: 

1) Near field communication (NFC) [18]– a technology
similar to iBeacon working on shorter distances (~ 10 cm) 

2) Signals of opportunity (SoOP) [7] based geo-location.
This solution uses no beacon devices at all and is more 
accurate outdoors. However, some companies are promising to 
provide better accuracy [8] 

For Wi-Fi smart beacons, we have done a surface research 
and it seems to be quite easy to be accomplished, however it is 
not supported out of the box by Cordova/PhoneGap and a 
custom plugin will need to be developed [20]. 

V. CONCLUSION

In this paper, we have proposed a new authentication model 
based on physical location of a person wearing or passing by 
BLE beacons. We have validated a part of the overall concept - 
BLE Beacons based path tracking - with a real implementation 
and critically evaluated its weak points and proposed potential 
improvements. Future work will involve larger scale 
deployment and tests in the shops of a real smart city in the 
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mountain, i.e., a smart ski resort. Creating prototype Smart 
Beacons, both BLE and Wi-Fi based should be included as a 
part of further research. 
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Abstract— Nowadays, by communication networks expansion, 
recommender systems play an important role in our daily life. 
Recommender system tries to recommend items that are 
attractive and pleasant for user. At the same time, collaborative 
filtering approaches is one of the most successful approaches 
which recommend to the customer other users pleasant items 
which have similar interests with him/her in the past. In this 
paper, we present a novel approach of these systems by entering 
user's emotions in recommender system. Then, by emotion 
matrix definition, the users who are similar emotionally are 
searched to improve the performance of traditional user-based 
collaborative filtering (UBCF). The proposed algorithm offers 
items to him/her by considering user's current emotion which 
users with similar emotion like them. This algorithm identifies 
suitable number of neighbors automatically and chooses high-
quality neighbors to do predictions by applying pre-processing 
phase. Our proposed algorithm has a solution for user cold-start 
problem. Evolution results in Jester database show that proposed 
method has better prediction accuracy and makes high quality 
recommendations.  

Keywords- Recommender System, Collaborative Filtering, 
Emotional Category, Social Recommender Systems.  

I. INTRODUCTION

Increasing communication networks make access to 
information easier but, on the other hand, it develops a huge 
amount of information and makes people confused. So, users 
need systems that provides useful information through a 
massive amount of information according to their interest. The 
system that provides attractive recommendations for users by 
using their personal information, called recommender system. 
Generally, these systems are divided in two categories: 
traditional recommender systems and recommender systems 
based on social networks. Different approaches had presented 
for traditional recommender systems that contain: 1- 
collaborative filtering approaches (CF) 2- content-based 
recommendation techniques (CB) 3- knowledge-based 
recommendation techniques (KB) 4- hybrid-based approaches 
(HB) [1]. 

Collaborative filtering approaches main idea is that similar 
users have similar interests, in other words, if two users had 
similar interest in the past, they will have similar taste in the 
future. In this method, by any user’s feedback, which can be 
identify explicitly (such as assigning a rank to an item by user) 
or implicitly (such as user clicks on a link, buying an item) is 
used to calculate the similarity. We can find similar users and 
offer items among users when a large number of them and their 
feedbacks are available. CF methods do not need any 
information about the items [2]. 

CB method is based on additional information about the 
items and user preferences (user profile) and it doesn’t need the 
existence of great community of users or rating history. Even if 
a user is present, the recommendation list would be prepared. 
The effort of this method is learning user preference and 
offering items that is similar to user preference. The challenge 
subject is qualitative features achievement that shows people 
imagination from item's exterior design. 

In both CF and CB methods, people interest is assumed 
stable over the time, whereas this is not the case in reality. KB 
method presents recommendations based on user needs. In the 
other words, it presents the items to him/her that is 
proportionate with user needs and by this way it also considers 
probable changes during time. 

Hybrid recommender systems combine several algorithms 
or recommender system, or they use several knowledge sources 
as input. Different hybridization designs had presented that 
include: 1- monolithic exploiting different features 2- parallel 
use of several systems 3- pipelined invocation of different 
systems [3]. 

Variety algorithms are suggested about CF that we now 
discuss them. The first suggested approach is PureCF method 
that gets user-item rating matrix as input and produce output in 
the form of: 1- numerical prediction that shows current user 
interest (like or dislike) to a specific item. 2- The list contains 
recommended top-n items that current user didn’t purchase 
them yet. One of oldest model of this method is user-based 
nearest-neighbor (UBNN) that seeks peer users which have 
similar preferences with current user in the past, and then, 
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calculates prediction based on rating for p, with peer users for 
each p items that current user had not ever seeing it yet [4]. 
Because rated matrix is very large and sparse, the methods 
using matrix factorization techniques such as singular value 
decomposition or principal component analysis (for extracting 
a set of latent factors of ranking patterns), for create offline 
complex model that could produce immediate online predict 
are presented [5, 6]. 

Another method to predict which item with which rate will 
be liked by a user is using of probabilities theory. These 
methods break initial CFs assumption and believe that it can be 
possible two users have similar interests toward a subset of 
items and have completely different behavior with each other 
toward other subset of items. Therefore, it tries to group same 
items and users in subsets. Bayesian belief networks, clustering 
models and probabilistic latent semantic analysis are example 
of this category [7, 8]. The initial and simplest method to 
perform CF with probabilistic method is seeing prediction 
problem as a classification problem [9]. The methods based on 
clustering put users into distinct groups. The number of 
unknown clusters and parameters could be estimated with EM 
algorithm [10]. Variety algorithms are presented for clustering. 
In [11] a new algorithm is presented for clustering based on 
user-item subsets to improve CFs performance. Association 
rule mining methods that usually are used for purchase 
behavior analysis emerged about RSs with rules automatic 
discovery targeting such as: if the user likes item 1 and item 2, 
in a very probable manner he/she will like item 5[12]. 

The reviewed methods perform prediction act by using 
user-item rating matrix. In [13] different approach, slope one 
predictors, is recommended that has better performance and 
unlike simplicity had recommendations with good quality. The 
main idea of this method is simple and is based on subtraction 
between items for users. Subtraction average is used as 
prediction. 

Available information in user's social network utilization 
was proposed to improve CF approach accuracy. In the real 
world, people often ask about opinion and inquiry from their 
friends to purchase products and so on in social networks. 
Present findings in the field of sociology and psychology show 
that, people tend to think of people similar themselves [14]. So, 
people share their personal believes with each other in social 
networks and receive safer recommendations from their 
friends. Famous online social networks like Facebook [15], 
Twitter [16] and YouTube [17] have created new method for 
communication among users. Systems based on social 
networks increase accuracy of traditional recommender 
systems by using communication between users as additional 
inputs [18]. One of the most widely used approaches, is CF-
based social RSs approach. These approaches are divided into 
two categories: 1- Matrix factorization (MF) based social 
recommendation approaches 2- Neighborhood based social 
recommendation approaches. 

In the first approach, social information about users and 
user-item feedback history (such as rating, clicks, purchases) 
are collected to improve the accuracy of traditional 
recommender systems based on MF. The MF basic idea is 
user-item interaction modeling with the factors that shows 

users hidden features and items (such as user-friendly class or 
category of items) in system. This model is trained by using 
existing data and then used to predict user's rating for new 
items [19, 20]. The second approach includes Social Network 
Traversal (SNT) and nearest neighborhood approaches. 
Approaches based on nearest neighborhood directly use stored 
rating for prediction. These approaches navigate user neighbors 
in social networks and then ask them target item rate [18]. 
Most of exiting methods for social RSs explore entire network. 
[21] proposes circle-based recommendations for online social
networks. In [21] the author has offered a set of algorithms to
get user followers in a particular field. The main idea is that, a
user trusts all of his/her friend just by attaining to a context
without considering other contexts. They divided social
networks into several sub-networks.

In this paper, we have extended traditional user-based CF 
approaches by entering information about user's feelings and 
have tried to improve the performance of these systems by 
considering user's current feeling. Also, our proposed method 
can solve the problem of determine appropriate number of 
neighbors by using of emotion matrix. Most previous works 
have focused on the accuracy of predictions but, our method 
improves the accuracy of predictions, and by selecting the 
appropriate neighbors, improved the quality of 
recommendations too. 

The remaining of this paper is structured as follows. 
Section 2 describes our proposed algorithm in detail. 
Experimental results and discussion are given in Section 3. 
Finally, conclusion and future work are described in Section 4. 

II. THE PROPOSED METHOD

Emotion is one of the important elements of human nature 
that has a significant impact on his/her behavior and choices. 
Much researches in the area of psychology, neurology, and 
behavioral sciences shown that individuals choices are related 
to their feeling and mental moods [22, 23, 24]. The main 
objective of this paper is presentation of a recommender 
system that considers users’ emotion and mental moods. To 
achieve this goal, we try to find users with similar feelings and 
examine its effect in improving UBNN approaches 
performance. There are two main questions: 

1. How can obtain the users feelings?

2. How we can enter feelings in UBNN approaches?
Our proposed method answers both questions- we attain 

feelings explicitly by using emotional category approach and 
by defining emotion matrix, we present a method to insert 
feelings in UBNN approaches. Emotional category approaches  
are based on discrete emotional classes that assume users have 
a limited set of discrete emotions. In this paper is used Ekman 
base model [25], that categories user's mental moods in six  
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Fig. 1.  Emotion matrix 

sets, include anger, disgust, fear, happiness, sadness and 
surprise. When the useri rates itemj, he is asked to choose one 
of the categories for display their feeling according to his/her 
own internal feelings. To enter emotions, we define the new 
matrix called emotion matrix. TABLEI shows an example of 
rating matrix for four users and 5 items. When user rates an 
item, her/his mental moods store in emotion matrix. For 
example, in Fig.1 when user1 rates item1, he/she has 
“happiness” mental mood.  

Our recommended method is added to traditional UBNN 
approach by two different ways. In the first case, we just use 
emotion matrix and we don’t use rating matrix in our 
calculations. First, we find the most similar people (neighbors) 
in terms of the emotion to the current user. To calculate 
similarity, we use combination of Jaccard and mean squared 
difference similarity measures. We can obtain the final 
formalization by combining formula (1) and (2), is defined as 
formula (3).   

                        (1) 

                                                        (2) 

                                                                   (3) 

We assume that E= {anger, disgust, fear, happiness, 
sadness, surprise} is the set of user's emotions and the 
similarity measure is weighted by 8.  

Then, in the next phase, we predict the current user rating 
for the unknown item by using formula (4). 

                                   (4) 

TABLE I. RATING MATRIX (ON A 5-STAR SCALE) 

To find neighbors for the current user by using emotion 
matrix, we obtain the similarity of user A and user B toward all 
items and then, unrelated neighbors are removed among 
neighbors according to user mental moods toward the unknown 
item. For example, in Fig. 1, to predict item5 rate by user1,  

user2 and user4 are considered as neighbors and then 
user4 is deleted as unrelated neighbor.  

The second case is presented to solve the problem of 
neighbors’ appropriate numbers for current user in traditional 
UBNN approaches. In traditional UBNN approach, if all users 
be considered as neighbor for current user, not only increases 
computational time but also has negative effect on system 
performance (accuracy). The common method for reducing the 
number of neighbors is determining minimum threshold for 
users’ similarity or limiting and specifying a fixed number of 
neighbors. The problem with this method is that, if the 
threshold is too large, the size of the neighbors will be low for 
some users, so, reducing the convergence occurred and then we 
wouldn’t have prediction for the major of items and if the 
threshold value is too low, the number of selected neighbors 
wouldn’t decrease dramatically. We can solve this problem by 
using the emotion matrix and obtain the appropriate number of 
neighbors automatically. The method is as follows: 

1. By using emotion matrix, we select the user that has
similar mental moods with current user and add to
neighbors’ vector.

2. We calculate similarity of selected candidate
neighbor in the first step to current user by using RM.
If similarity is greater than the threshold, it means that
the candidate neighbors, is appropriate neighbor and
remains in neighbors list, otherwise, it removes from
neighbors list and we go back to step 1.

3. The predicted value for unknown item i for current
user is calculated by using existent neighbors in
neighbors.

User cold-start problem occurs when a new user has joined 
the system but her/his preferences are not yet known. This 
problem can be addressed with the help of hybrid approaches – 
that is, with the help of additional, external information, other 
strategies are also possible. One option could be to ask the user 
for a minimum number of ratings before the service can be 
used. To deal with this problem, we use emotion features and 
identify other users that have similar emotion with current user, 
then recommend those items enjoyed by them.  

III. EXPERIMENTAL EVALUATION

A. Data set
Our experiences have been done on Jester Dataset1 and

Jester Dataset2. Jester Dataset1 contains joke rating data that 
have been collected between 1999 and 2003. In this dataset, 
73421 users rated 100 joke in 20 degree. As, in this dataset, 
sparsity level is 0.447. The Jester Dataset2 has ratings of 150 
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jokes from 63974 users between 2006 and 2009. To examine 
the emotion influence, we choose 5000 users randomly and 
divided new dataset by using 5-fold cross validation methods 
to training and testing set. According to rating matrix, we 
create emotion matrix randomly with this assumption that users 
with similar rating will have same mental moods.  

B. Evaluation metrics & Results
The fundamental assumption in RSs is that, more

accurately predict most preferred by users. So, many of 
researches are going to find algorithms that provide better 
predictions. In this paper, we examine accuracy of prediction in 
three different categories, so that, not only the system error 
have been evaluated but also the quality of recommended list 
have been examined by using recommended items rate. We 
consider the following three categories for measurement 
accuracy: 1- Measuring Ratings Prediction Accuracy (MRPA) 
2- Measuring Usage Prediction 3-  Ranking Measures.

We use MAE (Mean Absolute Error) metric to evaluate
MRPA that is defined as formula 5: 

                                                                      (5)

Pi is the calculated proposed score and ri is the real score of 
itemi and n is the number of existence items in test dataset. 

 In many applications, RSs don’t offer user-friendly item 
but recommends items that the user may use. To evaluate this 
metric, we use a precision that is defined as formula 6: 

                                                      (6) 

When there is an item whit rate3 in test dataset, a system 
that predict rate2 for this item has same absolute Error with a 
system that predict rate4, while theses predict will appear in 
different places on rated list. Furthermore, the pleasant item 
that is in the first place of list and the pleasant item that is in 
10th place of list have the same precision. In many cases, the 
application presents a vertical or horizontal list of 
recommendations for user. These lists are long and need user 
search. So, items have ranked. Then the ranked list needs 
evaluating. To do this, we have used RankScore and NDCG 
(Normalized discounted cumulative gain) that are defined as 
formulas 7 and 8:  

                                                 (7) 

 

 

                       (8) 

Fig. 2. Comparison of prediction quality. 

Where h is the set of correctly recommended items, rank 
returns the position (rank) of an item, T is the set of all items of 
interest, α is the ranking half life, pos denotes the position up to 
which relevance is accumulated, reli returns the relevance of 
recommendation at position i.  

To do comparison, we run traditional UBNN method with 
different value of k and we examined entering emotions effect 
on this system by implementing our proposed method. 

To obtain the MAE, we ran both algorithms with same K. 
At each phase, k is determined automatically by our proposed 
method. Figure 2 shows the effect of neighbors’ number on the 
quality of predictions. In traditional UBNN method, when a 
few neighbors have been used for prediction, MAE is high, and 
if neighbors number is too large, we have accuracy loss again. 

In the first case, our proposed method only uses emotion 
matrix for obtaining users similarity, because of high-quality 
neighbors choice (neighbors very similar to the current user) 
has good prediction accuracy, and as shown in Fig. 2, it has 
reduced MAE. In the second case, few neighbors number with 
very high similarity with current user have remained for 
calculation by filtering neighbors that have less similarity with 
current user and this is reduced prediction error dramatically.  

In TABLE II, we recorded other evaluated metrics: P, 
NDCG and RankScore. For comparison, we considered our 
proposed method performance with traditional UBCF method 
based on the nearest neighbor by taking k=100. The results 
show that the proposed method presents us good 
recommendations because of considering user current mental 
mood. This is because when the user has a mental mood like 
“sadness”, our proposed method offers items to him that 
chooses by users who had “sadness” mental mood. 

IV. CONCLUSION

In this paper, our goal is evaluating effectiveness of 
additional information or using another type of information 
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TABLE II. COMPARISON OF PERFORMANCE 

instead of information about users rating. Experiences results 
show that by considering users mental mood, we can use a 
different type of information to improve CF approaches 
performance. For future works, we can use this information in 
other methods of CF to solve presented scalability and 
reducing computation time problem such as MF or Cluster 
method and examine performance improving in these 
approaches. 
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Information interaction of decentralized group control 
of unmanned vehicles  

Abstract— In this article, we research decentralized group 
(swarm) of unmanned vehicles two-level control, as a set 
of material points. We provide methods for information exchange 
in the group and algorithms of distributed control based 
on imitation of different aggregate states of matter by a 
group of unmanned vehicles. In the article, we review 
three swarm "aggregate states": solid, liquid and gas, 
examine issues of sustainability of the system in 
different variants of the aggregation state simulating 
algorithms.  

Index Terms—Swarm, Group of unmanned vehicles, Two-level 
control, Decentralized group control, Information 
interaction, Aggregate states of matter, Distributed control 

I.�INTRODUCTION

Robotic systems are used in very different fields of 
science, technology and industry for a long time. A large 
number of studies have been devoted to the problem of 
creating them. Recently, many technical, technological 
and algorithmic problems faced by developers of such 
systems are solved. 

Currently, became possible to create a design small enough 
sizes, for example, quadrocopters which can 
autonomously move in space, fulfill their tasks and have a 
small cost. Instead of one large unmanned vehicle (UV), it 
allows using several small-size and low-cost UVs which 
jointly could perform the same tasks and would have the 
same advantages. These advantages include low cost and 
less vulnerable UVs group as a system, related to the fact that 
in case of losing few drones, the group is able to perform the 
task, invisibility for people and radars, related to small size 
of each drone and opportunity to disperse in space in case of 
group movement, ability to make decisions and transmit 
information more quickly, as well as greater operating 
range. In addition, UV group as a system demonstrates 
new properties that allow you to perform other kinds of 
tasks unfulfillable by one UV, e.g., large-scale scanning 
and surface research, assembly of complex structures et. 

First of all, centralized control is considered as principles 
of control, which becomes a problem of control 
multilevel hierarchical system in case of increasing the number 
of UVs in the group. In the same time, there are some 
approaches of 

decentralized control by an object group, which now 
communicate with problems of multiagent systems more and 
more tightly [1]. 

Centralized control of UV group meets more and more 
challenges with increasing amounts of UVs. Firstly, presence 
of a central control UV makes the system more vulnerable and 
less robust, because any faulty operation of the central UV is 
enough for losing control of the entire group. In addition, the 
requirements for the CPU, RAM, central controlling UV 
performance, reliability and power of central UV 
communication system, are increasing. In this way, with a 
sufficiently large amount of drones group, use of centralized 
control principles, when every UV directly "obeys" to more 
"senior", becomes impractical, expensive, and even 
unrealizable. 

Hence, it follows problem of actuality of development of 
decentralized control for a large group, or swarm, of UVs, 
when a single command is sent to all swarm, and each UV 
executes this command on their own [2]. All units in group 
shall be completely identical. They completely should repeat 
each other in construction and algorithms, and their actions 
should depend both on total command for the group and on the 
mutual position. 

Most often, when designing the system, which is 
decentralized controlled group of UVs, the researchers are 
inspired by the creations of nature. E.g., the UVs group can 
simulate the movement of animals flock or insects swarm 
[9-15]. In this case it is possible to use analogs of quorum 
sensing as in bacteria [14], trophallaxis as bees, ants or termites 
[13], as well as hormones [15] for information exchange. Each 
UV realizes the so-called situational behavior [16], in 
accordance with the general mission and information that is 
received by the selected method. On the hardware level, the 
connection between the UVs can be implemented on the basis 
of radio, Wi-Fi and Bluetooth, light, sound, and even chemical 
signals. 

II. TASK DEFINITION

We have a certain group of UVs, which consists of a large 
number of units 
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 Xi (i = 1,n). (1) 

Each unit is identical to the others and its state at time point 
t can be described by the vector-function of state 

 xi(t) = [xi,1(t), xi,2(t), …, xi,m(t)]T. (2) 

Then the state of the entire group will be described by the 
vector 

 X(t) = [x1(t), x2(t), …, xn(t)]T. (3) 

We need to develop methods of control UVs group and of 
interaction between the UVs. This means we need to organize 
the timely exchange of actual information between the UVs 
and to design algorithms, which will translate the system (3) in 
the state required in the general task, based on the information 
received. 

For each UV the restrictions are imposed by the 
environment, e.g., obstacles that he has to fly around. Also, all 
neighboring UVs impose restrictions on each UV. This is the 
minimum distance between the UVs, that is necessary to 
prevent collisions, and "visibility" of UV by at least one other 
UV, for the possibility of information transmission and 
prevention of losing the UV by group, et. Additional 
constraints may be transferred to the group in a task. 

III. CONTROL OF GROUP MOTION OF UNMANNED VEHICLES 
We will use a mobile ad-hoc Wi-Fi network to ensure 

communication and information transfer between the UVs. I.e. 
each UV or the operator will be able to communicate with any 
neighboring UV and send him a request to provide any sort of 
information and resources within the group. Also, each UV 
should process requests of the operator and the other UV and 
send the information requested. 

Such a network would allow adding and removing units 
from the system at any given time. And at the same time, 
resources which are required for system operation, are shared 
among all UVs. 

We offer a two-level principle of organization of UVs 
group control. The upper level implies centralized command by 
the operator, or the forming of target designation by automated 
system for a group of UVs as a whole. On the lower level, each 
UV fulfills own motion algorithms independently, basing on a 
predetermined common goal and mutual relative position to the 
nearest UVs. 

The basic idea of group control of UVs, offered by us, is an 
imitation of aggregate state of matter by a group of UVs. On 
the lower level control, control algorithms of each UV are 
compiled in such a way that the group as a whole is presented 
to the operator either as a solid or as a liquid or as a gas. Then 
the high-level commands are becoming intuitively 
understandable for the operator. He has a finite set of high-
level commands for the group control as a "substance", that is 
certain body, and a group of UVs independently perform these 
commands, based on their inherent low-level standard 
algorithms. 

High-level commands for controlling a group of UVs as a 
substance can be divided into the following groups: 

� Commands for conversion to a new aggregate state 
(AS) with the specified parameters. Conversions can 
be carried out from a previous AS, and from an 
arbitrary initial state, not corresponding to any AS. 

� Commands for moving a group of UVs in a 
preassigned direction for the current AS. For example, 
moving the center of mass of "solid", the movement 
relative to the center of mass, etc. 

� Commands related to the direct fulfillment of the goal 
task. For example, aerial photography of location, etc. 

When group control of UVs is being implemented, not real 
properties of matter simulation in the appropriate AS is the 
aim, but the imitation of the key properties of the AS of matter 
that may be useful in the group of UVs control. Let us consider 
these key properties. 

At the "solid" AS a group of UVs has a constant structure. 
In this case, it is convenient to use the "crystal" structure. All 
UVs rigidly positioned at predetermined nodes in relation to 
each other. Each UV can slightly oscillate a relatively a 
predetermined position, by analogy with the motion of atoms 
in the crystal lattice. The structure of the "crystal lattice" and 
the degree of permissible oscillations is set at the high level of 
control. The control system of each UV executes its own set 
position. 

There is a second possible method of constructing a model 
of "solid" AS, by using a unique non-recursive scheme, which 
is defined in an array of nodes, in which UVs should be 
situated. This method assumes that there is certain finite 
location scheme of UVs relative to each other. 

Group of UVs in "liquid" AS has the following key 
features: 

� Maintaining a constant density, i.e. the concentration 
of UVs in space. The consequence of this property is a 
volume, constantly occupied by UV group. 

� Tendency of a group of UVs to occupy structure with a 
minimum square of the shell, which covers a group of 
UVs. This requirement reproduces such property of the 
liquid as a surface tension. 

Group of UVs as "fluid" moves compactly, while UVs 
don’t have a fixed position in the group and are interchanged 
freely. Group of UVs avoids obstacles by flowing around or 
seeping. Minimum distance between UVs is one of limiting 
conditions for the "liquid" AS. It is needed to avoid collisions 
of UVs. 

In the "gas" AS, group of UVs has such key property, as a 
tendency to occupy maximal domain evenly. It is assumed that 
at the high level of control the domain configuration is set, i.e. 
the shell, which should occupy the "gas". If the shell is not 
limit a group of UVs in the "gas" AS, then the whole group 
occupies the maximum possible domain, at which it remains 
controllable. Visibility range of UVs each other is one of the 
limiting conditions on the maximum domain. UVs cannot 
dispose to a greater distance. 
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IV. THE RELATIVE MOTION OF UNMANNED VEHICLES IN THE 
GROUP  

Let’s consider the relative movement of vehicles under the 
influence of low-level algorithms. Group of UVs imitates the 
movement of molecules of the substance under the influence of 
internal forces. The resultant of these forces will be required 
thrust for each UV. At the same time, UV calculates forces, 
which would affect on it if it were a particle of matter. UV 
finds the resultant force and implements its action by its own 
traction. Values of the acting forces are computed in 
accordance with a predetermined law of motion. 

In each of the described AS’, every UV mimics forces, 
acting on it from the rest of UVs, which can be divided into the 
forces of repulsion and attraction. Repulsive forces are 
necessary to prevent the collision of UVs. Forces of attraction 
are necessary to prevent loss of communication between the 
UVs. 

We can set the interaction between UVs ourselves, thereby 
changing the properties of the UV group. Let us imagine UVs 
as material points. 

Compare the effect of various laws of motion. They can be 
divided into two classes: linear (such as Hooke's law) and 
nonlinear (such as Coulomb's law, the law of the hyperbolic, 
quadratic laws and others). 

The basic advantage of non-linear laws, in contrast to the 
linear: with decreasing distance between vehicles, force acting 
between them increases rapidly up to infinity. Thereby we 
ensure that the UVs never collide. But this is only possible in 
an ideal system. In fact, we cannot attach to the UV endless 
traction, and fulfilment of prescribed program is not 
instantaneous, this imposes restrictions on the initial conditions 
of the system. 

V. CONCLUSIONS 
In this article, we propose an approach to the organization 

of the control of large groups of unmanned vehicles. It is based 
on an imitation the aggregation states of matter by a group of 
unmanned vehicles and its decentralized control. It allows you 
managing a large group of UVs using the intuitive high-level 
commands. Thus, the algorithms for conduct and control of 
each vehicle are quite autonomous and simple. Control is 
carried out in accordance of the information about the relative 
position of the nearest vehicles based on the given law of 
interactions. The choice of the laws of UVs interactions is in 
the designer hands. Currently, the authors investigated several 
types of interaction of unmanned vehicles, including Hooke's 
law, the law of Coulomb, hyperbolic law and other. During the 
carrying out the work the software module was developed that 
allows you to simulate the control of vehicles group in three 
aggregation states of matter. In addition, the sustainability of 
the group as a system of material points with different laws of 
their interaction has been investigated. 
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Abstract—Terrorist organizations are not completely 

independent, however, they frequently interact with each other. 
Emerging researches have studied the consequence and 
influential factors of these relationships. But there have rarely 
been given precise empirical analysis on its interactive strength 
and effectiveness. Social Network Analysis (SNA) is considered as 
an effective method to quantify and analyze relationship between 
different social actors.  In this paper, our focus is the cooperation 
relations between terrorist organizations. Based on the terrorist 
incident dataset from 1970 to 2014, this paper establishes the 
cooperation network of terrorist organizations and studies its 
structural characteristic. The results have shown that both the 
states of cohesion and separated can be found in the cooperation 
network. The relationship between organizations is more closely 
in the central part of the network, and the organizations within 
the same subgroups have obvious similarities in political goals 
and activity regions. Additionally, some important organizations 
in the operational cooperation have been identified. The 
removing of these organizations will have a significant impact on 
the cooperation network structure. 

Keywords—Terrorist Organization; Operational Cooperation; 
Social Network Analysis; Structural Characteristic; Cohesive 
Subgroup 

I.  INTRODUCTION  
After the end of the Cold War, terrorism has become an 

increasingly important issue among decision makers and 
security experts. Terrorist organizations are groups use 
terrorism in order to obtain a political goal through 
intimidation of a wider audience beyond their immediate 
victims [1]. These organizations are not completely 
independent, however, they frequently interact with each other. 
Some terrorist organizations share with each other and jointly 
conduct attacks, while other organizations are in a state of 
opposition and even fight with each other. The cooperative 
ties between terrorist organizations are quite essential for its 
survival, as these connections can help the organizations meet 
their needs relating to intelligence, personnel, training and 
weapons by sharing resources and increase their attraction in 
recruitment [2]. To understanding the interaction of terrorist 
organizations is quite helpful for the security department to 
monitor and predict the covert activities as well as develop 
strategy for the countering international terrorism.  

Emerging researches have studied the consequence of 
these relations and showed that the inter-organizational ties 
have important impact on the terrorist organization [3-4]. 
Some scholars theorized the formation of relations, and use 

case study to explain why some terrorist organizations 
cooperation occurred in a specific situation [5]. With the 
increasing attention to relationships between actors in the 
study of political violence, social network analysis also has 
been used to study the relations between states, groups or 
individuals. Scholars increasingly use the social network 
framework to understand terrorism, especially the structural 
characteristics of covert networks [6]. These works have 
studied the terrorist organization from different perspectives 
and provided useful results in how the terrorists act and its 
influence. However, there are two limitations in current 
reported studies: The first limitation is the shortage of 
quantitative research on the relations between terrorist 
organizations. Secondly, most of the studies using social 
network approach have focus on the examining of relations 
between individual terrorists, not groups. 

In this paper, we address these shortcoming in the 
literature by focus the cooperation relations between terrorist 
organization. A framework is proposed for the quantitative 
analysis of the terrorist organization cooperation network. 
Based on the terrorist incident dataset from 1970 to 2014, we 
construct the cooperation network model of terrorist 
organization, and analyze its network-level properties, 
cohesive subgroup and important organizations. The rest of 
the paper is organized as follows. Section 2 describe the 
design of the research, which include the method for model 
construction and structural characteristic analysis. Section 3 
present the quantitative empirical analysis for the cooperation 
network of terrorist organizations. Section 4 concludes the 
paper.  

II. RESEARCH DESIGN 
Fig.1 demonstrate the research framework for the 

cooperative relations, which consists of the following three 
components: (1) The data collection and preprocess, including 
the data extraction based on terrorist incident dataset. (2) The 
construction of cooperation network model, involving the 
definition and visualization of the cooperative interaction 
between terrorist organizations. (3) The characteristic analysis 
of the cooperation network, including the network analysis 
approach of the cooperation network in structural properties 
and nodes position, also providing the statistical results and 
discussion of the cooperative behavior of terrorist 
organizations. 
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Fig. 1. The Research Framework for Cooperative Relations

A. Construction of the Cooperation Network Model 
Cooperative connections between terrorist organizations 

involve substantive logistical coordination and operational 
coordination [7]. In this paper, we attempt to address the 
operational cooperative behavior of terrorist organizations, 
which means that two groups jointly conduct an terrorist 
attack. Each terrorist organization is taken as a node in the 
cooperation network. We have reason to regard that there is a 
definite relations between two terrorist organizations if it is 
recorded in the database that they both claimed to 
responsibility for a certain terrorist attack. Thus, we use an 
edge between the two nodes to presents the operational 
relations between the two terrorist organizations.  

In the cooperation network model, the set of terrorist 
organization is denoted by set 1 2{ , , }nA A A A� , the relation 
on A is defined mathematically as a subset of the n n? , and the 
cooperation relation between each organization is represented 
by the n n? adjacency matrix ( )ijAA a� . The ija represents the 
number of terrorism attacks that have jointly committed by 
terrorist organization i and j ( , 1,...,i j n� ).  

B. Structural Characteristic Analysis 
Plenty of measures and method are used to calculate and 

map the structural properties of the network in SNA [8]. The 
measurements we used in the framework can be classified as 
network level and node level.  

Measurements in network-level can help us better 
understand the global structure and characteristics of its 
activities of operational cooperation network, which including 
the density, clustering coefficient, average distance, 
centralization and so on. Network density is used to describe 
the levels of intimacy relationship among terrorist 
organization (1). Clustering Coefficient measures the degree 
of clustering in a network by averaging the clustering 
coefficient of each node, which is defined as the density of the 
node's ego network. Here we use the definition of Barrat [9] to 
calculate it (2). Network Centralization is based on the 
centrality of each node in a square network. It makes greater 
emphasis on the situation of the whole network (3) (4) (5).  
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Many researches have been done in the detecting of key 
nodes. Scholars have used centrality analysis combined with 
attribute measures to evaluate the key person in the terrorist 
organization [10]. Centrality Analysis is often used to describe 
the social status of a node in the network, which is a kind of 
quantitative research of prestige and power [11]. The 
organization occupy cenral position in the cooperation 
network is believed to be more influential in terms of the flow 
of resource and the spread of behaivors. Degree Centrality is 
used to describe the importance of a node in the network (6). 
Organizations with high degree centrlity is more active in the 
operational cooperation. The Betweenness Centrality is used 
to measure the connections of one given organization with 
others in the cooperation network (7). Organiations with high 
betweenness could be thought of as a gatekeeper of 
information flow. The Closeness Centrality reveals the 
closeness of an organization to the other organizations in the 
network (8). High scoring organization in closeness have the 
shortest paths to all others in the cooepration network, which 
has advantage in the transfering of information.  
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Clustering analysis is used to identify the cohesive 
subgroups of actors within a network [12]. Cohesive 
subgroups are subsets of actors among whom there are 
relatively strong, intense and frequent ties. The concept of 
cohesion subgroup includes the N-Cliques, N-Clan, K-Plex, 
K-Core, and Lambda Set. Many grouping method are used in 
social network analysis in order to explain how many cohesive 
subgroups exist and how the relations between terrorist 
organizations within the same groups. 

III. EMPRICAL ANALYSIS OF THE COOPERATION NETWORK 
The data used to describe the terrorist organization 

cooperation is from the Global Terrorism Database (GTD) 
terrorist incident dataset [13]. The GTD recorded the brief 
information on publicly reported terrorist events around the 
world from 1970 to 2014, including the incident date and 
location, attack type, target and perpetrators, weapon 
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information, casualties and so on. The results of data 
preprocess show that there were 141,966 terrorist attacks by 
2014. Terrorist organizations claimed to be responsible for 
76,850 attacks (about 54.13% of the total). 828 attacks among 
them were jointly conducted by more than one terrorist 
organization.  

Based on the definition of operational cooperation, we 
have built the global cooperation network of terrorist 
organizations from 1970 to 2014. Here we use ORA [14] to 
visualize and explore the structural characteristic of the 
cooperation network. The analysis is from two levels: In the 
network level, we focus on the global structure and cohesive 
subgroup of cooperation network. In the node level, centrality 
analysis is used to explore the important terrorist organizations.  

 

Fig. 2. The Cooperation Network by 2014 

Fig. 2 shows a snapshot of the cooperation relations by 
2014. Both the states of cohesion and separated can be found 
in the cooperation network. The relationship between 
organizations is more closely in the central part of the network, 
while many isolated node pairs can be found on the edge of 
the network.  

Table 1 demonstrates the statistical results of the network-
level properties. We found that 403 terrorist organizations 
have formed 443 cooperative relations with other 
organizations. Compared with other social networks, the 
cooperation network of terrorist organization is loosely 
connected, and  more tend to hierarchical model. The strength 
of the nodes are uneven distributed, heterogeneity in the 
strength of nodes is shown in Fig. 3. The strength of the 
majority nodes is very small, while very fewer nodes with 
greater strength. The local efficiency of the cooperation 
network (0.2168) is much larger than the global efficiency 
(0.0286), as there exist many cohesive subgroups in the 
network. 

TABLE I.  THE NETWORK-LEVEL PROPERTIES OF COOPERATION 
NETWORK 

Measure Value Measure Value 

Node Count 403 Link Count 443 
Average 
Distance 8.987 Average Speed 0.1113 

Degree 
Centralization 0.0061 Betweenness 

Centralization 0.1116 

Density 0.0054 Transitivity 0.228 
Density 

(weighted) 0.0005 Clustering 
Coefficient 0.1134 

Diffusion 0.1798 Connectedness 0.1817 
Efficiency 
(Global) 0.0286 Efficiency 

(Local) 0.2168 
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Fig. 3. The Cumulative Distribution of Node Strength 

In this paper, Newman clustering algorithm was used to 
analyze the cohesive subgroups. 83 cohesive subgroups have 
been identified in the cooperation network (Newman 
modularity: 0.889). Table II shows the top 10 cohesive 
subgroups in the cooperation network, including both the 
structural and organizational properties of these groups. It is 
founded that measures for the extent to which ties are 
concentrated within a subgroup, rather than between 
subgroups. This is because the forming of relations are quite 
related to the organizational properties. There exist some 
preferences in the selection of cooperation partners for the 
terrorist organizations, which is confirmed that terrorist 
organizations within the same subgroup have obvious 
similarities in political goals and activity regions. These 
organizations tend to form cooperative ties with ones in 
similar properties. Take the largest subgroup for example, 41 
terrorist organizations can be found in this subgroup, most of 
the them have goals related to religious and located in 
Afghanistan. Additionally, these subgroups are not isolated,  
they connected to each other and have formed their own union. 

 

 

 

 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 301 12-14 Oct 2016, Baku, Azerbaijan



TABLE II.  TOP 10 COHESIVE SUBGROUPS IN THE COOPERATION 
NETWORK 

R 
Structural Properties Organizational Properties 

Size Density  Clustering 
Coefficient Ideology Bases of 

Operation 
1 41 0.003 0.369 Religious Afghanistan 

2 32 0.004 0.267 Nationalist Israel, Syria, 
Lebanon 

3 26 0.017 0.453 Anarchist Africa 

4 24 0.013 0.419 Nationalist India, Kashmir, 
Pakistan 

5 21 0.009 0.383 Nationalist Israel, Palestine, 
West Bank/Gaza 

6 15 0.023 0.169 Religious 
Indonesia, 
Malaysia, 
Thailand 

7 13 0.09 0.254 Environmental 
Canada, United 

Kingdom, 
United States 

8 12 0.011 0 Nationalist Ethiopia, 
Somalia 

9 11 0.01 0.309 Communist Colombia 

10 10 0.042 0.54 Religious 
Indonesia, 
Malaysia, 

Philippines 
 

In the node-level, we have calculated the centrality of 
organizations. Degree centrality is used to identify the 
dominant organizations in the operational cooperation network 
(shown in Table III). It is founded that  Lashkar-e-Taiba (LeT), 
Al-Aqsa Martyrs Brigade and Tehrik-i-Taliban Pakistan (TTP) 
are more likely to conduct attacks with others. The LeT is the 
armed wing of the Pakistan-based religious organization, and 
one of the three largest and best-trained groups fighting in 
Kashmir against India. LeT attacks have increased tensions in 
the already contentious relationship between India and 
Pakistan.  

TABLE III.  TOP 10 ORGANIZATIONS IN DEGREE CENTRALITY 

Rank Terrorist Organization Value 

1 Lashkar-e-Taiba (LeT) 0.0066 

2 Al-Aqsa Martyrs Brigade 0.006 

3 Tehrik-i-Taliban Pakistan (TTP) 0.0057 

4 Taliban 0.0056 

5 Revolutionary Armed Forces of Colombia 
(FARC) 0.0052 

6 Palestinian Islamic Jihad (PIJ) 0.0052 

7 Hamas (Islamic Resistance Movement) 0.0051 

8 Islamic State of Iraq and the Levant (ISIL) 0.0049 

9 Al-Qa`ida 0.0042 

10 Al-Nusrah Front 0.0037 

 

Betweenness centrality is used to identify the bridging  
organizations. (shown in Table IV). Organizations with high 
betweenness centrality play a significant role in the 

coordination of various resources including the intelligence, 
weapon and personnel. Al-Qa`ida, Hamas and Lashkar-e-
Jhangvi are identified as the bridge organizations in the 
cooperation network. As the bases of operation is distributed 
in more than 50 countries and regions around the world, Al-
Qa`ida has played an important role in connecting the terrorist 
organizations in different countries and also the different 
cohesive subgroups.  

TABLE IV.  TOP 10 ORGANIZATIONS IN BETWEENNESS CENTRALITY 

Rank Terrorist Organization Value 

1 Al-Qa`ida 0.1139 

2 Hamas (Islamic Resistance Movement) 0.0834 

3 Lashkar-e-Jhangvi 0.076 

4 Harkatul Jihad-e-Islami 0.0584 

5 Islamic Jihad (Ideological Grouping) 0.045 

6 Hizballah 0.0363 

7 Al-Aqsa Martyrs Brigade 0.0322 

8 United Liberation Front of Assam (ULFA) 0.0267 

9 Islamic State of Iraq and the Levant (ISIL) 0.0263 

10 Tehrik-i-Taliban Pakistan (TTP) 0.0254 

 

IV. CONCLUSION 
The understanding of interactive mechanism between 

terrorist organizations is quite important for the government to 
make reasonable policy and carry out effective cooperation 
programs in the countering of terrorism. Based on the social 
network analysis method, this paper presented a framework 
for the quantitative analysis of the cooperation relationship 
between different terrorist organizations. We constructed an 
operational cooperation network model based on the GTD 
dataset, characteristics of the global terrorist organization 
cooperation network have been analyzed from both the 
network-level and node-level. The results have shown that 
both the states of cohesion and separated can be found in the 
cooperation network. The relationship between organizations 
is more closely in the central part of the network, and the 
organizations within the same subgroups have obvious 
similarities in political goals and activity regions. Additionally, 
some important organizations in the operational cooperation 
have been identified, such as Lashkar-e-Taiba (LeT), Al-Aqsa 
Martyrs Brigade and Tehrik-i-Taliban Pakistan (TTP). The 
removing of these organizations will have a significant impact 
on the cooperation network structure. 

The results also raise a number of questions about counter-
terrorism policy, which in turn create opportunities for further 
analysis. The worldwide terrorist activities would be contained 
to a certain extent if we could destroy the dominant 
organizations or cut off the important relations. With this in 
mind, governments should generally be concerned about the 
cooperation trend between terrorist organization and develop 
specific countering strategy.  
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Abstract—Nowadays most of people of developed economy 
countries interact with software every day. As a result of 
computer systems expansion to all scope of people’s activity the 
problem of transition from visual and command interfaces to 
natural language user interfaces is thrown into the sharp relief. 
Computational linguistics and natural language processing 
methods are described in this article. Represent a formal 
definition of a dialogue system as a Markov decision process. 
Methods of natural language manipulation are applied in 
machine translation software systems, systems of search and 
exchange the data, text annotation and expert systems. Prototype 
of natural language user interface to structured data source is 
developed. As a result it is convert natural language user’s query 
to SQL query to database. Also showed application of 
Levenshtein distance for processing natural language query to 
SQL query to database. Natural language user interface is 
created to predefined subject field. User interface interacts to 
database that contain information about existent program 
libraries and frameworks. Consequently, using natural language 
processing methods it is possible to develop user natural language 
user interface providing capability to interact with machine. 

Index Terms—Natural language processing, database, dialogue 
system, user interface, Markov decision process, Levenshtein 
distance. 

I. INTRODUCTION  

There are many computer software systems in the world. 
Each of them has a different principle of interaction. As a result 
it leads to some problems of their free using. 

Using natural language to communicate with computer 
software systems is a way to solve the problem. Natural 
language user interface may help people to interact with 
computer systems. And this method has such advantages as  

• Minimal user preparation for working with computer 
system 

• Simple and fast way to put an arbitrary question to 
software system. 

Simplicity of natural language interface interaction is 
achieved by everyday using natural language. 

Limited set of vocabulary and grammar units can be used 
for natural language user interface of software systems. It 
doesn't lead to deep functionality degrading of question-
answering system. 

Limited language is a subset of natural language. A native 
speaker easily understands the text in a limited language. 

There is no need to lengthy learning skills of limited 
language text composition because it has a limited set of 
vocabulary and grammar. 

It allows avoiding linguistic uncertainty and decreases 
natural language elements processing time [1]. 

II. WORKFLOW 

Natural language user interface is considered to be a 
specific intelligence system providing a dialogue between the 
user and the software system within a definite subject field. 

Intelligence system of natural language user interface 
consists of: 

• User interface whereby the user inputs the message 
and gets an answer from the system. 

• Translator of natural language requests to internal 
language of queries. 

• Translator of internal language units to natural 
language. 

The operation cycle of natural language user interfaces 
starts with the message input in natural language by entering 
the text. The next step is creating a formal description of the 
text. All previous analysis results are used to analyse the 
following queries. It makes it possible to resolve the issues 
connected with using the same terms in different subject fields. 

 All components of natural language user interface 
knowledge machine may be classified into translators and 
analyzers. Translators translate knowledge from one language 
to another. For example, they translate the descriptive 
knowledge of some subject field to a natural language text.  

The analyzers analyze knowledge units and develop 
previously unknown facts. For example, it can be the analysis 
of a user’s question to find an answer. 

III. MARKOV DECISION PROCESS 

Translation system is the part of dialogue system. This 
section represents dialogue system as a Markov decision 
process. It will be illustrated by the example of dialogue where 
the goal of the system is to get the list of libraries to user 
through the shortest possible interaction. In this example user 
should make queries using values of “programming language” 
and “license type” as a filter. 

Markov decision process is described in terms of a state 
space, an action set and a strategy. Dialogue system’s state 
represents all resources it interacts with. For our example, the 
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state includes two entries: libraries list filter by “programming 
language” and libraries list filter by “license type”. The total 
number of states including one initial state, different 
combinations of libraries list depends on input values and filter, 
and a special final empty state. 

The action set of the dialogue system includes all possible 
actions it can perform, such as interactions with the user (e.g. 
asking the user for input, providing a user some output, 
confirmations, etc.), interactions with other external resources 
(e.g. querying a database), and internal processing. 

For our example, the action set include such actions as: 
1) A question where user asking libraries list for specific 

programming language. 
2) A question where user asking libraries list with specific 

license type. 
3) Step-by-step questions where user asking libraries list 

with specific programming language and license type or vice 
versa. 

4) A final action, closing the dialogue. 
When an action a is taken at state s, the system’s state 

changes to be s’. The state transitions are modeled by transition 
probabilities as in Eq. 1. 

 PT ( s(t+l) = s’ | s(t) = s, a(t) = a )                  (1) 

Path from initial to final state is a dialogue session. A 
dialogue strategy shows what is the next action will be 
invoked for each reached state. 

It is possible to measure the system performance by an 
objective function C, where the costs Ci measure the distance 
to the achievement of the application goal, and the efficiency 
of the interactions as in Eq. 2. 

 C = ¤ Ci                                       (2) 

In general, the costs in Markov decision process are 
described by the conditional distributions as in Eq. 3. 

PC ( c(t) = c | s(t) = s, a(t) = a )                  (3) 

Quadruple of state space, action set, transition probabilities, 
and cost distributions defines a Markov decision process. 

For our example the objective function includes three terms 
as: 

C = Wi × <# interactions> + We × <# errors> + Wf ×    
<# incomplete values> 

The first term is the expected duration of the dialogue; the 
second corresponds to the expected number of errors in the 
obtained values; and the third measures the expected distance 
from achieving our application. 

In order to reflect this objective function in our dialogue 
model, we associate a cost c to the taken action a in a state s. 
The cost incurred with any of the first three actions in dialogue 
system is Wi + We × number of errors. If we assume that the 
concept error rate for recognition of filter values separately (for 

questions 1 and 2) is p1 , and together (for question 3) is p2,    
p2 > p1 , then the expected cost accumulated when actions 1 or 
2 are taken is Wi +We × p1, while for question 3 is               
Wi + 2 × We × p2. For action 4 (closing the dialogue) the cost 
depends deterministically on the state in which this action is 
taken and is Wi + 2 × Wf  for an initial state, Wi + Wf for states 
in which one of the filter values isn’t used, and Wi for the states 
in which both filter values are used. 

Fig. 1 shows three different strategies and their costs for the 
example system. Optimal strategy minimizes the objective 
function. In this case C1 = Wi + 2 × Wf. For example, in 
strategy 1 (where the system close the dialogue as the first 
action) is optimal when the recognition error rate is too high:  
p1 > (Wf  ��Wi) / We. 

In strategy 2, a user asking libraries list for one of the 
disposable filter values, and closes the session. In this case      
C2 = 2 × Wi + 2× p2 × We. 

In strategy 3, a user asking library list with specific 
programming language and license type, and then closes the 
session. In this case C3 = 3 × Wi + 2 × p1 × We . Strategy 3 is 
optimal when the difference in error rates justifies a longer 
interaction: p2 ��p1 > Wi / 2 × We . 

There exist in literature several techniques for computing 
the optimal strategy given the correct model parameters (the 
transition probabilities and the cost distributions), including 
value iteration, policy iteration, etc. These techniques are based 
on dynamic programming that can be used due to the 
Markovian nature of this model. They rely on the following 
definition: 

Optimal value V(s) of a state s is the lowest expected cost 
incurred after the system left state s and until it reached the 
final state. The optimal value function is unique and can be 
defined as the solution to the simultaneous equations as in    
Eq. 4. 

   (4) 

where < C(s,a) > is the expected cost for action a in state s [2]. 
 

Fig 1. Different strategies of Markov decision process. 
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IV. NATURAL LANGUAGE PROCESSING 

Natural language processing of a text consists of three 
phases: 

• Morphological analysis. 
• Syntactic analysis. 
• Semantic analysis. 
The first step is morphological analysis. For each allolog 

relations for grammatical categories like gender, case, 
declension and so on are formally extracted from the sentence. 

The next step is syntactic analysis. Syntactic relations 
between words are created in the sentence, main and 
subordinate parts of sentence are extracted, sentence type is 
specified, and so on. 

Syntactic analysis is executed phase-by-phase using the 
data obtained at the previous step. This phase uses lexical and 
syntactic rules for analyzing the language. 

Semantic analysis phase is the most difficult phase of 
natural language processing. Semantic analysis is based on 
knowledge machine for a specific subject field and the 
information received within previous phases. At this stage a 
linguistic construction is compared with the construction stored 
in system memory.  

Creating word semantic model is referred to as 
polysemanticism. Word sense is a set of possible values, each 
of them may be implemented in a specific subject field. 

V. TRANSLATION NATURAL LANGUAGE QUERY TO SQL 

The first step is translation of natural language query 
to English language. English language is selected because 
column names of database scheme frequently named using 
exactly English language. Also in case of need translation 
module may be changed to another language translation 
module. 

Then from the user’s query key entities is extracted. In 
most cases key entities are nouns. The next step is for each pair 
{key entity; table column name} the Levenshtein distance is 
calculated. As a result for pairs {key entity; table column name} 
with the least value of the Levenshtein distance defined key 
column names. Then these key column names includes as a 
part of SQL query to database. Figure 2 shows the general 
scheme of processing natural language user query to SQL 
query to database. 

Fig 2. Processing natural language user query to SQL query to database. 

Prototype of natural language user interface to 
database was developed in this research. Source data is 
relational database MySQL that contains information about 
existent program libraries and frameworks.  

Output data of natural language user interface is SQL 
query to database. One of the necessary conditions is 
occurrence of data structure describing the database. In 
particular, information about table’s and their fields names 
should be occurred. 

Complex natural language sentence in user’s query to 
database didn’t used in natural language user interface. 
Though, it needs to create linguistic analyser as converter that 
consists of two text abstraction levels — morphological and 
syntactic [3]. Each text abstraction level should have a model 
component with array of rules and libraries and have custom 
query image such as morphological and syntactic structures. 

There is no need to use the semantic analysis phase 
because subject field are known beforehand and linguistic 
analyser should be therefore named as linguistic translator. 

Acceptable quality level of natural language query 
processing achieved without full grammatical sentence 
analysis. It is enough to extract the most informative parts of 
texts such as keywords, phrases and fragments. Next step is 
creation of morphological and syntactic models using 
morphological and syntactic analysis methods [4]. 

Source data is user’s query to relational database that 
has such limits as: 

• Query consists of one or more simple sentences in 
Russian language. 
• If query contains multiple simple sentences then each 
next sentence should contain noun from one of previous 
sentences. 
• Query should request information relevant to 
database. 
• Query should has clear nature: shouldn’t use 
demonstrative and personal pronouns (“I, you, he/she/it, 
they, this, that”) and particles (“whether,  or, which”). 
• It is recommended start query with  special words 
such as “get”, “show”, “enumerate”, “when”, “which 
time”, “what”, “which” [5]. 
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Abstract— The paper describes the project “Integrated 

technologies for fire monitoring and first alert” proposed by the 
authors to satisfy technical requirements of the Firefighter 
Bodies with particular attention to the monitoring of wood fires 
and release of chemical materials. The target system is composed 
of three sub-systems: sensors to detect target parameters, 
telecommunications to transfer sensor data in real time and for 
first alert management, fire evolution real time simulator to 
support decisions. The project aims also to integrate the three 
subsystems facing and solving technical/scientific issues to 
provide a significant applicative high value. 

Keywords—Sensors, LIDAR, hybrid networks, simulation, fire 
monitoring, alert, real time, support to decision. 

I.�INTRODUCTION 
In Italy many areas are particularly sensitive to fire and 

uncontrolled gas releases, such as woods close to residential 
blocks and industrial areas. The main issue identified by the 
Firefighter Body is the lack of an efficient early monitor and 
detect system allowing a prompt and efficient remediation. In 
this framework, the project aims to the design, implementation 
and test of an efficient monitoring and control system jointly 
relying on innovative sensors (LIDAR), on hybrid 
telecommunication networks (terrestrial and satellite) for data 
transmission and on advanced fire and gas propagation 
modelling. The target solution aims to provide a complex 
overall tool capable to both detect the source which causes the 
event and evaluate in real time the evolution/diffusion of the 
danger, through the use of efficient estimation models, 
sending a reliable, secure, continuous communication to 
support the organizations handling relief operations and to 
inform emergency operators and people. 

Then, three research lines must be developed in order to 
address all the uncovered technical issues towards the actual 

implementation of the system. In the sensor field, the main 
objectives are the minimization of the false alarms as well as 
the miniaturization of the sensor hardware; in the 
telecommunication field, the new Software Defined 
Networking (SDN) paradigm will be applied to guarantee a 
dynamic connectivity service and to improve the end-to-end 
performance, the integration of different technologies, the 
efficiency and the optimization of quality of service (QoS); 
finally, as far as the event simulation is concerned, recent 
techniques and tools based on cloud will be applied to mainly 
guarantee real time assessments. Also the subsystems 
integration will be cared, being particularly innovative and 
original. 

Definitively, the project aims to develop technological 
systems to improve the operational efficiency of the Italian 
Firefighter body, which will actively participate with high 
qualified technical and scientific contribution especially for 
the requirement definition and the test phases. 

II.�STATE OF ART 
Among the technologies for the remote sensing, the LIght-

Detection And Ranging (LIDAR) techniques represent a 
breakthrough for the detection of fires and chemical releases. 
These complex solutions are widely used for research purposes 
but their application on field is not so common [1-4]. 

Although there are a lot of systems on the market, called 
“Range finder LIDAR”, their application is limited to distance 
and orographic measurements. A few devices on the market are 
able to reproduce the wind profiles (like the “Wind Cube” 
produced by Leoshere) or to analyze particulate profiles at 
distances up to 1 km (like the systems distributed by Vasala). 
Both these products are not allocable on UAV (Unmmanned 
Aerial Vehicle) or UTV (Unmmanned Terrestrial Vehicle) 
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because they are too heavy and need a meaningful electrical 
power. In addition, all these devices are customized for specific 
applications [5-6]. 

Therefore, the main problems related to a LIDAR system 
development are: 1) the dimension reduction; 2) the products 
engineering to let the system work for real application. 

The Quantum Electronics and Plasma Physics Research 
Group at the University of Rome Tor Vergata, coordinated by 
Prof. Gaudio, has demonstrated, through the development of a 
laser system, that LIDAR system can be used for the early 
detection of forest fires [5-7]. The equipment available now has 
dimension incompatible with an easy transportability, high cost 
of single components and do not provide reliable data because 
of the high numbers of false positive [5-8]. On the other hand, 
two LIDAR systems tailored to monitor the environment in 
case of specific dispersion in air have been developed on 
prototypal releases and are very promising to accomplish the 
target objectives: 

-� COLI (Compact LIdar) system - The mini-Lidar system 
consists of a compact and mobile system based on Nd:YAG 
laser as transmitter that operates in NIR wavelengths.; it is 
able to monitor the environment measuring particulate 
concentrations in urban or industrial areas (figure 1); 

-� SAI system - Nd-Yag Laser system based on the LIDAR 
technique, mounted on a little cart, used during experimental 
campaigns all around Italy for forest fire detection, RAMAN 
applications and PBL analysis. (figure 2). 

 
Figure 1: COLI system 

 
Figure 2: Transmitter and receiver equipment of SAI system 

The SAI system has been already used in several 
experimental campaigns both as a tool to predict the early fire 
forest detecting the particulate at the beginning of the 

combustion process and to analyze the quantity of particulate in 
air in industrial areas to monitor the quality of the air. 

The reference operational environment is usually 
characterized by the lack of cabled telecommunication systems 
and cellular systems (UMTS, LTE [9]), even though present, 
may not be satisfactory in terms of overall coverage and 
experienced performance.  

To fulfil the specific environmental constraints, satellite 
systems appear particularly suitable due to the offered global 
coverage and the potential cost-efficient interconnection with 
terrestrial systems due to the minimal deployment of ground 
nodes. The available satellite systems [10], as well as standards 
and technologies [11], allow ad hoc dimensioning and set up to 
optimize performance and costs. 

Currently, Firefighters use proprietary fixed radio links, 
UMTS and WiFi equipment and satellite two way systems, but 
each is used as stand alone. It is very difficult to find integrated 
terrestrial/satellite systems that guarantee a dynamic 
configuration and the control of QoS, optimization of resources 
and security, or more in general telecommunication systems 
tailored for first alert. To improve on this, Cloud Computing 
and SDN paradigms are considered suitable to achieve the 
telecommunication objectives [12 - 13]. The former allows a 
more efficient use of computational and memory resources 
achieving cost reduction and decreasing complexity of user 
terminal. The latter represents the most recent innovation in 
network management, particularly effective solution in case of 
hybrid networks to select dynamically the best path by a 
centralized entity or by the user. 

In the field of wildfire modeling and simulation, decision 
support systems make use of conventional fire spreading 
simulators (e.g., Farsite [14], Prometheus [15], Portable Fire 
Growth Model [16], Phoenix [17]), which provide the fire 
propagation speed as a function of environmental data, such as 
kind of fuel, humidity, wind and terrain. The two main 
approaches adopted by such simulators are the vectorial one, 
based on the Huygens principle, and the raster one, based on 
cellular automata that represents the terrain as a set of cells 
propagating the fire according to the proximity criterion. The 
former provides better accuracy, the latter better efficiency. In 
both cases, the simulators are used as offline tools to support 
planning activities of future operations to be carried out. 

Distributed Simulation (DS) techniques may be effectively 
used for an accurate and an efficient real-time decision support, 
by taking into account the dynamic nature of the integrated and 
heterogeneous system. DS techniques combine the well-known 
advantages of sequential simulation with a distributed approach 
that yields significant levels of scalability, reusability and 
parallelism. In order to properly address the dynamic nature of 
the proposed system and thus provide an effective decision 
support, it is necessary to introduce an appropriate middleware 
for dynamic DS. In this respect, the MSaaS (Modeling and 
Simulation as a Service) paradigm, which introduces a cloud-
based architectural approach to describe, discover and use on-
demand simulation services, proves to be a promising solution 
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to define a middleware for dynamic DS [18], and then will be 
followed in the development of the target system. 

III.�METHODOLOGY, OBJECTIVES AND EXPECTED RESULTS 
The sensor subsystem will be designed and developed 

leveraging on the LIDAR technique. It will be composed of 
several elements designed to minimize dimensions and costs 
and maximize performance. It will be engineered to have 
autonomous performance, with a data acquisition equipment 
able to provide an alarm when the set thresholds are exceeded. 

For an efficient monitoring of fires, a large number of 
nodes with communication interfaces must be deployed over 
the area of interest. Such nodes can be fixed (very sensible 
points), temporary (zones interested to particular events) or 
mobile (moving terminals to scan large areas). Each node can 
be coupled with different data acquisition devices (temperature 
sensors, cameras, etc.), together with proposed LIDAR-based 
sensor, implying the need to transfer heterogeneous data for 
type, quantity and required service quality: video, telemetry 
data, alert strings. The nodes will be equipped with different 
interfaces: terrestrial (WiFi, UMTS, LTE, etc.) and satellite 
[19]. The selection of interface will be dynamically handled by 
a centralised SDN controller. 

The objectives of the telecommunication subsystem include 
the optimal interconnection of different technologies 
guaranteeing the target end-to-end QoS, the minimization of 
the needed capacity and the optimization of field-collected data 
transfer to the headquarter in order to maximize the 
reachability of population using all the available technologies: 
cellular, TV, radio, instant messaging (Skype, WhatsApp, 
Viber). A dynamic routing strategy, based on the SDN 
paradigm, will be adopted combined with mobile network 
routing. In addition, the integration of a satellite segment will 
be exploited to transport data to a remote control center to 
support coordination of operations to contrast the phenomena 
and from which alert messages will be broadcasted to rescue 
teams and to people. The satellite link must be designed to 
reduce intrinsic inefficiencies mainly due to delay [20]. To 
guarantee QoS, the SDN component will be integrated with the 
MAC algorithms optimized for demand assignment multiple 
access (DAMA). Figure 3 shows the scheme of the 
telecommunication system. 

 
Figure 3: Telecommunication system architecture 

The physical interfaces and the QoS management will be 
considered to guarantee data delivery satisfying specifications 
in terms of delay and signal degradation. The analysis will be 
supported by a conspicuous simulation and emulation activity 
using platforms, which accurately reproduce the behaviour of 
real networks, to evaluate architectural solutions (PEP) and 
innovative transport protocols both for single link and for a 
network [20-22]. A Satellite emulator is already available to 
the team and has been conceived and developed to reproduce in 
real-time the services (and quality of service) of a DVB-RCS 
satellite network, while some network impairments (e.g., end-
to-end delay) are reproduced in software. The Emulator core is 
composed of 5 units (figure 4). Every unit-PC emulates a single 
component of a typical VSAT satellite environment, with 
DVB-RCS or DVB IP and terrestrial return channel. In 
particular, PCs represent: Gateway/Hub (SatGW), Satellite 
(SAT), Satellite Terminal (ST), Two User Terminals (UT1 and 
UT2). A particular emphasis is devoted in the management of 
the satellite return link resources that usually are allocated on 
demand following the ST needs, through a multiple access 
assignment scheme. The process regulating the resource 
competition and assignment has a relevant impact on the 
performance, so that a specific analysis aimed to identify the 
most suitable configuration is of paramount importance. In this 
regard, the available emulator implements a large set of 
customizable DAMA algorithms allowing an exhaustive 
experimentation. Further details on the emulation platform can 
be found at www.tlcsat.uniroma2.it and in [23-24]. 

 
Figure 4: Satellite emulation platform 

A testbed with real equipment will be developed for field 
trials exploitation with the active participation of Italian 
Firefighters Body. As expected results the network will satisfy 
all the requirements in terms of QoS, minimum delay and 
bandwidth necessary provided by the Firefighters. The overall 
emulation platform will allow to reproduce a pervasive and 
dynamic reference context, allowing to validate all the decision 
making activities on a real-time platform receiving as input 
data coming from real target devices. Thus, the main objective 
is to design and implement a simulation tool that overcomes 
the limitations of current decision support systems in terms of 
dynamicity, accuracy and computational efficiency. 

The proposed decision support system, illustrated in figure 
5, exploits distributed simulation techniques to integrate 
remotely-available and heterogeneous simulation components 
(for, e.g., wind, humidity, combustion of wood, etc.). 
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Currently available simulators, such as the aforementioned 
Farsite, Prometheus, Portable Fire Growth Model, Phoenix, as 
well as the simulators used by Italian Fire Corps, will be re-
used and/or integrated. It will be necessary to provide semantic 
interoperability, in other words introduce a shift from the more 
conventional syntactic interoperability, which refers to the 
ability of exchanging data by defining an interchange format, 
to the ability of formally represent the meaning of exchanged 
data. The semantic interoperability, which will be obtained by 
use of domain-specific metamodels and model-driven 
automated approaches, is essential to provide the ability to 
build orchestrations of simulation components that meet 
specific user requirements [25-27]. 

 
Figure 5: Simulation and support to decision 

The metamodels will be used to instantiate heterogeneous 
simulation models at various levels of granularity (multi-
resolution modeling). Such models will then be implemented 
into simulation software components, which will be developed 
from scratch if not already available. The resulting components 
will finally be integrated by use of innovative distributed 
simulation (DS) techniques based on the MSaaS (Modeling and 
Simulation as a Service) paradigm [18]. 

To this purpose, it will be necessary to introduce a 
middleware for innovative dynamic DS, which takes into 
account the adaptive and reconfigurable nature of the 
underlying service-oriented platform. Such a DS middleware is 
the main expected research contribution and will allow the 
collection of autonomous simulators to combine actual data 
from sensors and data exchanged with back-end services, in 
order to predict the future state of the system and contribute to 
a more effective decision making. 

In terms of system the ambitious and challenging objective 
is the use of three different technologies (sensors, 
telecommunications, simulation) integrated to provide support 
to decision realizing a real “system of systems”. Figure 6 
shows the general architecture of the system. The final goal to 
realize a demonstrator will be reached through analysis, 
simulations and field trials. To efficiently interconnect the three 
subsystems, interfaces will be particularly cared. Sensors will 
be equipped with USB or Ethernet or WiFi port that with 
different bit rate and flexibility will guarantee to transfer 
detected data to the telecommunication system. Data will travel 
over an IP platform and delivered to the decision support 
system in the right format or will be opportunely processed. 

IV.�Application potential and impact 
The technology to be developed can be utilized for other 

applications: monitoring (pollution, weather, river, volcanoes, 
mines and glacier monitoring), hydrogeological instability 
monitoring, damage collection from natural or man made 
disasters, building and historical artwork survey. 

The scientific impact concerns methods and techniques for: 

•� digital classification and automatic detection of alarm 
states and false positive minimization; 

•� more efficient use of tlc systems based on heterogeneous 
networks with end to end QoS guarantee; 

•� interoperability and reusability of distributed simulators 
based on service-oriented approaches. 

 
Figure 6: General system architecture 

The technological impact concerns the development of a 
miniaturized LIDAR system that work with a quasi-real time 
electronic and high determinism. It will be a stand off system 
able to monitor huge volume, easily transportable with a tlc 
system based on existing components with optimized 
performances interconnected to guarantee high efficiency and 
QoS; a system able to accurately predict the evolution of a fire; 
the three technologies integrated to face the early fire detection. 

The social impact concerns the potential applicability of the 
system concept to different application domains, the capability 
to significantly contribute to improve the security feeling of 
citizens, to guarantee greater safety to operators of the Fire 
Corps and to improve environment (less burned trees). 

The economical impact can be direct or indirect. The 
former derives from the expected results in terms of better 
utilization of resources (operators and tools), due to greater 
automation and to availability of software tools, fed by real 
time data, that produce real time results that can achieve 
meaningful savings and drastic reduction of damages. The 
latter is a consequence of the social impact: with more security 
and safety the economy will increase. 

V.�CONCLUSIONS 
The paper describes the main objectives and goals of a 

project proposed by a group of researchers, with the support of 
Italian Firefighter Bodies, to the Italian Ministry of Research, 
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at present under evaluation. The project idea can be applied 
also to other scenarios of emergency management and can be 
the basement for other projects in different contexts. 
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Abstract - The spatial structure of the analogue [Leu7] of 
octarphin molecule is investigated by means of the theoretical 
conformational analysis. The spatial structure of octarphin 
molecule appropriate to the fragment 12-19 of β-endorphin. 
The spatial structure of the molecule Thr1-Pro2-Leu3-Val4-
Val5-Leu6-Leu7-Lys8-NH2 calculated on the basis of low-
energy conformations of the octarphin molecule. It is shown 
that the spatial structure of the analogue [Leu7] of octarphin 
molecule can be represented by 15 low-energy forms of the 
main chain. Low–energy conformations of the molecule, values 
of dihedral angles of main and side chains of amino acid 
residues are found out, the energy of intra- and interresidual 
interactions are evaluated. 

Keywords: β-endorphin; octarphin; theoretical conformational 
analysis; spatial structure; conformation 

I. INTRODUCTION 
The amino-acid sequence of the octarphin Thr1-Pro2-

Leu3-Val4-Val5-Leu6-Phe7-Lys8-NH2 corresponds to the 
fragment 12-19 of the β-endorphin. It is found that the 
octarphin molecule is related to macrophages of high 
affinity and specificity. The octarphin molecule is very 
interesting from the biological point view, therefore the its 
analogues 

Leu1-Pro2-Leu3-Val4-Thr5-Leu6-Phe7-Lys8-NH2 

Thr1-Leu2-Leu3-Val4-Thr5-Leu6-Phe7-Lys8-NH2 
Thr1-Pro2-Leu3-Val4-Val5-Leu6-Phe7-Lys8-NH2 
Thr1-Pro2-Leu3-Val4-Thr5-Leu6-Leu7-Lys8-NH2 
Thr1-Pro2-Leu3-Val4-Thr5-Leu6-Phe7-Leu8-NH2  

were produced. 
Amino acid sequence of octarphin conforms to the 

fragment 12-19 of β- endorphin. It is established that 
octarphin is related to macrophages of high affinity and 
specificity. Inhibition activity of octarphin analogues is 100 
and more times as low as β- endorphin. It is shown that 
octarphin stimulates the activity of immunocompetent cells 
of the mouse in vitro and in vivo at the concentration 1-10 
nM. It increases the adhesion and spreading of peritoneal 
macrophages, also their ability to digest the bacteria of 
virulent culture Salmonella typhiniurium 415 in vitro: 
intraperitoneal incorporation of peptide results in increasing 
peritoneal macrophage activity, T- B- lymphocytes of 
spleen as well [1]. 

The first analogue is not interesting for conformational 
analysis, because Leu1 is situated before the proline, and 
hence it has the situated conformation as the treonin. 
Therefore, use has studied the spatial structure of the 
analogue Thr1-Pro2-Leu3-Val4-Thr5-Leu6-Leu7-Lys8-NH2 
of the octarphin molecule, as well as, its [Leu2] and [Val5] 
analogues. The aim of the present article is investigation of 
the structure analysis of the analogue [Leu7] of the 
octarphin molecule. 

Spatial structure of octarphin molecule Thr1-Pro2-Leu3-
Val4-Thr5-Leu6-Phe7-Lys8-NH2 has been investigated by 
method of theoretical conformational analysis. Calculations 
of conformational states of octarphin molecule are carried 
out regarding nonvalent, electrostatic and torsional 
interactions, hydrogen bonds as well. Nonvalent interactions 
are estimated by Lennard-Jones potential with Momany and 
Scheraga parameters [2]. Valence angles of amid groups as 
well as bond lengths and valence angles of side chains are in 
agreement with the values given in work [2] earlier. 
Electrostatic interactions have been calculated in the 
monopole approximation by Coulombs law using partial 
charges on the atoms suggested in work [2] earlier. 
Conformational possibilities of fragments and entire 
molecule of octarphin are calculated in conformity with the 
conditions of aqueous surroundings, in this connection the 
value of permittivity is taken to be 10 [3]. Hydrogen bonds 
are evaluated by Morze potential [4] are suggested to be 
weakened (bond energy in aqueous medium by optimal 
distance NH…OC 1,8Å is taken to be (-1,1) kcal/mol [4], 
torsional potentials and values of rotation barriers around 
the bonds  Cα – N (φ), Cα – C (ψ), C – N (ω),  Cα - Cβ (χ) 
and other bonds of side chains are taken from work by 
Momany and coauthors [2]. 

Classification used for peptide structures has been 
plotted on the “tree” principle according to which all 
structural versions of peptide first fall within comparatively 
limited amount of types (shapes), each shape involves 
several certain forms of the main chain but each form is 
presented by a number of conformations having exact 
qualitative characteristics of amino acid residue geometry. 
The number of shapes for sequence of n residues is 
generally equal to 2 n -1, the number of forms in shape is 
defined by the number of combinations R, B, L, P of residue 
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forms, but the number of conformational states of one form 
is defines by the number of one form is defined by the 
number of rotational degree of freedom of the side chains of 
the residues. 

To designate conformational states of the residues there 
has been used N

ijX  - typed identifiers, where X determines 
low-energy regions of conformational map φ-ψ: R (φ, ψ =-
180-0o), B (φ = -180-0o ,ψ=0-180o), L (φ, ψ =0-180o), and P 
(φ=0-180o,ψ= -180-0o); N – the number of residue in 
sequence; i, j…=11…,12…,13…,21…, and etc. conform to 
the positions of the side chain (χ1, χ2…), in this case 
subscript 1 corresponds to the angle χ = 0-120o, 2  to χ = 
120-(-120 o), 3  to χ = (-120)-0o. 

Designation indications of dihedral angles have been 
measured up to the generally accepted nomenclature [5]. 
Given work is the extension of our investigations on 
structural and functional organization of peptide molecules 
[6-12]. 

II. RESUITS AND DISCUSSIONS 
Spatial structure of octarphin molecule has been studied 

in fragments. All the first stage conformational possibilities 
of N-terminal pentapeptide fragment Thr1-Pro2-Leu3-Val4-
Thr5 and C- terminal tetrapeptide fragment Thr5-Leu6-
Phe7-Lys8-NH2 on the basis of low energy conformations of 
appropriate monopeptides have been investigated. On the 
base of these penta- and tetrapeptide fragments the three-
dimensional structure of octarphin molecule is examined. 

Initial structural versions of octarphin for energy 
minimization have been formed of eight forms of the main 
chain of N-terminal pentapeptide fragment (Thr1- Thr5) and 
eight forms of the main chain of C-terminal tetrapeptide 
fragment (Thr5-Lys8-NH2). Among the structural versions 
of octarphin under the examination some of them turned out 
to be steric forbidden, some of them turned to be high-
energy. The spatial structure of the molecule Thr1-Pro2-
Leu3-Val4-Thr5-Leu6-Leu7-Lys8-NH2 calculated using 
low-energy conformations of the octarphin molecule. 

In Table 1 there have been presented the best optimal 
conformations of the analogue [Leu7] of the octarphin 
molecule which energy do not exceed 9,0 kcal/mol. They 
have 15 various forms of the main chain. There have been 
given energy contributions from nonvalent, electrostatic and 
torsional interactions for each conformation; energy of 
hydrogen bonds is included in value Unv. Concerning 
geometry of N-terminal tetrapeptide fragment Thr1-Val4 
given in Table 1 the low-energy conformations of octarphin 
fall into four groups (A-D). States of group A have the least 
free energy preferential both in internal energy and entropy. 
However, sets of conformations B and C are at disadvantage 
a little in relation to both factors. In Table 2 these has been 
shown the energy of intra- and interresidual interactions in 
three low-energy structures. Values of dihedral angles φ, ψ, 
ω of the main chain and angles χ of the side chains in these 
three conformations of the molecule are illustrated in Table 
3. 

In optimal conformations of the analogue [Leu7] of the 
octarphin molecule, a contribution of the nonvalent 
interactions changes in the energy limits (-42.6) – (33.6) 
kcal/mol, the electrostatical interactions in the range (7.5- 
10.8) kcal/mol, and the torsional interactions in the range 
(3.9 – 8.3) kcal/mol (Table 1). The analogue [Leu7] of the 
octarphin molecule has six conformations of the A type, 
three B type conformations, five C type conformations and 
only one D type conformation. 

The molecule conformation B12BR22R1R12B31B21B3122 of 
the eefffee shape is the most stable among various 
conformations. In this conformation the main chain Leu3-
Val4-Thr5 has the R form, and the main chain of the 
remaining residues has the B form (Table 1). In such spatial 
fixing of the amino acid residues Thr1 residue effectively 
interact with Pro2; Pro2 with Thr5 and Leu6; Leu3 with 
Val4, Leu6 and Leu7; Thr5 with Leu6, Leu7 with Lys8 
(Table 2). 
 

TABLE 1. RELATIVE ENERGY (UREL) AND CONTRIBUTIONS OF NONVALENT (UNV), ELECTROSTATIC (UEL), TORSIONAL (UTORS) INTERACTIONS OF OPTIMAL 
CONFORMATIONS THE ANALOGUE [LEU7] OF OCTARPHIN MOLECULE 

Group № Shape Conformation Unv. Uel. Utors. Urel. 

A 1 efeffee B12RB21R1R12B31B32B3222 -39.3 10.5 5.1 1.6 
2 efeeffe B12RB23B1R12R22B21B3122 -38.0 7.5 7.7 2.5 
3 efeefee B12RB23B1R12B31B21B3122 -39.2 9.2 6.0 1.3 
4 efeefff B12RB23B1R12R21R32R2122 -38.8 9.2 6.1 1.7 
5 efeefef B12RB23B1R12B21R31R2122 -37.6 9.5 6.8 4.0 
6 efeeeff B12RB23B1B12R32R11R3222 -40.1 10.8 7.1 3.1 

B 7 eefffff B12BR22R1R12R21R32R2222 -40.7 8.5 7.2 0.3 
8 eefffee B12BR22R1R12B31B21B3122 -42.6 9.2 8.1 0 
9 eefffef B12BR22R1R12B21R31R2122 -36.0 10.7 8.3 8.3 

C 10 effefee B12RR21B1R32B31B31B3122 -38.6 9.1 6.1 1.9 
11 effeffe B12RR21B1R12R22B21B3122 -38.1 8.3 7.7 3.2 
12 effefef B12RR21B1R12B21R31R2122 -36.2 9.6 5.4 4.1 
13 effefff B12RR21B1R12B21R31R2122 -38.4 10.4 6.3 3.6 
14 effeeee B12RR21B1B12B21B32B1222 -33.6 9.9 3.9 5.5 

D 15 eeeeffe B12BB23B1R12R22B21B3122 -38.0 7.5 7.7 2.5 
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TABLE 2. ENERGY OF THE INTRA- AND INTER-RESIDUE INTERACTIONS (KCAL/MOL) IN CONFORMATIONS THE ANALOGUE [LEU7] OF OCTARPHIN MOLECULE 
B12BR22R1R12B31B21B3122 (UREL .=0 KCAL/MOL, THE FIRST LINE), B12RB23B1R12B31B21B3122 (UREL .=1.3 KCAL/MOL, THE SECOND LINE), AND 

B12RR21B1R32B31B31B3122 (UREL. =1.9 KCAL/MOL, THE THIRD LINE) B12BB23B1R12R22B21B3122 (UREL. =2.5 KCAL/MOL, THE FOURTH LINE) 
Thr1 Pro2 Leu3 Val4  Thr5 Leu6 Leu7 Lys8  

 
Thr1 

2.8 -4.6 -0.9 0 0 -0.2 0 2.3 
2.1 -4.1 -2.4 -2.6 -0.1 -0.1 0 2.1 
4.8 -4.0 -1.2 -2.0 -3.7 -0.1 0 1.7 
2.2 -4.0 -2.3 0 0 0 0 1.7 
 0.3 -0.3 -0.4 -1.4 -3.1 -0.1 -2.2  

Pro2 0.3 -1.9 -1.3 0 0 0 -0.1 
0.3 -1.3 -0.6 0 0 0 0 
0.3 -1.9 -1.4 0 0 0 0 

  -0.2 -2.4 -1.4 -1.8 -2.5 -1.9  
Leu3 0.2 -2.1 -0.6 0 0 0 

-1.2 -3.4 -0.2 0 -0.1 0.1 
0.3 -2.1 -0.7 -1.9 1.2 -1.3 

   0.9 1.5 -0.7 -1.0 -0.1  
Val4 0.6 -1.8 -1.2 -3.7 0.1 

0.8 -1.5 -2.2 -3.1 -0.2 
0.6 -1.8 -1.0 -3.0 0.1 

    0.1 -3.5 -1.2 0  
Thr5 0 -3.4 -1.4 0 

0.3 -2.7 -2.0 0.1 
0 -0.9 -0.9 0 

     -0.5 -1.4 -3.8  
Leu6 -0.3 -1.3 -4.0 

-0.5 -2.1 -4.1 
0 -3.0 -3.6 

      -0.2 -4.2  
Leu7 -0.5 -4.1 

0 -3.1 
-0.7 -3.8 

       1.7  
Lys8 1.6 

1.6 
1.4 

TABLE 3. GEOMETRIC PARAMETERS (DEGREE) OF THE OPTIMAL CONFORMATIONS THE ANALOGUE [LEU7] OF OCTARPHIN MOLECULE 
Residue Shape 

e e f f f e e e f e e f e e e f f e f e e e e e e f f e 

Thr1 -66  150  175 
46 -175  179 

-42  152  173 
52 -174  180 

-111  150  175 
49 -179 -179 

-44  151  174 
52 -175 -178 

Pro2 -60  132 -173 -60  -60  173 -60  -65 -176 -60  -61  173 
Leu3 -110 -62 -171 

-173 158 -169 
180 

-82  104  180 
-176 -61 170 

-177 

-108 -69 -172 
176   63  179 

176 

-81  104  -178 
-166  -61  170 

-167 
Val4 -65   -36  177 

73  179 -175 
-144  148 180 
62    177 -178 

-139 152 177 
55  175  177 

-144 148 -175 
62  178  180 

Thr5 -79  -66  177 
57 -177  174 

-112  -64  177 
57 -179  174 

-101  -49  178 
-51 -178  174 

-112  -56 -173 
60  -179   177 

Leu6 -90   87 -178 
-75   67  180 

172 

-87   79  178 
-74   66  180 

172 

-85   95  174 
-76   62  180 

171 

-62   -66  -173 
-172   154 -171 

180 
Leu7 -92  147 -175 

-176  65 180 
-96  144 -177 
-178  67  180 

-88  147 -177 
-72   68  180 

-98  139  180 
-179   68   180 
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180 180 180 178 
Lys8 -95   83  179 

-72   70  166 
-179 -178 

-97   82  179 
-74   68  167 

179 -177 

-97   80  179 
-76   68  167 

-179 -178 

-99   103  179 
-75    69   165 

179   179 
Urel. 0 1.3 1.9 2.5 

Note: The values of dihedral angles are given in the sequence φ, ψ, ω, χ1, χ2, … 
 

The conformation B12RR21B1R32B31B31B3122 of the 
effefee shape with relative energy 1.9 kcal/mol is the 
conformation with lowest energy in the group C. In this 
conformation N-ended pentapeptide generates semi-folded 
form of the main chain, C-ended tripeptide is in an extended 
form, and derivates from the N-ended part of the molecule 
(Table 1). In this structure the effective interactions between 
neighboring amino acid residues take place. 

The conformation B12RB23B1R12B31B21B3122 of the 
efeefee shape with relative energy 1.3 kcal/mol is the lowest 
energetical conformation of the B group (Table 1). In this 
conformation the residues Pro2 and Thr5 turn over the 
peptide chain of the molecule. As is seen from Table 2, in 
the chain appear effective interactions between the residues 
Pro2 with Leu3, Thr5 and Leu6; Leu7 with Lys8. 

The D group has only one conformation B12 
BB23B1R12R22B21B3122 of the eeeeffe shape with relative 
energy 2.5 kcal/mol. In this conformation N-ended 
tetrapeptide and C-ended dipeptide fragments are in the 
extended form of the main chain, and are folded relatively to 
each other due to the residues Thr5-Leu6. 

Our computations have demonstrated, that in the most 
low energetically spatial structure of the analogue [Leu7] of 
the octarphin molecule, the side chains of the amino acid 
residues take forms, which are favorable to establish 
intermolecular interactions with environment. The 
theoretical conformational analysis of the analogue [Leu7] 
of the octarphin molecule led to such structural organization 
of the molecule, which do not exclude realization by the 
hormone numerous functions, requiring specific interactions 
with various receptors.It is known, that in creating synthetic 
analogues of the natural molecules emerge three main 
problems: 1) peptide should be stable in the biological 
media, 2) it would interact with only some specific 
receptors, 3) it has to reach target cells. The analogue [Leu7] 
of the octarphin molecule meets the aforementioned 
requirements. Our studies have shown, that the spatial 
structure of the analogue [Leu7] of the octarphin molecule 
has 15 low-energy structures as the octarphin molecule 
itself. 

Would the number of the low-energy conformations of 
the analogue [Leu7] of the octarphin molecule less than 
ones of the natural molecule, would be better, because in 
this situation the biological functions of the octarphin 
molecule would reduce, and the analogue would perform 
only some of functions of the natural molecule. Therefore, 
the studied in the present work analogue is not best one. 

The calculation shows that side chains Thr1, Pro2, Leu3, 
Val4 and Leu6 are oriented within the molecule, but the side 
chains Leu7 and Lys8 are oriented to the medium of the 
most low-energy spatial structures the analogue [Leu7] of 

octarphin molecule. Otherwise they take the positions which 
are the most suitable regarding intermolecular interactions. 
Theoretical conformational analysis of octarphin results in 
such structural organization of the molecule that do not 
exclude the hormone realization of the entire group of the 
most various functions requiring strictly specific 
interactions with the different receptors. 
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Abstract — The paper presents a system of recognition of 
elements of a sign language. The description of the elements of 
Kazakh sign language database is given. The algorithm of 
allocation of human hands on images obtained via the Kinect 
sensor and the method of calculation of informative video 
features of hands gestures are suggested. The implementation of 
recognition of isolate hand gestures on the basis of the elements 
of decision theory is given. The results of the automated system 
operation are illustrated. 

Index Terms — Signs, gestures, dactyl, dactylology, 
vocabulary, semantics. 

I. INTRODUCTION 
Currently governments of both developed and developing 

countries in collaboration with leading research centers and 
companies start paying due attention to designing intellectual 
technologies and systems based on speech and multimodal 
human-machine interfaces. 

According to World Health Organization’s statistic data of 
2015 officially there are 360 million deaf people and people 
with hearing problems, 328 million of whom are adults and 32 
million are children [1]. 

At present there are not enough applications for reliable use 
in the sphere of gestures’ automated recognition. Besides 
existing technical and economic obstacles the development of 
speech technologies (including those of sign language 
recognition) is first of all influenced by such peculiarities of 
one or another language and speech as variety of word-
formation rules, language variants, etc., which cause 
difficulties in automated processing. 

Availability of information resources (databases) of 
gestural speech is an obligatory pre–condition for teaching any 
modern gestural speech recognition system based on 
probability models as well as on various methods of video 
stream processing. 

Numerous conventional methods and algorithms of digital 
signal processing are based on the use of signal filtering, 
correlation and spectral analyses, wavelet transformations. 
These techniques allow identifying visual images via methods 
of segmentation, clustering, classification using probabilistic 
modeling and video signal recognition based on different types 
of artificial neuronal nets, hidden Markov chains, dynamic 
programming and pixel video processing. An intellectual 
system leads to automated recognition and processing of 
gestural speech. 

Developed human-machine interfaces, which incorporate 
“assistive technologies” [2], provide an opportunity to help 
people with health problems and individual peculiarities. 
Consequently, intellectual technologies are directed at social 
and professional rehabilitation of people with hearing 
problems, those who need automated systems allowing 
recognizing gestures. 

II. DIGITAL REPRESENTATION OF THE IMAGE 
Despite a great number of ways of image recording, their 

aim is more or less the same: obtaining data using sensitive 
sensors and building the image based on them.  The majority of 
such sensors transmit an output analog signal in the form of 
constantly changing voltage. Such a signal should definitely be 
transformed into the digital form. This procedure includes two 
processes – sampling and quantization. 

The image includes continuous coordinates ,  and 
amplitude. To transform such an image into a digital form one 
should present it as references to coordinates as well as to the 
amplitude. Sampling allows representing coordinates as a 
known set of points. The amplitudes, represented by a finite set 
of values, are usually called quantization. 

As an example we may take an image and show it as a one-
dimensional function, which represents the graph of variable 
brightness values in the range between 0 and 255. For sampling 
of this function each line of the image should be divided into 
equal intervals. As a result there forms a set of discrete values, 
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obtained at the points of sampling, which describes the one-
dimensional function. Then one should resort to quantization, 
which is carried out via a simple juxtaposition of each discrete 
value with the closest match from a special grayscale [3]. 

Thus, there form digital samples on which a two-
dimensional image is based. General view of the digital image 
is to be represented as a numerical matrix, which consists of 

 size. Such a matrix has a form corresponding to ratio 1 

 

 ��� 

A separate element of such a matrix is usually called a pixel 
or an image element [4]. 

The origin of coordinates of any digital image is located in 
the upper left–hand corner. –axis goes right and –axis goes 
down. This phenomenon can be explained by the fact that the 
majority of graphic displays scan images from the upper left-
hand corner with line–movement to the right. 

Normal image processing also presupposes that pixel 
values should range from 0 to 255 and with greater dynamic 
range. If we take lowercase p as a pixel designation, then each 
p has  coordinates as well as it almost always has four 
neighbours horizontally and vertically in accordance with Eq. 
2. 

  (2) 

Such a set is usually called a neighbor quartet of p and is 
designated as . Besides horizontal and vertical 
neighbours there are diagonal ones with the coordinates 
represented by Eq. 3.  

  
  (3) 

Neighbours of such a type are designated as . Totally 
such points form an eight of neighbours with the  
designation. 

III. GESTURES RECOGNITION 
While designing automated information systems it is 

necessary to have access to multimodal databases aimed at 
information structuring. Structuring presupposes a clear 
allocation of components (elements), connections between 
them as well as typing of components and connections at 
which definite semantics and admissible operations correlate 
with the type of the component (connection) [5]. Thus, for 
example, Kogalovsky M. R. In his work “Encyclopedia of 
Databases Technologies” describes more than 50 varieties of 
databases [6], however, there are no universal classifications of 
them, because new varieties of databases are constantly 
appearing, also many databases are hybrids of already existing 
ones. 

In the course of the research it is ascertained that the 
optimal model of database design capable of storing three-
dimensional signals obtained from Kinect sensor is  a 
hierarchical model.  By means of the hierarchical model it is 
possible to represent all necessary data in total in the form of a 
file system consisting of root directory and the hierarchy of 
subfolders and files in various formats on Fig. 1. 

 
Fig. 1.  File System of Hierarchical Database 

Recording of the Kazakh Sign language elements was 
performed via Microsoft Kinect 2.0 sensor at a distance 
ranging from 1.5 to 2 meters, which is the optimal distance. 
The wall served as a uniform light background. Capture of 
video stream was carried out with the resolution of 1920x1080 
pixels and at 25 frames per second. 

The root directory of the database includes 52 subfolders, 
10 of which contain the information about gestures showing 
numbers from 1 to 10. The remaining subfolders preserve the 
data about the dactyl of the Kazakh Sign language consisting of 
42 letters. 

A separate subfolder includes 30 video files with one and 
the same gesture recorded, as well as the same number of text 
files with the coordinates of the skeleton of a person found in 
the stream of frames via Kinect sensor, divided into 25 joints. 
Each definite point is the intersection of two axes  on the 
coordinate plane and the additional  designation with double 
accuracy, denoting the depth of the point which is measured by 
the distance from the sensor to the point of the object within 
the range between 0 and 1. 

Besides the described files there is a text file bearing 
service data about the gesture. The average time of one video 
file is about 4 – 5 seconds. 

For teaching the automated system of separate gestures 
recognition video files in combination with text files with 
coordinates about necessary skeletal points were used. 

The flowchart of hand isolation which is fed with video 
files recorded via Kinect 2.0 looks like that shown in Fig. 2. 
Then goes looping of frames, within which there is a checking 
up for receiving a definite frame on each iteration. In case of an 
error the algorithm terminates its operation, otherwise 
threshold brightness clipping is being selected until the optimal 
value is obtained. Then filling the inner regions of the objects 
goes. If there are no objects on the image, the iteration is 
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considered complete and one needs to try to obtain the next 
frame of the video sequence, otherwise elimination of excess 
noise and counting of objects based on the calculation of their 
area are carried out. As the result of the algorithm operation 
graphic areas of hands on the frames are defined. Output data 
of the algorithm are the images showing human hands. The 
average processing speed of a frame is  about 0.12 seconds 
provided that the resolution is FullHD 1920x1080 pixels and 
calculations are carried out with a single core processor Intel 
Core i7 3,4 GHz. 

 
Fig. 2.  Flowchart of the Algorithm of Hands Isolation on the Images 

Algorithm of Hands Isolation on the Images (Fig. 3) is the 
first step of processing before the calculation of informative 
features of a human hand gestures. 

 
Fig. 3.  Presentation of the Algorithm of Hands Isolation in process: a) colour 

frame, b) binary frame, c) noise elimination, d) recognition result, e) 
isolated hand 

Via skeletal data obtained from Kinect sensor it is possible 
to show a separate hand as an ellipse, major semi-axis of which 
passes through points located in the beginning of the hand, the 
center and tops of middle and ring fingers. Minor semi–axis 
also passes perpendicularly to the major axis through the point 
with the coordinates of the hand center. 

When the ellipse is defined it is possible to identify the first 
informative feature as the hand’s orientation. The value is the 
angle between the x abscissa axis of the coordinate plane and 
the major axis of an object (hand). 

Further interconnected features, which are necessary, are 
the lengths of the ellipse axes. However, Kinect sensor is 
incapable of defining the vertices coordinates, which will 
naturally be reflected in erroneous values, therefore it is 
necessary beforehand via the worked out algorithm of hand 
isolation to obtain binary image of the hand, which will allow 
to separate the background from the hand and receive optimal 
values of the lengths of both major and minor axes of the 
ellipse. Then one needs to define eccentricity by division of the 
length of the major axis by the length of the minor axis and to 
add the obtained value to already identified features. 

Other features are topological properties of the binary 
object, such as the number of holes inside the object and the 
number of Euler. 

Further analyzing of the binary object allows calculating its 
area and convexity factor, which is defined as the ratio of the 
object to the area of the quadrangle completely incorporating 
the object. 

At the next step by using the Sobel detector [7] it is 
possible to identify the border of the hand, to find its length 
and diameter. Then one should add the obtained values to the 
array of features. 

Collectively obtained informative features will characterize 
a hand in the general view, without being able to determine 
with a high probability the gesture shown. That is why it is 
necessary to carry out breaking [8] by using the structural 
component [9] in the form of a circle with the diameter of 1/5 
of the ellipse minor axis length. This particular diameter will 
allow cutting the fingers off the center of the hand. 

As a result one may obtain the fingers as objects in which it 
is possible to define the same features as those of the hand. 
Such a procedure will allow imagining both the hand as a 
whole and the fingers as its constituent parts. The array of 
informative video features of hands gestures looks like that 
shown in Tables 1, 2. The values of the features are stored in 
identifiers, designations of which do not coincide. This allows 
using the features in any sequence in the process of 
recognition. 

TABLE I.  INFORMATIVE FEATURES OF A HAND 

Identifier Feature 
hand_or Hand orientation 
hand_maj_axis_len Major axis length of the ellipse 
hand_small_axis_len Minor  axis length of the ellipse 
hand_eccentr Eccentricity  
hand_open Number of inner holes 
hand_eul_num Number of Euler 
hand_area Area 
hand_convex Convexity factor 
hand_bord_len Border length 
hand_bord_diam Border diameter 
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TABLE II.  INFORMATIVE FEATURES OF A FINGER 

Identifier Feature 
fing_or  Finger orientation 

fing_maj_axis_len Major axis length of the ellipse 
fing_small_axis_len Minor  axis length of the ellipse 

fing_eccentr Eccentricity  
fing_open Number of inner holes 

fing_eul_num Number of Euler 
fing_area Area 

fing_convex Convexity factor 
fing_bord_len Border length 

fing_bord_diam Border diameter 

 
In the majority of cases the main methods of recognition 

may be divided into two categories: structural methods and 
methods based on decision theory. 

Structural methods allow identifying the images with 
qualitative descriptors. These are relational descriptors [10]. 

If the images are described by quantitative descriptors, such 
as length, area, texture, etc., one should apply decision theory. 

Each gesture is represented by the image. The image in its 
turn is an ordered set of descriptors forming a feature vector in 
accordance with Eq. 4. 

  (4) 

In which component  – –descriptor,  – the total number 
of descriptors. 

The images with some similar properties form a class. At 
this stage of the research the system of recognition totally 
contains 52 classes designated as . Each class 
contains 5 prototypes which are the proper standards of 
showing a certain gesture. The process of comparing the 
reference vectors with the test ones is based on the calculation 
of the Euclidean distance between them. Belonging of the 
object to some class is estimated on the basis of a minimum 
distance between the standard and the unknown object (Fig. 4). 

 
Fig. 4.  Gestures recognition 

IV. CONCLUSION 
Implementation of the system on the whole was made with 

the help of tools of mathematical calculations MATLAB [11], 
which allowed investigating and designing a model with 
alternative approaches to the solution of the problems 
mentioned. Auxiliary software and Open Graphics Library 

libraries [12], Open Source Computer Vision Library [13] were 
also used. Official software development kit [14] from 
Microsoft provided an opportunity to obtain the necessary data 
from the Kinect sensor. 

The proposed system of recognition of some static hand 
gestures was tested on the database including 1560 gestures of 
some testes showing numbers within the range from 1 to 10 
and 42 letters of dactyl of the Kazakh Sign language. Each 
class includes a gesture shown 30 times. Standards of each 
gesture are chosen randomly in the amount of 5 samples for 
each class. The remaining 25 samples are test samples. 

The results showed the average recognition accuracy of 
87%. These results were obtained on the database which has 
previously been cut into fragments without additional 
processing. 

This system, with preliminary training, may also be used 
for other sign languages. 
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Abstract: The paper provides a solution to the problem of 
uniting heterogeneous computing resources into a unified 
heterogeneous system using service-oriented architecture (SOA) 
and the conception of GRID-computing, where computing 
resources of clients are presented as a service. The use of SOA for 
creating GRID-systems will allow the clients to implement 
integration of not only local separated heterogeneous computing 
resources, but also geographically separated ones. The suggested 
platform is not intended to replace or displace other GRID-
systems. Instead of this, it gives the possibility of using different 
platforms based on SOA in a unified computing process. 

Key words: high performance computing, service-oriented 
architecture, GRID-computing, heterogeneous system, .NET, 
Windows Communication Foundation. 

I. INTRODUCTION  
At the present time the need for large-scale calculations has 

increased not only for scientific purposes, but also in 
manufacturing, for example in material science, chemistry, 
development of drugs, engineering of high-tech machines etc. 
Supercomputer systems can solve a wide range of tasks, but the 
production and exploitation of these computers require large 
expenditures, therefore there are only several hundred such 
computers in the modern world.  

GRID-systems have the ability to combine heterogeneous 
resources. As resources for GRID-systems can be used general-
purpose processor (CPU), graphics processor (GPU), special 
hardware accelerators, based on field programmable gate array 
(FPGA), memory, disk spaces, networks etc. GRID-computing 
is widely used for rapid and low-cost processing a large 
amount of computational tasks. This is usually achieved by 
dividing complex calculations into a large number of simpler 
subtasks, which can be processed in parallel using available 
computing resources [1, 2]. 

Technologically GRID-systems can be divided into [3]:  
� Dedicated, i.e. to fulfill computational tasks it is 

necessary to dedicate required resources which will 
solve only one task for a predetermined period of time. 

� Volunteer computing: performers donate their 
available computing resources to process resource-
intensive tasks. 

In both cases, it is necessary to solve the problem of 
unifying heterogeneous computing resources into a unified 
distributed system while organizing the GRID-computing. 
Now in the IT industry SOA became widespread for creating 
information systems, because of its main advantage: the 
possibility of effective integration of information resources. 

SOA is a module approach for software development. The 
approach uses distributed, replaceable and loosely coupled 
components that interact with each other according to standard 
protocols (SOAP, etc.). In this case components are 
implemented as a set of web services [4-6]. 

In this architecture clients can discover and connect to 
available services via public interfaces. The positive side of 
SOA is that the clients do not know about platforms, 
programming languages and about other technical aspects 
which are used on the service side.  Thus, the client task is just 
to find and use those services that meet their needs. SOA can 
be effectively used in GRID-systems, because it will allow 
clients to get access to GRID-resources easily and flexibly, 
regardless of what technologies are used to build them. 

This paper describes the possibility of the application of   
SOA concept for distributed computing. The use of SOA for 
creating GRID-systems will enable to implement the 
integration of heterogeneous computing resources which are 
not only local, but also geographically separated.  

II.  TECHNOLOGIES, USED FOR BUILDING GRID-SYSTEMS ON 
THE BASIS OF SOA  

Consider basic technologies that can be used for building 
GRID-systems based on SOA [4-6]. 

A web-service is a software system with a standardized 
interface that is available on a specific web address. Interaction 
of web services with other services or third-party applications 
is carried out by SOAP-based protocols, XML-RPC, REST, 
etc. 
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To provide the interaction of web-services with other 
services or third-party applications, the following standards are 
used: 

� XML: an extensible markup language designed for 
storage and transfer structured data. 

� SOAP: a messaging protocol based on XML; 
� WSDL: a description language of external interfaces of 

a web-service based on XML; 
A web-service consists of several parts that have their own 

function and behavior in a system. Fig. 1 shows the structural 
chart of a web-service. 

 

Host

Service

Message

Application

Address Binding Contract

 
 

Fig 1. Web-service. 
 
Any software platform, which controls a computing 

resource, can be as a service for GRID-systems. Clients of this 
service use a channel, which is compatible with a service 
channel, to call service methods, transfer necessary data for 
computing and get back results of these calculations. Messages 
can be transferred via this channel in any direction. 

The main feature of using web-services in SOA is that in 
order to perform a specific task of a service it is necessary to 
call a method of this service with a well-defined interface. And 
web-services do not know anything beforehand about an 
application, which calls them and the application does not 
know how web-services perform their task [5]. 

Consequently, SOA can be considered as a way to build 
GRID-systems, which enable to unite heterogeneous resources 
by combining loosely-coupled and interacting resources. These 
services will interact on the basis of the specific cross platform 
interface. The interface definition hides the language-
dependent implementation of a web-service. 

The basis of a service is a set of endpoints, which provide 
clients with some useful features. An endpoint is a network 
resource, you can send messages to. In order to use provided 
possibilities a client sends messages to endpoints in that format 
which is described by a contract between a client and a service. 
Services wait for receiving messages to endpoint’s address, 
assuming that the messages will be recorded in a specified 
format.  

Thus, GRID-systems based on SOA will be independent of 
hardware and development technologies (such as .NET, Java, 
OpenCL, CUDA, etc.)  that facilitates the reuse of components. 

XML (eXtensible Markup Language) – a text data format 
developed for the storage and transmission of information in a 
structured way, which is both good for reading by a man and 
suitable for automatic analysis. The main advantage of XML is 
expansibility by creating dictionaries. The XML Schema 
specification or XML Schema Definition (XSD) allows 

describing not only its own dictionary, but any XML-document 
[3]. 

WSDL (Web Services Description Language) – a language 
to describe web-services and access to them, based on XML. 
For creating GRID-systems it is necessary to have the 
possibility to describe the communication interactions of its 
component parts in a certain structured format. So WSDL is 
used for that [4, 8].  

A WSDL-document describes services as a set of 
endpoints. In order to simplify the reuse, network access points 
and also messages used by them for exchanging data, are 
described without binding to concrete network protocols and 
data formats. 

The following set of elements is used to describe network 
services in a WSDL document: 

� Types – a container for describing a data type, which 
uses some type system. 

� Messages – an abstract, typed data description, by 
which communication is implemented. 

� Operation – an abstract description of a specific action 
supported by the service; 

� Port type – an abstract set of operations supported by 
one or more endpoints; 

� Binding – a concrete protocol and data format 
specification for a particular port type. 

� Service – a set of related endpoints. 
It should be noted that WSDL is not a new type definition 

language, but this is a way to describe a format of messages 
that supports XML Schema as a basic system of types. In 
practice WSDL, binding and extension mechanisms are 
implemented as XML dictionaries with using XML Schema. 

SOAP (Simple Object Access Protocol) – a simple object 
access protocol. First of all, the protocol is used to exchange 
structured messages in a distributed computing system and also 
to remote calling of procedures or accessing to web-services. 
SOAP is one of the standards, which technologies of web-
services are based on [4, 8]. 

SOAP gives the possibility to exchange structured 
messages between applications regardless of a platform, which 
they work on, and a programming language. More often SOAP 
is used over HTTP protocol, supported by all internet browsers 
and servers. SOAP can use other application-layer protocols, 
such as SMTP, FTP, HTTPS, etc. 

Starting from the technologies described above, underlying 
SOA, it is possible to highlight the following advantages of 
using SOA for building distributed computing systems: 

� Using of SOA allows creating a system in which a 
service client and the realization of this service have a list of 
available methods and a specific data structure. 

� The client only knows the interfaces of this service, 
names and types of input and returned values by the 
function of the service. There is no other dependency. 

� Platforms and programming languages can be different 
at the client and at the service. 

� Separation of tasks. Realization of the service and the 
client can be performed by different developers. 
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Windows Communication Foundation. Having analyzed all 
the requirements to the distributed computing system and the 
most widespread at the present time other analogs, the authors, 
choosing a software platform, have stopped on .NET and the 
software framework Windows Communication Foundation 
(WCF) from Microsoft [8, 9]. The use of the OpenCL standard 
is expected in realization of the modules of the system. It will 
ensure to get maximum independence from the architecture of 
the client PC and at the same time it will allow the transparent 
use of GPU and FPGA for a significant acceleration of 
calculations. 

WCF is the simplest way to provide and consume services 
on the Microsoft platform. Using WCF, developers can focus 
on applications rather than on communication protocols. 

It is known that no technology can meet all the needs 
especially for complex scripts of distributed systems. However, 
WCF offers a single stack, which includes the following 
distributed technologies such as: ASP.NET webservices 
(ASMX); .NET Remoting; EnterpriseServices; 
WebServicesEnhancements (WSE); COM+; Microsoft 
MessageQueuing (MSMQ) [8]. This unified stack allows 
service providers to easily offer that maintenance with different 
parameters of settings and technical requirements, which are 
compatible with different service consumers.  These 
parameters can include mechanisms of communication and 
also of encoding, security, transaction support, etc. The 
determination of one service with many sets of parameters of 
settings could be easily done by offering different endpoints to 
that service. Endpoint relates to a construction which is 
presented to allow messages to be sent and/or received. Each of 
these endpoints is available through a unique address (URI) 
and basic settings that can be set up by service providers or in 
code or in configuration files. Moreover, WCF provides higher 
performance in comparison with any other distributed 
technologies that are offered by .NET Framework. High 
performance is a key requirement to all computer systems, 
especially in such as GRID-systems. 

III. PROPOSED ARCHITECTURE

The system for high-performance calculations, developed 
according to SOA, was realized as a set of web-services 
interacting via SOAP protocol. The protocol is used for 
realization of remote procedure call (RPC) and for exchange of 
random messages between system nodes in WSDL format [7]. 

Heterogeneous computing resources (CPU, GPU and 
FPGA) of the clients are presented as a service and 
implemented as a set of web-services, i. e. they represent 
identified by a web-address software system with standardized 
interfaces. Computing resources of the distributed system, 
realized as web-services, can interact with each other, with the 
server and with third-party applications using messages, based 
on the SOAP protocol. 

Our project does not involve the design and implementation 
of a new framework based on SOA. Instead, it shows a method 
of providing computing resources with multiple configurable 
WCF services which can overcome the limitations of 
traditional XML web-services. 

In general, the architecture of the developed hybrid 
reconfigurable system for high-performance computing is 
shown in Fig. 2. Any computational problem solving on the 
presented system consists of the client and server side. The 
main computing burden is placed on clients who provide their 
computing resources as a WCF-service. The computing nodes 
of the clients can be general-purpose processors (further CPU), 
graphics processors (GPU) and also special hardware 
accelerators based on field programmable gate array (FPGA). 
The client side was built on the application deployment 
technology ClickOnce. Using ClickOnce for deployment of 
can help to solve other problems of the systems, such as: the 
complexity in updating the client part of the system, the 
security of running applications and the need administrator 
rights to install the client side. 

Data base

The software part of 

the server (.NET)

WCF Client

Server

Clients

The software part of 

clients (.NET)
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Fig. 2. Proposed Architecture. 

The server side is a WCF-client, which refers to the 
computing resources of the clients over local network or the 
Internet. The main functions of the server part of the developed 
hybrid system are: evaluation of client side performance and 
connection speed, monitoring clients and a computing process, 
finishing processing of the results of computing received from 
the clients.  

As shown in Fig. 2, the system provides a number of 
services, which are used as interfaces.  Each of the available 
services has a lot of endpoints to meet different needs. For 
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example, different parameters of security or transport 
protocols, methods of serialization and encoding parameters. 
For basic scripts three main types of WCF binding were used 
[8]: 

� NetTcpBinding: This option is suitable for 
homogeneous (.NET to .NET) connections over LAN. 
Although this variant is less compatible with other 
standards, this is the fastest type of bindings, which is 
in WCF. NetTcpBinding uses TCP as a 
communication protocol and binary serialization for 
data transferred between the client and server. 

� BasicHttpBinding: This type of binding provides 
access to endpoints, as if they were traditional web-
services on XML. This binding is slower than 
NetTcpBinding, because for exchanging simple text 
messages and UTF-8 encoding are used. Nevertheless, 
BasicHttpBinding can be set up for using more 
effective data formats, such as binary, etc. One more 
advantage of endpoints based on BasicHttpBinding is 
compatibility with different clients (both homogeneous 
and heterogeneous). 

� WSHttpBinding: This parameter uses HTTP protocol 
and WS-* specification, so that it is similar to 
BasicHttpBinding, but with more advanced features. It 
includes support of secure and reliable sessions. This 
option is recommended for Internet users (both clients 
and executors), to guarantee safety and reliability. 

Metadata in WCF contains information clearly describing 
how to address to the service. Having requested metadata from 
a running service a client can learn about its endpoints and 
required messages formats. While projecting stage, clients send 
this request as a message determined in WSMetadataExchange 
standard and receive a WSDL–document as a response. A 
client can use the document for proxy-class and configurable 
file generation, which subsequently will be used to access 
service while at runtime. 

All settings and configurations in WCF can be prescribed 
either in code or in configuration files. The second method is 
used for the developed system, because it allows administrators 
to determine, set up, and switch on/off endpoints easily and 
flexibly “on-the-fly”, without having to modify or recompile 
the source code. 

The interfaces of the components in SOA encapsulate the 
details of realization (OS, platform, programming language) 
from other components, thereby providing combining and 
multiple using components for building complex distributed 
systems, ensuring the independency from used platforms and 
developing tools, promoting scalability and controllability of 
created systems. 

IV. EXPERIMENTAL STUDIES 
For experimental studies on the proposed platform Deep 

Learning algorithms were chosen, because this is an 
increasingly popular topic in the field of artificial intelligence 
and one of the most sought fields in computer science [10]. The 
use of Deep Learning algorithms allowed creating systems, 
which are able to recognize noisy and distorted objects in 

photos; to make complex predictions about possible future
behavior of a person in a video stream; to analyze text 
information and etc. At the same time implementation of these 
algorithms requires high-performance computing.  

Currently the TensorFlow library is widely used by 
developers and researchers in the Deep Learning field [11]. 
TensorFlow is a new open source library from Google for 
creating machine learning systems. Google uses this library 
for: search engines, speech recognition, image search and etc. 

For experimental studies the following datasets (table 1) 
were used, which are most often used when comparing Deep 
Learning algorithms [10, 11]. 

MNIST – a set of pictures of hand-written numbers. 
CIFAR-10 – a set of colored pictures of 10 different 

classes. 
Molecular – a set of molecular activity of substances for 

drug development. 
In the last three columns of the table the parameters of the 

implemented deep neural networks are presented. 

TABLE I. DATASETS 

Datasets Size Total 
Parameters 

Hidden 
layers 

Hidden 
Neurons 

MNIST 60K x 784 1.8M 2 512 

CIFAR-10 60K х 1024 4.1M 2 1024 

Molecular 150К х 287 14.2M 3 2048 

 
Figure 3 shows the results of learning these deep neural 

networks on the developed platform. 
 

 

Fig. 3. Results of experimental studies. 

For studies networks were built with 2, 4 and 6 clients. 
From these results it can be seen that the proposed system has 
the same problem as other similar systems – the greater the 
volume of data transmitted over a network is, the lower the 
effect of its use is. 

To overcome this problem, it is necessary to consider the 
size of transmitted data over a network and choose appropriate 
algorithms.  

The stochastic gradient descent (SGD) is a commonly used 
method of optimization for learning deep neural-networks. The 
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classic algorithm SGD is generally subsequent, that makes 
inexpedient to use this for large sets of data, because it takes a 
lot of time to transmit data in a serial fashion.  

The asynchronous stochastic gradient descent was applied 
for distributed learning of the neural networks. The main 
feature of the algorithm is that there is its own copy of the data 
and teaching model on every client. This significantly reduces 
network traffic. Figure 4 shows the results of the experiments. 

 

 
Fig. 4. Results of experimental studies with SGD. 

 
From the diagram it can be seen that taken measures 

allowed getting the efficiency in computing on the developed 
platform. I. e. the more clients are in the network, the faster the 
computing speed is. 

The main advantages of uniting distributed computing 
resources as a set of web-services are: 

� Cross-platform. Web-services allow providing 
interaction of heterogeneous computing resources 
regardless of a platform. For example, a Windows 
client on the .NET platform is able to interact with 
Java-server, working on Linux. 

� The use of web-services, which are based on open 
standards and protocols, can reduce the complexity of 
the developing and debugging developed systems.  

� The use of internet-protocols (also with encoding) 
allows providing the interaction of heterogeneous 
computing resources through the firewall. This is a 
significant advantage compared to such systems as 
CORBA, DCOM or Java RMI.   

� Ease of system deployment. 
� The possibility of dynamic adding and cutting off both 

clients and separate computing units of a client during 
computing. 

V. CONCLUSION 
The proposed GRID-architecture based on SOA can be 

easily used in all fields requiring high-performance computing. 
This includes (but not limited by them): biomedical 
engineering, complex mathematical experiments, finance and 
economics analysis, numerical modeling, graphics and video 
rendering and etc [13]. 

The developed architecture offers big flexibility, ease and 
compatibility needed to provide the integration between 

network resources. The platform is not intended to replace 
other GRID-systems. Instead, the platform gives the possibility 
to use different platforms (CPU, GPU, FPGA) in unified 
computing process on the basis of SOA, and the use of 
OpenCL will allow creating a heterogeneous computing 
environment within a network. Using the technology of 
distributed computing and involving unused resources of PC, 
the system allows decreasing the cost of calculations per unit of 
performance. 

The paper was supported by RFBR projects: 16-37-60016, 
14-07-00816. 
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Abstract—today, using of embedded systems and complexity of 
these systems are increased. As a result of this complexity, 
development of this systems based on model-based process is 
needed. But the Standard-UML based tools can't be used because 
there is significant difference between general–purpose software 
and embedded software. Therefore, the integrated tools must be 
used for covering non functional, scheduling characteristics of 
these systems. In this paper we will review three methods that are 
used for developing embedded software. 

Index Terms—Embedded systems, Model-based Development, 
UML, code generation.  

I. INTRODUCTION  
Today, Embedded Computer systems are used in a wide 

range of systems from airbag control systems to automotive 
and airplanes. The design of these systems is a complex task 
because these systems include hardware and software 
components that must be highly optimized for the application 
needs special in real time embedded systems. Also, the 
increasing complexity of these systems has impact on its 
development life cycle. Because of these reasons, system 
development methodologies must be used in order to manage 
the team size, the requirement and project's constraints. 
Furthermore, embedded software is brain and intelligent part of 
these systems that controls the behavior of embedded systems, 
so it plays an important role in this type of systems due to its 
flexibility [4], [5]. 

Nevertheless to say, Model-based development methods 
that uses only in classical software engineering such as UML 
cannot be applied for creating embedded software and must be 
integrated with another tools. Because the development process 
of general-purpose software and embedded software is differ 
significantly. The embedded software is deal with non-
functional issues such as performance, reliability, safety, 
timeline and concurrency in a physical context. Therefore the 
integrated methodology must be used for covering these issues 
[1], [7]. 

Standard UML-based modeling has several shortcomings. 
For example while deployment diagram attempt to provide a 
modeling capability for supporting component and system 
configuration but it is weak because it can’t map component to 
processors, component to threads and so on. Also, UML cannot 
express system behavior under fault conditions or can’t define 

concurrent behavior of component that is important in the 
embedded systems [2],[6]. 

Because of reasons that mentioned above, hybrid 
methodology or tools must be used for making embedded 
software. In this paper these kinds of methods will be 
reviewed. 

II. EMBEDDED SOFTWARE DESIGN METHODOLOGY 
Some useful methods and techniques for embedded 

software development is explained in this section. These 
methods are as follow: 

� Embedded System Modeling Language(ESML) 

� An Integrative approach with UML and Simulink 

� Template-based code generation 

A. Embedded System Modeling Language(ESML) 

ESML is a system modeling language for embedded 
systems that is used for integrated modeling of software 
component, component interaction, hardware configurations, 
scheduling policies and other aspects relevant for system 
developer. Procedure invocation via component and event 
propagation through public/subscribe are two mechanisms that 
is used in this language. These two mechanisms which is used 
in ESML are combined in a “push-directed-pull” interaction 
pattern. As illustrated in fig.1, in this mode of operation, 
subscribers are notified by a publisher that data is available for 
retrieving. After that, the subscribers will be triggered and a 
call “back” will be send to their facets by their receptacles. 
This technique provides more adaptive behavior to support 
non functional characteristic of embedded systems [2]. 

 
Fig. 1.  Model of computation in ESML 
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Nevertheless, ESML isn’t a replacement for UML or 
implementation language. It is in conjunction with these tools 
for designing embedded software. Figure 2 illustrates how this 
is done. In development process of this kind of software, 
components are designed by Rational Rose and header files 
are generated through its code generator. UML model must be 
annotated with “tagged values”. Next, annotated model will be 
import in ESML modeling environment and ESML 
component will be construct by interprets the annotations. 
Now, the modeler can construct other models for example 
interaction diagrams and scheduler diagram [2]. 

B. An Integrative approach with UML and Simulink 
This approach tries to integration of exiting artifact like a C 

legacy code and the migration to a model-based development. 
Specially, it shows when modeled and non-modeled artifacts 
exist how UML & Simulink is used for functional specification 
and automatic code generation for control device. Because of 
using UML for modeling the architecture, simulation and 
integration aspects of embedded software artifacts, this method 
defines an extensible UML profile. This profile has different 
stereotypes such as Matlab, LegacyClass to reference several 
artifacts such as Matlab function, legacy C code. The process 
of development steps is given in Fig. 3. A system developer 
designs new capability based on exiting artifacts and models. 
Next, this artifact must be integrated into the architecture view 
of UML model. The legacy code, network models and real 
time operating system (RTOS) models are directly included in 
the UML via references. Finally, code will be generated 
automatically. This approach uses a stepwise migration model-
based development due to the fact that industries can’t switch-
over immediately from C-code to model-based development. 

This method is useful for existing embedded systems that 
has huge amount of legacy C-code and want switch to model-
based development as soon as possible [8]. 

 

Fig. 2.  The process of using ESML 
 

 

 
Fig. 3.  Process of automated development step 

C. Template-based code generation 
There are many repetitive problems in the context of 

embedded systems like process management, scheduling and 
so on. Solutions for these problems exist but the heterogeneity 
of embedded software doesn’t allow reusing components. This 
approach, as shown in Fig. 4, uses a technique like 
preprocessor macros for solving this problem which is called 
template-based development. This method use application-
independent templates instead of generating machine code 
from an application model or attempt to reuse precompiled 
libraries. One of the advantages of this approach is that it can 
be adapted automatically to the application requirements on the 
base of the model. Also flexibility is big advantage of this 
method [3].  

 
 

 
 

Fig. 4.  Code Generation Architecture 
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The code generation process steps for developing 
embedded software as shown in Fig. 5 is as bellow: 

� First, developer specifies the model of system. 
The model must be included the information 
about the software architecture, the tasks of 
application and timing constraints. 

� The information about non-functional aspects 
like OS, programming language, performance is 
also needed for selecting the right template. 

� In the next step, the correctness of model will be 
check by model parser and the information will 
be store into database. 

� The second step for developer is to implement 
the application code like control function. This 
task can be performed by other model-based 
tools such as Matlab/Simulink. 

� At the last step, the parser combines the 
generated code with implemented code by the 
developer. The result is source code that can be 
compiled and executed on any platform [3]. 

III. CONCLUSION 
As we mentioned in this paper, to cope with complexity, 

uncertainly and encompassing heterogeneity of embedded 
systems, model-based approaches are more convenient than 
traditional approaches. General-purpose model-based 
development is an ongoing approach for developing 
embedded software. It can't cover all aspects of embedded 
software such as non-functional characteristics; therefore 
new approaches such as integrative or template-based 
approach have been provided to cope with UML 
weaknesses. In this paper 3 approaches were discussed. The 
advantages of these approaches are high-level modeling of 
the software, possibility facilitating to achieve early 
simulation and formal verification based on model and 
flexibility in source code generating. Main problem in this 
area is tools support. Although UML is widely supported by 
software development tools, tool facilities for developing 
embedded software are not as rich as UML.  There are some 
commercial tools such as IBM Rhapsody or Eclipse model-
based development tools which support UML for embedded 
software development. They help developer to cope with 
software complexity but to cover non-functional aspects of 
embedded software development, advanced model-based 
methods must be included. 

In the future, we are going to inspect aspect-oriented 
approaches for developing embedded software, its 
advantages and disadvantages. 

 
Fig. 5.  Code Generation Step 
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Abstract—The possibilities of the theoretical study of the 
spatial structure of biomolecules using a computer technology 
advances are demonstrated on the example of the opioid peptide 
dermorphin. The comparative conformational analysis of 
dermorphin and its active analogs have been investigated by 
molecular mechanics, molecular dynamics and semiempirical 
quantum-chemical methods. The conducted research has allowed 
to assess the bioactive conformation and the relative positions of 
pharmacophore groups of this peptide molecule. 
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I. INTRODUCTION 
The activity of biomolecule is directly related to their 

particular spatial structure with its characteristic electronic 
parameters and dynamical conformational properties that play 
an important role in the enzyme-substrate interactions. 
Currently, using the different theoretical calculation methods, 
the recent advances in computer technology, including 
programms with a graphical representation of the spatial 
structures allow researchers to construct the various models of 
biomolecules. In this work the possibilities of a theoretical 
study of the spatial molecular structure with the using of the 
computer programms are demonstrated on the example of the 
bioactive molecule—dermorphin. Dermorphin is linear 
peptide, isolated from a skin of the Southern-American frogs 
belonging to family Phyllomedusa, has high relationship and 
selectivity to μ-opioid binding places, but possess certain 
affinity to receptors δ- type [1-5]. Dermorphin shows strong 
analgetic influence as on central and peripheral nervous 
systems that is reflected in various physiological functions of 
an organism: cardiovascular, immune, anti-inflammatory, 
termoregulatory and etc. This peptide is about 30-40 times 
more potent than morphine [6]. In order to put a step forward 
in the desigh of generation peptidomimetics it is necessary to 
assess the bioactive conformation of dermorphin and propose 
a pharmacophore of its interaction to the opioid receptor. In 
order to investigate the geometry characteristics of the 
bioactive conformation of dermorphin the conformational 
profiles of dermorphin and its active tetrapeptide analogs (1-4) 
dermorphin, [D-Arg2] (1-4) dermorphin and [D-Arg2, Beta-
Ala] (1-4) dermorphin [7] were studied and compared 
pairwisely. The received results were detailed by molecular 
dynamics simulations and quantum-chemical calculations. The 
conformational-electronic properties common to these 
molecules were found. On the basis received results and data 
of SAR studies the bioactive conformation of dermorphin was 
assessed and the model of pharmacophore for its interaction 
with the opioid receptors was proposed.  

II. METHODS 
Conformational energy calculations were made with an 

IBM computer using version of ECEPP (Empirical 
Conformational Energy Program for Peptides) [8,9]. The 
proqram was developed from the matrix method principle of 
Hermans and Ferro [10]. The investigations were carried out 
within molecular mechanics framework as described in 
[11,12]. The backbone was described by the “shape” symbols 
e and f corresponing to extended and folded configuration of 
virtual bonds Cα i- Cα i+1- Cα i+2- Cα i+3, respectively. The 
nomenclature and conventions adopted are those 
recommended by IUPAC-IUB [13]. The molecular dynamics 
of dermorphin was spent with use of force field AMBER in 
the temperature interval 293-313К with step 5К during 10 
nanoseconds by means [14]. Procedure solvation with 
application of model of water in the set spherical volume 
TIP4P [15] has been used. The quantum- chemical 
calculations of these molecule was conducted by method 
CNDO [16], used the demonstration version of software 
package HyperChem (http://www.hyper.com). 
 

III. CALCULATIONS AND RESULTS  

A. Conformational profiles of dermorphin and its analogs 
In first step the conformational analysis of dermorphin was 

carried out through a fragmental calculation on the basis of 
stable states of monopeptides. The starting structural variants 
for dermorphin yielded more than 400 conformations 
belonging to 32 shapes of peptide skeleton, 31 dihedral angles 
were exposed to rotation. The presence of proline residue in 
peptide sequence causes of the bend of peptide chain on the C-
terminal tripeptide fragment and reduces the number of 
sterically allowed structural types for this part of molecule: the 
conformations only ee and ef shapes are possible for it. 
Despite rather limited conformational possibilities of the N-
terminal tetrapeptide fragment of this molecule, thanks to 
presence residue Gly in its sequence the effective interactions 
are realised between the terminal segments of molecule. The 
low-energy conformations were clustered from the values of 
the rmsd between each pair of structures into 12 shapes (Table 
I). It was found the optimal structures of dermorphin (Erel.= 0.0 
kcal/mol, 0.4 kcal/mol, 0.5 kcal/mol, 0.7 kcal/mol and 0.9 
kcal/mol) are the folded or semifolded conformations 
stabilized by hydrogen bonds between the atoms of peptide 
skeleton. These results well coordinate to the data of 
spectroscopic works and theoretical researches [17-24], that 
offer as the preferable the semifolded or the folded forms of 
peptide skeleton of dermorphin molecule. 
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TABLE I. LOW-ENEGY CONFORMATIONS OF DERMORPHIN 

 
No 

 
Shape 

 
Backbone 

 form 

 
Еnb. 

 
Еel. 

 
Еtors. 

 
Еrel. 

1 ffffef LPBLLRR -24.6 1.3 4.2 0 

2 feefee LLBRBBR -24.5 3.1 2.7 0.4 

3 feefef LLBRBRR -24.2 3.2 2.4 0.5 

4 ffffee LPRRBBR -23.8 2.4 3.0 0.7 

5 feeeef BLBRBRR -23.7 3.2 2.3 0.9 

6 efffef RPRRBRR -24.0 3.8 2.2 1.0 

7 fefeee LLBLBBR -24.1 3.0 3.1 1.1 

8 efffee RPRRBBR -24.3 3.9 2.6 1.2 

9 ffefef LPBRBRR -23.1 1.8 3.4 1.3 

10 fffeee BPBLBBR -23.7 1.5 4.5 1.4 

11 ffefee LPBRBBR -22.8 1.5 4.0 1.7 

12 feffef LLRRBRR -23.8 3.6 2.8 1.7 

 
The physiologically active N-terminal tetrapeptid of 

dermorphin which defines the specificity of its interactions 
with opiate receptor has regular structure - α-spiral in two 
optimal conformations and semifolded structure in others 
optimal structures of dermorphin. As in this segment of the 
molecule the majority of the residues have folded backbone 
structure, the interactions of Tyr1 residue with the subsequent 
residues Ala2 and Phe3 by the contributions from -1.9 to -2.9 
kcal/mol and from -2.2 to -5.2 kcal/mol, respectively and also 
the interactions of Tyr5 residue with the subsequent residues 
Pro6 and Ser7 by the contributions from -3.7 to-4.7 kcal/mol 
and from -2.9 to -3.8 kcal/mol, respectively, are effective. In 
the global conformation, belonging to ffffef shape of peptide 
skeleton, the residues Tyr1 and Phe3 with the aromatic side 
chains approach in space and form quasicyclic structure with 
formation of two hydrogen bonds between amino and carboxyl 
groups of these residues. Therefore, in this conformation the 
interactions of mentioned residues are stronger, than in other 
structures of molecule. This structure is characterized also by 
more effective contribution of interactions of residues D-Ala2 
and Pro6 (-2.1 kcal/mol). In the conformations 2, 3 and 5 the 
dispersion contacts of residue Phe3 both with Tyr5 and with 
Pro6 are effective owing to their spatial approach and the 
interactions between atoms of aromatic side chains. These 
structures are characterized by existence of hydrogen bond 
(Phe3) CO…HN(Tyr5). For conformation 2 the hydrogen 
bond between the atoms of the main chain of the residues in 
fifth and seventh positions, namely (Tyr5) CO... HN(Ser7) is 
characteristic too, but thus HN group of Ser7 participates also 
in formation of hydrogen bond with O atom of own side chain. 
Conformation 4 (ffffeе-shape) represents the particular interest. 
In this conformation the form of peptide chain of the N-
terminal tetrapeptide part is similar to global conformations 
and the form of peptide chain of C -terminal tripeptide part is 
similar to conformation 2. Therefore, the hydrogen bonds, 
characteristic for both specified conformations are realized in 
this structure. But distinctive features of conformation 4 are 
effective tetrapeptide interaction and formation of hydrogen 

bond (Tyr1) NH...OC(Gly4). As seen from the results, this 
conformation is distinguished from others by saturation of 
hydrogen bonds. In this structure the phenolic ring of the 
residue Tyr1 hangs over a conformationally rigid ring of the 
proline residue in the parallel position to it, and as result the 
interaction between these residues is found to be -4.1 
kcal/mol. Here, α-amino group and the carbonyl residue Tyr5 
are spatially close together, forming the salt bridge. The 
interactions of residue Tyr1 with Gly4 (-2.3 kcal/mol) and also 
with Tyr5 (-2.8 kcal/mol) bring the appreciable contributions 
to stabilization of this structure. Conformation 5 (fееееf-
shape) is characterized by folded form of the N- and C-
terminal dipeptide parts and by completely extended form of 
central part of the molecule. For this structure the intraresidual 
hydrogen bonds for residues Tyr1, Phe3, Tyr5 and also 
hydrogen bond between carboxyl group of main chain of Ser7 
and H-atoms of the terminal amid group NH2 are 
characteristic. All optimal structures of dermorphin are 
characterised by folded of conformation of the dipeptide 
segment Tyr1-DAla2 that is reason of strong dipeptide 
interaction. Apparently, the specified minimum structural 
requirement is important for physiological activity of 
dermorphin molecule, as it is necessary for protection of this 
peptide bond from splitting action by enzymes in the process 
of metabolism of peptide. Apparently, from the Table 4, 
thanks to presence DAla and Pro in peptide chain a number of 
preferable structures have turns on the terminal parts of 
molecule. The particular interest is represented by the 
structures belonging feefee and feefef shapes of peptide 
skeleton with the relative energy, equal 0.4 and 0.5 kcal/mol. 
In these conformations β - turn is formed on the Gly4-Pro5 
segment, therefore in them the aromatic side chain of residue 
Phe effectively interacts with atoms of the subsequent residues 
and the residue is shaden from solvent amid proton of Gly4. 

In a further step within the framework of mechanical 
model, a conformational dynamics of the side chains of the 
amino acid residues of dermorphin peptide was investigated. 
For this purpose, a series of conformational maps, or sections 
of the potential surfaces were constructed over the dihedral 
angles for amino acid residues of the molecule [25]. Thus, the 
dihedral angles around the N-Cα, Cα-Cβ, Cβ-Cγ, Cγ-Cδ bonds of 
the side chains were varied, and the backbone of the peptide 
residues was fixed in accordance with the coordinates of the 
atoms of optimal structures of the peptide molecule. Thus, the 
analysis of the conformational maps has revealed the degree of 
mobility of the functional residues. It is established that the 
dynamics of Phe3 and Tyr5 is limited owing to realization of 
effective stabilizing interactions of its aromatic side chains 
atoms with atoms of other residues of the molecule. So, the 
conformational freedom of Phe3 residue is limited by effective 
interactions with Tyr1, and conformational freedom of Tyr5 
residue is limited by effective interaction of its aromatic ring 
with the atoms of the rigidly fixed prolin residue in sixth 
position. For this reason, the conformational energy is rather 
sensitive to orientation of the side chains of specified 
aminoacid residues. The side chains of Tyr1 and Ser7 are 
characterized by the large conformational dynamics. 
Evidently, such mobility of the terminal residues is necessary 
for realization of interactions with atoms of environment or 
receptor. As seen from the presented data, the conformational 
dynamics of any segment of a molecule is defined by 
efficiency of its interaction with other segments of molecule. 
The rotary possibilities of side chains of the residues are 
various among the considered optimal structures dermorphin, 
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but because of presence of the hydrogen bonds the 
conformational balance is between them. 

In the subsequent investigation step molecular dynamics of 
dermorphin has been studied and the most probable 
conformational states of this molecule are defined in vicinities 
of local minima at physiological temperature. As a result of 
simulation process the ranges of change of dihedral angles and 
distances between atoms of aminoacid residues are defined. 
The quantitative estimation of distances between atoms shows 
that at modelling the dispersion contacts between the 
aminoacid residues in the first and fourth positions of peptide 
chain are invariable. The N-terminal tetrapeptide fragment of 
the molecule preserves the folded structure throughout 
molecular dynamics simulation, the distance between Сα- 
atoms of the specified residues does not exceed 7Å during 
simulation. The structure of this part of molecule upon 
termination of modelling process practically does not differ 
from the initial stage. It is possible to assume the 
conformational stability of specified fragment plays important 
role in functional activity of dermorphin molecule and defines 
the specificity of its interaction with the receptor. Because of 
mobility of the C-terminal tripeptide fraqment of investigated 
molecule the distance between the atoms of the side chains of 
the residues Phe3 and Tyr5 is approximated to 2.8 Å during 
simulation. As result, the hydrogen bond between atoms of 
hydroxyl group of residue Tyr5 and the main chain of residue 
Phe3 is formed. Such conformational behavior may be due 
presence glycine in fourth position of peptide chain that is 
characterized by conformational freedom of rotation around 
Сα-С/ and С/-N bonds, giving certain flexibility to peptide 
chain. One can conclude, as the system is in an equilibrium 
state, the possible conformational changes are reversible. The 
cited data though testifies about stability of optimal 
conformations of dermorphin, but assumes also the probability 
of realizations of each of them depending on polarity of 
environment.  

It was established, that the optimal conformations of 
dermorphin has low values of dipole moment and of energy 
ЕHOMO, characterizing its electro-donor properties and the 
energy of activation. It is possible to draw a conclusion that 
the low-energy structures of dermorphin have the insignificant 
chemical reactionary ability and the weak elektrodonor 
properties. It was found the conformational transitions 
between optimal structures of dermorphin are resulted by 
fluctuations of density of a charge on certain groups of the 
atoms, not exceeding 18%. The distinctions of charges on the 
atoms C-terminal dipeptide residues and amid group are 
revealed. The distribution of charges on the atoms of the α - 
amino group and atoms of the side chains of tyrosine and 
phenylalanine reidues are similar for optimal structures, that 
may be correlate with their biological activity - ability to 
participate in ligand-receptor interactions. Two-dimensional 
contour of electrostatic potential for this molecule is shown in 
Fig.1. Green and violet colours represent, accordingly, 
positive and negative charged segments of the molecule. 
Apparently from the presented figure, there is the zone of high 
electronic density subjected to attack of the electrophil 
reagent. 

 

Fig. 1. Two-dimensional contours of electrostatic potential in dermorphin 
molecule  

In a further step the conformational possibilities of the 
tetrapeptide analogs (1-4) dermorphin, [D-Arg2] (1-4) 
dermorphin and [D-Arg2, Beta-Ala] (1-4) dermorphin have 
been investigated on the basis of low-energy states of 
monopeptides [26, 27]. As may be inferred from these data, 
the structures of tetrapeptide with the folded and semifolded 
backbone shapes are the most preferred ones and correspond 
to stabil states of this sequences. They are representatives of 
fee, ffe, fff, fef, eff--shapes with relative energies in within 0-2 
kcal/mol.  

B. Bioactive Conformation of demorphin and its analogs 
Since dermorphin and its active analogs have similar 

functions, it is plausible to assume these peptides perform their 
activity by the same structural domains to the receptor – 
pharmacophore groups. In order to characterize the bioactive 
conformation of dermorphin, the subset of optimal 
conformations within 2 kcal/mol above global conformation 
found for dermorpin and its analogs were paiwisely compared. 
Rmsds were calculated for all backbone atoms of the four N-
terminal residues of the peptide. Comparison of of the optimal 
structures of the dermorphin with the set of optimal structures 
common to its active analogs revealed the conformations with 
rmsd ranging from 0.09 Ǻ to 1.35 Ǻ. Visual verification of all 
pairs of conformations superimposed indicated that pair 
conformation with rmsd values lower 0.8 A may be considered 
as similar. It was found that an α - amino group and the side 
chains of the tyrosine and phenylalanine residues are in the 
identical positions in space from each other in similar 
structures of dermorphin and its active analogs. Dermorphin 
molecule forms compact structure, in which the residues Tyr1 
and Ser7 point away from the core surface of molecule, that 
explains abilities of its OH-groups to interact with the 
environment. As these residues are capable to participate also 
in effective interresidual interactions, it is possible to assume 
that they should possess defined conformational dynamics. 
This conformation was considered the bioactive conformation. 

The dihedral angles of the putative bioactive conformation 
of the demorphin and its active analogs are listed in Table II.  

C. Model of pharmacophore for the interaction of 
dermorphin with the opioid receptors 

On the basis of the received results and data of SAR 
studies the model of opioid pharmacophore for its interaction 
with opioid receptors was proposed (Fig.2). The proposed 
model contains five areas which are occupied by 
pharmacophore elements marked by numbers 1-5. The 
pharmacophore element 1 represents the α - an amino group, 
namely, the protonated nitrogen atom participating in 
electrostatic interaction with negatively charged residue of 
opioid receptor. 
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TABLE II. BACKBONE DIHEDRAL ANGLES (IN DEGREES) OF THE PUTATIVE 
BIOACTIVE CONFORMATION OF DERMORPHIN AND ITS ACTIVE ANALOGS 

 Comment: Residues are numbered with respect to the dermorphin sequence 
 

Thus there is also the formation of hydrogen bond with 
participation of protonated nitrogen atom. Such interaction in 
turn can lead to rupture of hydrogen bond between the 
transmembran spirals of opioid receptor AspIII:7... TyrVII:11 
that leads to its activation [28]. The pharmacophore element 2 
is presented by hydroxyl group of the side chain of residue 
Tyr1, it participates in the transit of a charge as the donor of 
electronic density and in the formation of the hydrogen bond. 
The pharmacophore elements 3 and 4 represent, accordingly, a 
phenolic ring of residue Tyr1 and an aromatic ring of residue 
Phe3, they participate in hydrophob interactions. The 
pharmacophore element 5 - a phenolic ring of the residue Tyr5 
can participate in hydrophob interactions or in the formation 
of hydrogen bond, that defines the selectivity of this ligand. 
The relative positions of pharmacophore areas of dermorphin 

molecule are characterized by a set of distances, angles and 
dihedral angles [29]. The proposed model defines the presence 
of the similar structural elements of the bioactive molecules 
participating in the interaction with оpioid receptors. It is 
expected that received results can be used for search of the 
ligands of opioid receptors as pharmacological preparations 
with effective action.  

 

 
Fig. 2. The model of proposed pharmacophore for the recoqnition of 

dermorphin to the opioid receptors 

IV. CONCLUSIONS 
� Optimal structures of a molecule dermorphin are 

characterised by folded conformation of the dipeptide 
segment Tyr1-DAla2. Apparently, the specified minimum 
structural requirement is necessary for protection of this 
peptide bond from splitting action by enzymes in the 
process of metabolism of peptide. 

� The physiologically active N-terminal tetrapeptide 
fragment of dermorphin has regular structure - α-spiral in 
two optimal conformations and semifolded structure in 
others. Conformational stability of this fragment, 
apparently, plays important role in functional activity of 
dermorphin molecule and defines the specificity of its 
interaction with the opiate receptors. 

� The conformational dynamics of Phe3 and Tyr5 is limited 
owing to realization of effective stabilizing interactions of 
its aromatic side chains atoms with the atoms of other 
residues of the molecule. 

� The residues Tyr1 and Ser7 are localized on a surface of 
molecule and characterized by large conformational 
dynamics.  

� The distribution of charges on the atoms of 
pharmacophore elements in the optimal structures are 
similar that confirms their identical arrangement in space 
from each other in all of them and may be correlated with 
their ability to participate in ligand-receptor interactions. 

� On the basis of the received results and SAR studies the 
bioactive conformation of dermorphin was assessed and 
the model of pharmacophore for interaction of this 
molecule with the opioid receptors was proposed. 

The reperesented results are helpful for the study of the 
biology active forms of opioid peptides and for the design of 
opioid peptiomimetics.  
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Abstract — The paper studies the possibilities for integration of 

software for electronic infrastructure master plan management 
with related information systems. The paper offers description of 
methods of cross domain interaction and discusses use of 
application programming interface for application integration. 

Index Terms — geographic information systems, electronic 
master plan, information system integration, application 
programming interface, document management.  

I. INTRODUCTION 

A geographic information system for electronic master plan 
management (EMP GIS) is a unified corporate information 
system for processing of geographic data from spatial and 
attributive descriptions of an enterprise’s production facilities. 
As distributed web-oriented software, the system requires an 
application programming interface (API) in order to be 
integrated with other software systems employed by the 
enterprise. One example of an application that requires such 
interface is an electronic document management system 
(EDMS) that, after integration with the GIS, can be used to 
generate and organize specific documents required for master 
plan management. 

Another form of system interaction is data exchange by 
means of specific-format files. This form of interaction 
becomes necessary when third-party software only requires the 
data used by the GIS (without the API integration), for 
example, attributive descriptions of master plan objects that are 
necessary for data analysis and recovery. This paper analyses 
the key stages of implementation of EMP GIS to third-party 
software interface. 

II. STATEMENT OF THE  PROBLEM 

One of the requirements for EMP GIS is system scalability, 
which means that the GIS should consist of independent 
software units responsible for specific functions of the system. 
The primary goal in development of an external system API is 
to develop such interaction model that would make it possible 
to start a light version of the EMP GIS as a widget (GUI 
element) of the third-party software. 

Integration of web-oriented systems (where the client end is 
the web browser) is made difficult by the need for cross-
domain system interaction between such systems. 

The new EMP GIS can be installed and used in networks 
managed through the Microsoft Active Directory service. 
Active Directory has a hierarchical structure that is made up of 
objects (resources, services and user and group accounts) [1, 
2]. A set of such objects is known as a forest – the top level of 
an enterprise’s network infrastructure. A forest is a collection 
of one or more trees that share a trust relationship. The trees, in 
turn, include one or more domains that are identified by their 
DNS name structure (Domain Name Service). 

As dictated by this enterprise network structure, various 
web-applications can run in various domains. Interoperability 
of such systems will be determined by domain constraint rules 
(Same Origin Policy). Such rules are used in all today’s web 
browsers and do not have a single standard [3]. Their primary 
objective is to restrict access to administration of the content of 
web pages and web application within the domain from 
untrusted sites. 

Thus, the choice of interaction model is determined by 
support of domain constraint rules in all modern web browsers 
and by sufficient security of such interaction. 

III. METHODS OF CROSS DOMAIN INTERACTION 

There are several basic methods of cross domain 
interaction: 

1. JSONP technology (Java Script Object Notation with 
Padding). As opposed to JSON, which is a format for data 
transmission in the form of key:value pairs (objects appear as 
{key: value, key2: value2, …}), this technology make it 
possible to execute GET requests by using the HTML 
(HyperText Markup Language) tag <script>, which loads the 
JavaScript application and defines the request parameter as the 
name of the function that needs to be performed to process data 
[4]. One of the key drawbacks of this technology is 
vulnerability of sites using JSONP to cross site request forgery 
by malicious web pages, which often makes use of JSONP an 
unsafe method of cross domain interaction [5]. Moreover, 
JSONP does not allow data transfer with POST requests. 

2. CORS (Cross-origin resource sharing) technology [6]. 
This technology makes it possible to define a list of trusted 
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client applications for the web application server using the 
Access-Control-Allow-Origin parameter (for example, Access-
Control-Allow-Origin: http://example.com http:// another. 
example.com:8080). This method is safer to use than JSONP 
and it makes it possible to use the usual XMLHttpRequest. Its 
main disadvantage is that it is not supported by Microsoft 
Internet Explorer 6 and 7 and only partially supported by 
Internet Explorer 8. 

3. Own cross domain request management mechanisms of 
individual web browsers. The key drawbacks of this method is 
that it is not supported by Microsoft Internet Explorer, and it 
requires and individual API for each browser, which 
significantly hinders software development and support. 

4. Frames (HTML tag  <iframe>). Using this approach, an 
iframe window is created on the page of the parent application, 
which can service GET requests by changing the URL, and 
POST requests by setting property as form.target with data 
referenced in the iframe window identifier. 

5. PostMessage function. This mechanism is available as 
part of the HTML5 standard [5] and is supported by all 
browsers that support the standard. The key drawback of this 
method is that it is not supported by Microsoft Internet 
Explorer. 

IV. API DEVELOPMENT 

Based on the above review of potential solutions, the 
authors have chosen to use the HTML5 PostMessage function. 
This approach does not require individual APIs to be 
developed for specific browsers, and is a standard 
recommended by W3C (World Wide Web Consortium) [5]. As 
an alternative for client applications that do not support 
HTML5, one of the following three methods can be used: 

• Adobe Flash-assisted data exchange; 
• data exchange through special HTML files on the 

client and the server sides; 
• data exchange using the hash part of the URL bar in 

the iframe element. 
The approach makes it possible to ensure that the API is 

supported by all contemporary web browsers by selecting the 
optimum interaction option for each individual situation. 

Interaction is based on socket-class objects (special objects 
initiated on the client and server application side) provided by 
the JavaScript library of EasyXDM tools [7]. Let us discuss the 
interaction mechanism in more detail (Fig. 1). 

In accordance with the above algorithm, connection is 
initiated by an external software system (client application), 
which creates a socket for connection with the EMP GIS. The 
main parameter of the socket is the URL of the web EMP GIS 
software that will be used as a widget. Parameters specified for 
the GET request are the name and the hash function of the user 
account password required for authorization in the system, for 
example: 

http://gis/mapwidget?user={USER_NAME}&auth={SECR
ET_KEY}, where SECRET_KEY = 

md5({IP-address}.{USER_PASSWORD}). 
Thus, user account data is transferred through an untrusted 

network securely. 

After socket initialization, a light version of the web EMP GIS 
software is created in the external system that processes 
requests through the socket. After connection is established and 
confirmed, systems can interact by transmitting messages. 

Fig. 1.  Access control subsystem data model fragment 

V. MESSAGE EXCHANGE 

The new API offers processing of two core types of 
requests: 

• requests to select specific areas in the master plan; 
• requests to select individual objects in the master plan. 
Each of these types, in its turn, includes requests for current 

display parameters for cartographic description of the master 
plan. 

The request is transmitted in the form of a fixed-structure 
message. Such message is presented as a JSON notation line 
(string representation of the JavaScript object). 

The message is composed as follows: {type: message_type, 
content: message_content}, where message_type is the number 
literal determining the type of request, message_content is the 
request parameters. Request parameters include the map 
context (list of active layers, scale and the center point), and 
data for identification of the selected area or object in the 
master plan. The system supports four values of message_type: 

1) get the selected area of the master plan and its current 
context; 

2) set the selected area of the master plan and its current 
context; 

3) get the ID of the selected object and the current map 
context; 
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4) set the ID of the selected object and the current map
context. 

VI. MAP CONTEXT TRANSMISSION

Map context is used to unambiguously define the visible 
area in the master plan and list the active layers of the map. 
The area is unambiguously defined by coordinates of the 
central point in the map and its scale. The layers are listed 
using a 32-bit cyclic redundancy code (crc32). Each layer is 
identified by a crc32 checksum of its core properties (name, 
layer group, location in geodata repository). The approach 
makes it possible to avoid dependence of API operation on 
current properties of the spatial description data base and 
values of spatial layer IDs that can change with time. 

Thus, the context of the cartographic object is represented 
by the following line: <coordinate ¥ of the map 
center>,<coordinate Y of the map center> | <map scale> | < 
checksum of active layer 1>,< checksum of active layer 
2>,…,< checksum of active layer n>. 

In addition to these properties, the context can include a 
description of the selection: “|<selection type>| <selection 
property 1>, < selection property 2>, …, < selection property 
<>”, where <selection type> can have two values: radius – 
circle selection, and polygon – polygonal selection. The 
selection is described through its properties which are the x and 
y axis coordinates of the circle center and the circle selection 
radius and the vertex coordinates of the polygonal selection. 

VII. USE OF THE EMP GIS API FOR INTEGRATION WITH
THIRD-PARTY APPLICATIONS 

Let us analyze the problem of software development for 
electronic master plan document management as an example of 
GIS API application. 

In general, document flow management includes processing 
of incoming, outgoing and internal correspondence: receipt and 
preprocessing of incoming documents, coordination and 
approval of draft documents filed within the enterprise, 
formation and control of assignments, dispatch of outgoing 
documents. Specifics of document flow processes are 
determined by the properties of the business processes being 
automated. For example, if infrastructure management 
processes are being automated, the enterprise EDMS must 
offer the following solutions specific to the area [8]: 

• ensure registration of all document types in the overall
document flow of the EMP;

• maintain the electronic archive of EMP documents;
• ensure interaction with other specialized subsystems of

the EMP software complex;
• ensure automated control of document execution;
• maintain the technology of electronic interaction

between enterprise divisions (EMP users);
• monitor documents – identify the stage of document

review;
• identify connection between documents executed and

various levels;
• store all document information and ensure access to

any stage of document processing;

• keep records of document execution and performance
discipline of employers.

Delivering the above solutions requires the establishment of 
data connection between infrastructure facilities and documents 
circulating in the general document flow. There can be two 
types of such connection: 1) document link to a specific master 
plan object, which is described by its unique ID in the EMP 
system; 2) document link to a spatial area in the master plan 
that is characterized by a set of points (polygon). These 
connections in the EDMS can be reflected in an additional 
database table with the following structure (Table I) 

TABLE I.  STRUCTURE OF TABLE DETAILING LINKS BETWEEN
DOCUMENTS IN THE EDMS AND EMP SPATIAL DATA  

PK* Field name Data type Comment 
+ ID NUMBER(10) Link ID 

LinkType NUMBER(2) Link type code 
 DocumentID NUMBER(10) Document ID 

GIS_ObjectID NUMBER(10) EMP object ID 
GIS_Area BLOB Master plan area description 

 GIS_Context BLOB EMP context 
AddedAt DATE Time of connection 

Note. PK* – Primary Key. 
Please note the inclusion of information about the 

electronic map context in the above structure. Context 
information does not characterize the link between a document 
and an EMP object, but if included, it ensures unambiguous 
definition of the visible master plan area when the electronic 
map is displayed. 

Link between a document and an EMP object is reflected in 
the user interface of the electronic document flow system with 
the help of the EMP GIS widget, as shown in Fig. 2. 

Fig. 2.  Association of spatial data with a document in the EDMS 

This user element is integrated in the EDMS interface with 
the help of a special class GEOSelectorControl, which 
encapsulates the EMP GIS API interaction logic and electronic 
map display in the EDMS. 

The process of master plan fragmenting can be used to 
demonstrate the link between spatial data and document data. 
When a fragment request is registered in the EDMS, the user 
has to specify the territory for fragment formation. Another 
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example would be the process of adding a new spatial object to 
the master plan and registering the supporting document in the 
EDMS. 

VIII. CONCLUSION 

As a result of the work described and within the W4GIS 
project, the authors have developed an interaction model and a 
programming module for integration of the electronic master 
plan management GIS in user interface of third-party web 
applications. The interaction technology used in the project is 
based on W3C standards and supported by all contemporary 
web browsers. 

This article is designed as part of the national project of the 
Ministry of Education and Science of the Russian Federation 
	 3653 "Models, algorithms and software to support decision-
making in risk management in the socio-economic and 
industrial-technological system". 
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Abstract—The paper is the continuation of the previous paper 
on this topic. We first review some of the recent developments on 
3x+1 problem. In the remaining part of the paper we prove the 
result announced at the end of the first paper. The proof uses the 
finite version of the method of mathematical induction. 

Index Terms—3x+1 problem, Collatz problem, p-adic 
numbers, 3-adic numbers, periods. 

I. INTRODUCTION 
In one of the Informatics Olympiads in USSR the following 

problem was proposed to the contestants: 
Let x0 be a positive integer and for n>0 define 

recursively 
 
xn=xn-1/2 if xn-1 is an even integer and 
xn=(3xn-1+1)/2 if xn-1 is an odd integer. 
 

For example if one starts with x0=7 the successive numbers 
will be  x1=11, x2=17, x3=26, x4=13, x5=20, x6=10, x7=5, x8=8, 
x9=4, x10=2, x11=1, x12=2, x13=1, …. Write a computer 
program for the calculation of the terms of the sequence. 
Try the numbers x0=27 and x0=2000007. 

We do not know the author and what was the official or 
students’ solutions of this problem but we have found an 
algorithm which is sufficiently fast and will not have 
difficulties with overflow of digits. We have explained our 
algorithm in [1] but for completeness we will give it here, too. 
We must first note that this is not the first appearance of this 
recursive sequence. This recursive sequence has a long history. 
It is conjectured that for arbitrary positive integer x0 there is a 
number n such that xn=1. This problem, named as “3x+1 
problem”, is known for more than 60 years and it is still 
unsolved. For more information see [1-3]. We are more 
interested with a different problem that states: Prove that if the 
sequence xn is periodic then x0=1 or x0=2 that is the only 
periodic sequences satisfying the  above conditions are 
1,2,1,2,…. and 2,1,2,1,…. This problem remains unsolved, too. 

II. DIVISION BY 2 ALGORITHM IN 3-BASE NUMBER SYSTEM 
We have already described this algorithm in [1] (with typos 

unfortunately). We will just state its main steps here. First write 
the number in 3-base number system. Only the digits 0,1,2 can 
appear in this representation. We use the following 
substitutions to find the digits of x/2 from the digits of x: 

 

&&
'

(
))
*

+
�

120
210

A , &&
'

(
))
*

+
�

201
210

B . 

 
Unfortunately the substitution B appeared in [1] as identical 

to the substitution A. We hope that this has not caused a 
confusion to the readers of [1]. We will explain the algorithm 
using the following even number written in 3-base number 
system: x=1022120121200102012. We start from right with 1st 
digit and apply the substitution A. We write the digits obtained 
in this and all the next steps under the corresponding digits of 
the given number. If nth digit (counted from right) is even then 
we apply to the next (n+1)th digit the same substitution which 
was applied to  nth digit. )  But if nth digit (counted from right) 
is odd then we apply to the next (n+1)th digit the substitution 
which is different from what was applied to nth digit i.e. if A is 
applied to nth digit then we apply B to (n+1)th digit and vice 
versa. So for the given number x the result will be:  

   x=1022120121200102012 
x/2=0122210022100012121 
It is possible to generalize this algorithm to the other bases 

with odd order 2k+1. We have explained the algorithm in [4]. 
The substitutions A and B in this case will be 

 

&&
'

(
))
*

+
999

:
�

kkkkk
kk

A
2...321...210

12...5312...420 , 

&&
'

(
))
*

+
:99
:

�
1...2102...21
12...5312...420

kkkkk
kk

B . 
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This substitutions were also discussed in [5] in a different 

context. 
 

III. THEOREM AND ITS PROOF 
This part of the paper will be heavily relying on the 

notations of our previous paper [1]. Therefore we recommend 
the readers to read the paper [1] first and then return to the 
current paper. 

At the the end of [1] we have stated the following theorem 
without proof. We have discussed the idea of the following 
proof in various conferences and seminars [6, 7]. 

Theorem. Suppose that a sequence of operations with m 
operations S and n operations T in some order is given. Then 
the corresponding 3x+1 construction contains the main period 

of the construction of the special numbers mmn

i

iU
32

2
:

�
9

 

( mni 9� ,...,2,1,0 ). 
Proof. Let us first prove the claim for the special sequence 

�	�
�	
�
nm

TTTTSSSSP ......0 �  which is the sequence of m operations 

S followed by n operations T. This sequence is called in [7, 
Hints and Solutions to Puzzle 7] as (m,n) passage. The proof of 
impossibility of (m,n) passages in [7] is unfortunately very 
difficult to understand and it is probably erroneous or at least 
not complete. We have proved the impossibility of (m,n) 
passages for sufficiently large m and n in [9]. 

Note that the first and last rows of the construction will be 

3-adic represantations of the number mmn

mm

32
23
:

:
9 . Indeed, one 

can try to solve the following linear equation: 
 

x

x

n �
&
&
&
&
&
&
&
&
&
&
&

'

(

)
)
)
)
)
)
)
)
)
)
)

*

+

9

&&
&
&
&

'

(

))
)
)
)

*

+

&
&
&
&

'

(

)
)
)
)

*

+

9

&
&
&
&

'

(

)
)
)
)

*

+
9&

'
(

)
*
+ 9

2

2

1...1
2

1
2

133
3...3

. 

 
The number of 3s in the equation is m. Let us denote this 

and the following numbers in the construction by 

0210 ,...,,, AAAAA mn �9 . Then 
 

1
32

23
0 ::�

:
:

� 99 mmnmmn

mm

UUA  

� � 13
2

13
11

0
1 ::�

9
� ::9 mmn UUAA  

… 

� � 13
2

13
0

1 ::�
9

� : UUAA n
mm

m  

111 3
2 :9:9 :�� mnn

mm
m UUAA  

22
1

2 3
2 :9:

9
9 :�� mnn

mm
m UUAA  

… 

00
1 3

2
AUUAA m

mnm
nm �:�� :9

9  

 

1101212111221010...
202102000220120...
111011100121211...
222022200210200...
122112210101110...

12002201202220...
1101212111221...

T
T
T
S
S
S

(1) 

 
In this and the following constructions the vertical lines 

separate the group of digits that appear first from the groups 
that appear later (see [1] for more details). The pair of 
horizontal short lines indicate the main periods and they can be 
drawn at any place of the construction with arbitrary length. 
They indicate the repeating digits of the construction that are 
separated by the minimum number of columns (in this example 
it is 4).  

By the definition of the main period, the construction of 

mnUUUU 9,...,,, 210  and its cyclic permutation 
 

mmnmnmmm UUUUUUU ,...,,,,...,,, 21021 :9:9::  
 

contain this main period. The example of the construction 
corresponding to the cyclic permutation with m=n=3 is the 
following: 

 

3

4

5

6

1

2

3

221112210101110...
120002201202220...
211001212111221...
100102102000220...

201011100121...
112022200210...
221112210101...

U
U
U
U
U
U
U

�
�
�
�
�
�
�

(2) 

 
We have underlined the main period in the last example, too. 

From the expression of kA  in terms of jU  and from the 
last observation about the presence of the main period in the 
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construction of mnUUUU 9,...,,, 210  and its cyclic 
permutation 

 

mmnmnmmm UUUUUUU ,...,,,,...,,, 21021 :9:9::  
 

It follows that (m,n) passage contains the main period. The 
change caused by the subtraction of 1 in the expression for 

mAAAA ,...,,, 210  will not affect the main period. When the 

numbers mnUUUU 9,...,,, 210  are not integers, this 
subtraction of 1 can change only finitely many digits at the end 
of these numbers. Note that the cases when the numbers 

mnUUUU 9,...,,, 210  are integers, occur only for some special 

known choices of m and n � �132 I�:9 mmn , and these cases 
can be studied individually. 
It remains only to prove that when one changes any pair of 
operations ST into TS in a sequence of operations P1, whose 
construction enjoys the main period, one obtains a sequence of 
operations P2, whose construction also enjoys the same period. 
We can suppose that the pair ST, that will be later transposed, 
is at the end of P1. Indeed, we can always achieve this by doing 
cyclic permutation of the sequence of operations P1. This cyclic 
permutation of P1 will do cyclic permutation in the rows of 
corresponding construction and this does not affect the 
presence of the main period in the construction. For example 
we can replace the construction (1), corresponding to the 
sequence of operations SSSTTT with the following 
construction corresponding to the sequence TTSSST: 
 

111011100121211...
222022200210200...
122112210101110...

12002201202220...
1101212111221...

202102000220...
111011100121...

T
S
S
S
T
T

(3) 

 
Let us denote by Ri the sequence formed by the first i 
operations in P1. Similarly, denote by σ(i) the number of S 
operations in Ri. In particular, σ(0)=0. Finally, denote by Ri[b] 
the number obtained from application of the operations of the 
sequence Ri to the number b the in the given order (from left to 
write). In particular, R0[b]=b. As we said the sequence P1 ends 
with ST that is P1=Rn+m-2ST. The sequence P2 is obtained from 
P1 from transposition of these S and T at the end of P1. That is 
P2= Rn+m-2TS. Let us denote by b0 and d0 the numbers obtained 
in the first (or the last) row (except the last digit 1 appearing if 
the first operation in the sequences P1 and P2 is S) of the 
constructons corresponding to the sequence of operations P1 
and P2.  In other words P1[b0]=b0 and P2[d0]=d0. Let us find 
difference of these numbers and simplify: 
 

2
2

1][3

 =][bP=b
02

010

9:9 bR mn

, 

2

1
2

][3
 =][dP =d

02

020

9:9 dR mn

, 

� � �9: :9:9 4
1][][ 

2
3= b-d 0202200 bRdR mnmn  

� �
4
1 

2
3= 00mn

m

9:9 bd . 
 
Now we can express one of the numbers in terms of the other 
number: 
 

. b 
3-2

2
4
1 bd 20mmn

mn

00 :99

9

9�9� mnU  

 
It is now easy to check that if  
 

][ 0bRb ii � � �2,...,2,1,0 :9� mni  
 
Then 
 

imn
i

iii UbRdRd ::99�� 2
)(

00 3][][ J
 

� �.2,...,2,1,0 :9� mni  
 
So the numbers in the first n+m-2 rows of the construction 
corresponding to the sequence P2 are the sums of the numbers 
in the first n+m-2 rows of the construction corresponding to the 
sequence P1 and the corresponding numbers of the construction 
obtained from cyclic permutation of the construction of the 
numbers 
 

mmn

i

iU
32

2
:

�
9

 ( mni 9� ,...,2,1,0 ). 

 
In our example m=n=3 the last construction will look like this 

 

4

5

6

1

2

3

4

120002201202220...
211001212111221...
100102102000220...

201011100121...
112022200210...
221112210101...
120002201202...

U
U
U
U
U
U
U

�
�
�
�
�
�
�

(4) 

 
Since the first n+m-2 rows of the construction of P1 and the 
first n+m-2 rows of the cyclic permutation (4) of the 
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construction of numbers Ui have the main period, their sum 
that is the first n+m-2 rows of the construction of P2 will also 
have the main period. To complete the proof it remains only to 
check the claim for the last two rows namely for the rows n+m 
and n+m+1 which is identical to the first. 
 

�9�� :
:9:9:9 ]3[][ 0

1
221 UbTdTd m

mnmnmn  
�99:� :

:9 ]131[ 0
1

2 UbT m
mn  

].13[]1[ 0
1

2 99:� :
:9 UTbT m

mn  
 
The number ]1[ 2 ::9mnbT  is identical to 

][ 21 :9:9 � mnmn bSb  if we ignore the last digit in the last 

number. Similarly, the number ]13[ 0
1 9: UT m  (ignore the last 

digit) is identical to the number 

10 ][]13[ :99 ��9 mnmn
m UUTUT  if we again ignore the 

last two digits in the last number. So we see that the row n+m-
1 is the sum of two rows of the constructions having the same 
main period. For the last row we can write 
 

.2200 :99:99 9�9�� mnmnmnmn UbUbdd  
 
The proof is complete. 

IV. CONCLUSION 
We will summarize the results of this and previous paper 

[1] here. The proved theorem shows that in a certain sense the 
structure of the construction of the numbers 

 

mmn

i

iU
32

2
:

�
9

 ( mni 9� ,...,2,1,0 ). 

 
repeats itself in all constructions of the sequences with m 
operations S and n operations T in any order. Below we will 
show two constructions. The first (SSTTST) is one of the 
conctructions corresponding to the case m=n=3. The second is 
the construction of the numbers 
 

37
2

32
2

36

ii

iU �
:

�  ( 6,5,4,3,2,1,0�i ). 

 
 

112121112210101...
221020002201202...
120111001212111...

11222002102000...
22122101011100...
12022012022200...

1112121112210...

T
S
T
T
S
S

` 

 

0

1

2

3

4

5

6

102102000220120...
201011100121211...
112022200210200...
221112210101110...
120002201202220...
211001212111221...
100102102000220...

U
U
U
U
U
U
U

�
�
�
�
�
�
�

 

 
One can easily see the similarity in the structure (the 

triangular blocks of zeros and twos) of digits in these 
constructions. 
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Abstract – One of the problems in forecasting is selection a 
subset of suitable models, which perform accurate results not 
only in tested part of time series (TS), but in real forecast. In 
previous our paper a TS forecasting technique was proposed, 
where a framework of TS model selection using linguistic and 
numerical criteria was proposed. To choose a subset of suitable 
models from a given set of TS models we developed a linguistic 
description of TS behavior based on identification of TS general 
tendency. In this paper we focus on extension of a linguistic 
description of TS behavior and study it’s efficiency in out of 
sample TS part. The study of a proposed framework in 
forecasting of 91 TS showed the improvement of accuracy in 
comparison with TS model selection, which used a numerical 
criterion only.  

Keywords— Time series, model selection, forecasting, linguistic 
description, general fuzzy tendency. 

I. INTRODUCTION

One of the traditional practical tasks in different domains 
is the analysis of time series (TS), stored in data sets. These 
TS could have different lengths, behaviors, frequencies, so, 
some set of TS models is needed to obtain the appropriate 
forecasts.  To our days there are various forecasting 
techniques, models and their combinations for TS with 
stationary and non-stationary properties. Many of them can 
produce forecasts of given TS with almost the same good 
accuracy being tested. But sometimes these TS forecasting 
models are not good, when they are applied to real practical 
task.  In this case TS model overfitting or incorrect type of TS 
model could be a cause. The problem is how to choose from 
the set of given forecasting techniques the appropriate one (or 
their combination) to obtain adequate and accuracy TS 
predictions in real practical task. 

Well-known statistical models [1], [2], [3], [4] are 
optimum for a wide class of TS. In statistical techniques 
regressions and (or) auto regressions are used to predict TS 
points and global trends. However, they aren’t rather effective 
and sometimes inadequate for short-term time series 
(typically, 7- 40 time points). To solve the problem of short-
term TS forecasting fuzzy models were presented in [5], [6], 
[7], [8] and a combination of statistical models and fuzzy sets 
are discussed in [9], [10], [11], [12]. In [12] three groups of 
fuzzy time series models are considered: (1) a regression 

model with fuzzy regression coefficients [13], [14], (2) a Box-
Jenkins model, based on a fuzzy autocorrelation coefficient 
[15], [16], (3) a fuzzy reasoning in fuzzy TS model [5], [7]. 
The notion and application of TS fuzzy tendencies in 
performing short-term forecasts were considered in [17], [18]. 

In the paper [19] a Hybrid Forecast Model Combining 
Fuzzy Time Series and a New Smoothing Technique is 
proposed. Authors described a transformation of given 
numerical TS into new TS, where each value is a label of 
some cluster. Then new TS of labels is forecasted by fuzzy 
model. The forecast method is based on last two known values 
that belong to clusters Li and Lj, respectively. 

The Adaptive Fuzzy C-Regression Modeling technique, 
presented in [20] is based on the first order Takagi-Sugeno 
fuzzy model. Authors construct fuzzy model by learning the 
rule antecedent using a fuzzy clustering. 

There is the fact, that now many different techniques and 
models can be used to TS forecasting, but the problem is how 
to choose the most adequate and accurate ones. 

To choose the adequate and accurate model from the set of 
given TS forecasting models the various numerical criteria are 
used usually. Sometimes they are contradictory: the best TS 
model, estimated by one of criteria, is not the best by another 
one.  

Another problem is overfitting, when a model outputs out 
of sample represent the TS, not similar to given TS behavior. 
So, that model has poor predictive performance and not good 
in tendency generalization. This problem occurs also when the 
TS length is small and there are not enough data points to train 
or to test a forecasting model.  

On the other hand, one of the developing trends in TS 
analysis is aimed not only on forecasting, but also on their 
linguistic description [23], [24]. These linguistic descriptions 
are based on the notions of fuzzy sets and linguistic variables 
and perform information about TS behavior. Moreover, the 
linguistic description of a TS behavior can be an additional 
criterion in TS model estimation. In [18] we proposed and 
applied an algorithm of TS linguistic description, based on 
fuzzy tendencies to select the best TS model. We take in 
account five types of TS tendencies: “increase”, “decrease”, 
“stability”, “fluctuation” and “chaos”. These linguistic 
descriptions characterize different types of TS behavior. 
However, the study of efficiency of proposed TS linguistic 
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description [18] applied in selection of TS model has received 
far less attention and is still an open problem. In practice most 
difficult problem is forecasting TS, which is characterized by 
linguistic term  “chaos”, so any new information about 
behavior of such TS will be useful. 

The aim of this contribution is to develop the extended 
algorithm of TS linguistic description, in particular with 
details about behavior “chaos”, and to study accuracy of it’s 
application in selection TS forecasting model. 

II. FRAMEWORK OF CHOOSING TS FORECASTING MODEL 
Like in the classical TS analysis, the main task is to choose 

the adequate and accurate model from the finite set of TS 
models. This means the process, where the type of the best 
model from the set of optimal models for the given TS is 
selected. In this paper we will distinguish three types of TS 
forecasts: (1) in sample, (2) out of sample and (3) real 
forecasts. The first one is determined on the part of TS, which 
used as training part to fit a model (in sample forecasts). The 
second type of forecasts performed on some last part of given 
TS (out of sample forecasts) as usually, which can be used to 
test a model. For the first and second types of TS forecasts the 
accuracy by some numerical criteria can be calculated. The 
third type of TS model forecasts is the real forecasts of given 
TS, determined by some horizon. The real values for given TS 
are unknown in that TS part and must be predicted in practice. 
Therefore, the TS model accuracy of the real forecasts can’t be 
calculated by any numerical criteria. 

Usually the forecasting quality of the optimal TS model is 
estimated by the minimum value of some numerical criterion. 
In practice sometimes the real forecasts of TS best model 
represent a behavior, not similar to given TS behavior. This 
problem arises in case if not sufficiently effective TS model 
was chosen or in case of model overfitting. To deal with this 
problems, a framework, named two step TS model selection 
was proposed in [18].  

In that framework a combination of linguistic and 
numerical criteria was used to select the best model from the 
given set of optimal in their class TS models. The main idea in 
our contribution [18] is imitation a TS model evaluation as it 
done by analysts. Traditionally, at first, analyst visually 
estimates TS behavior in terms "increase", "decrease", 
"stability", "fluctuation", "chaos", and then chooses one or 
several types of models. The latter are estimated by criteria of 
two types. The first type of criteria, which takes in account by 
the analyst, is a visual criterion of tendencies (behaviors) 
similarity of given and predicted TS, involving in sample, out 
of sample and real forecasts. The second type of criteria is the 
numerical criterion of TS model accuracy (in sample and out of 
sample forecasts), such as SMAPE, RMSE and MAPE. To 
imitate this process two step TS model selection was proposed 
[18], using algorithm of identification of TS behavior. The 
algorithm of identification of TS behavior, described in [18] 
performs only five types of TS behavior: “increase", 
"decrease", "stability", "fluctuation" and "chaos". It was 
assumed that "stability" and "fluctuation" described a behavior 
of stationary TS,  “increase", "decrease" are corresponded to 

non-stationary TS with trend. Linguistic term "chaos" 
determines non-stationary behavior of TS. There is a question 
how to derive more detailed description about non-stationary 
TS behavior “chaos”.  To perform more information about TS 
behavior “chaos” extended algorithm of identification of TS 
behavior, based on the notion of fuzzy tendency [12], will be 
proposed in next Section. This algorithm extends the proposed 
algorithm given in [18] by performing more detailed linguistic 
description of TS behavior “chaos” and by using TS 
transformation into TS of elementary fuzzy tendencies. Then 
the extended algorithm will be applied in TS model selection as 
was presented in [18] to improve accuracy of real forecasts, 
performed by fuzzy TS models. The results of forecasts, 
advantages and lacks will be discussed at the last Section of the 
paper. 

III. THE ALGORITHM OF IDENTIFICATION OF TS GENERAL 
TENDENCY   

The proposed extended algorithm of identification of TS 
behavior is based on a notion of fuzzy tendency [12] and TS of 
fuzzy elementary fuzzy tendencies [17]. This algorithm outputs 
the linguistic description of TS general tendency, so it was 
named as an algorithm of identification of TS general 
tendency.  

In this Section the notion of fuzzy tendency and TS of 
fuzzy elementary fuzzy tendencies will be recalled. Then a 
transformation of given TS into TS of fuzzy elementary fuzzy 
tendencies will be presented firstly. Then the latter will be used 
in extended algorithm of TS behavior identification to derive 
the linguistic description of TS general tendency. The result of 
this algorithm is represented by six types of linguistic 
description of TS general tendency "decrease", "stability", 
"increase", "fluctuation", "fluctuation with growth", 
"fluctuation with fall", which will be implemented in two step 
TS forecasting model selection, represented in Section 4. 

A. The notion of fuzzy tendency and TS of elementary fuzzy 
tendencies 
The notion of fuzzy tendency of a fuzzy time series was 

described in [12] as a quality characteristic of a TS behavior in 
linguistic terms. It was developed and successfully used in 
forecasting technique of short TS in combination with the F-
transform [17], [18].  

Let us remind a description of fuzzy tendency, given in 
[18]. 

Let tY x� , xt X, X R1 ,t = 1, 2, ..., n  be a given 
numerical TS, on which fuzzy TS , is 
defined. In accordance with the basic provisions of the fuzzy 
TS theory, proposed by Q. Song and B.Chissom [5], any finite 
discrete TS can be transformed into FTS 

, provided that its set of values X can be covered by 
special functions (membership function of fuzzy sets) of some 
linguistic variable  . We assume each  
satisfy the properties of normality and convexity. Let us define 
for a given numerical TS , 

. 
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Definition 1 [18]. A fuzzy tendency (FT) for a fuzzy TS 
, derived by some linguistic variable 
 is a set of the components: 

                                 (1) 
where  and  are the linguistic variables, which 

characterized a type and an intensity of FT respectively. Here 
 is a linguistic variable with the possible linguistic values 

"decrease", "stability", "increase", "fluctuation", "chaos", 
defined on the set . The component 

 is a linguistic variable, which is defined on the set 
 with a possible linguistic values "zero", 

"very small", "small", "medium", etc.  
The variable  in formula (1) determines duration of FT 

and kinds of FT: 
In case if   then FT is a "general fuzzy 

tendency". If  , then FT is a an "elementary fuzzy 
tendency". 

A general FT characterizes the behavior of TS in whole. 
An elementary FT characterizes the elementary di erence 
between two neighboring of fuzzy TS values.  

It is easy to see that any general FT of a TS can be 
considered as a sequence of an elementary FT. Moreover, the 
sequence of elementary FT of fuzzy TS in respect to (1) 
represents TS of an elementary FT by means of two fuzzy TS 
[18]: 

               (2) 
This TS of elementary FT will be used to output the 

linguistic description of given TS behavior. 
Notice, that for elementary FT the following statements 

are fulfilled. The set of types of elementary FT involved only 
three linguistic values , ="decrease", 

="stability", ="increase". The set of intensity of 
elementary FT involved  linguistic values 

. 

B. The transformation of numerical TS into TS of elementary 
fuzzy tendencies 
We consider the task of TS transformation into TS of an 

elementary FT as a TS pre-processing. This transformation is 
needed for a linguistic description of a general FT of a given 
TS.  

Let us use the following statement of the task. For a given 
numerical TS   where n is a 
quantity of TS points,  TS of an elementary FT must be 
derived in the form (2). 

The algorithm of TS transformation into TS of an 
elementary FT includes following steps. 

Step 1. The first step is smoothing of given TS by some 
technique to remove the noise with small intensities. 

Step 2. Then a linguistic variable  
must be determined on the set X and used to construct a fuzzy 
TS. We propose the following formula to construct each fuzzy 
TS value (r is a quantity of fuzzy values): 

         (3) 
Step 3. On the third step, using a fuzzy TS 

, TS of an elementary FT is derived. Let s1 be a 

number of a linguistic value for  and s2 be a number of a 
linguistic value for , where s1, s2 belong to the ordered set 
{1,2,…,r}. Below we recall [18] the following expressions to 
output the each value of TS of elementary FT for any time 
points t=2, 3, … ,n: 

                                (4) 

     (5) 
 

where , , . 

C. The technique for linguistic description of a TS general 
fuzzy tendency 
To identify a TS behavior in linguistic terms we propose 

extended heuristic algorithm of TS general tendency 
identification, described previously in [18]. The proposed 
algorithm extended algorithm given in [18] by performing 
more detailed linguistic description of TS behavior and by 
using TS transformation shown in Section B. We split the 
linguistic description of TS general tendency “chaos” given in 
[18] into linguistic descriptions "fluctuation with growth", 
"fluctuation with fall" to derive more information about TS 
behavior. 

A given numerical TS  Z  is the input and the linguistic 
value  B(Z) {"decrease", "stability", "increase", "fluctuation", 
"fluctuation with growth", "fluctuation with fall"} is the output 
of extended algorithm of a general tendency identification. 
The linguistic values "stability" and "fluctuation" are 
corresponded to behavior of stationary TS, while other ones 
give the linguistic description of non-stationary TS. Below 
extended algorithm of identification of TS general tendency, 
based on the notion of elementary FT is described. 

Step 1. Transform a given TS Z into TS of elementary FT, 
using the pre-processing algorithm (see Section B). 

Step 2. Defuzzify the intensities of elementary FT for each 
time point . 

Step 3. Calculate the cumulative intensity for each type of 
elementary FT for : 

if ( = ”Increase”), then  
if ( = ” Decrease”), then  
Step 4. Define the type of the general FT B (Z) = 

"Stability", if (  and ), otherwise Step 5. 
Step 5. Define the type of the general FT B (Z) = 

"Increase", if , otherwise Step 6. 
Step 6. Define the type of the general FT B

(Z)="Decrease", if , otherwise Step 7. 
Step 7. Define the type of the general FT B (Z) = 

"Fluctuation", if  or 
), otherwise Step 8. 

Step 8. Define the type of the general FT (Z) = 
"Fluctuation with growth", if ( = ”Increase”) , otherwise Step 
9. 

Step 9. Define the type of the general FT (Z) = 
"Fluctuation with fall", if ( = ” Decrease”). 

B

B
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In the Section 4 it will be shown that a linguistic 
description of TS general fuzzy tendency is useful to choose 
the best TS forecasting model. 

IV. TWO STEP TS MODEL SELECTION TECHNIQUE  
In that Section a combination of linguistic and numerical 

criteria is used in two step selection of the best model from the 
set of optimal ones in their class. As was mention in Section 2 
we will take in account three parts for given TS: (1) in sample, 
(2) out of sample and (3) real forecasts. 

Let L be a length of given numerical TS Y and 
.  For given TS Y we will distinguish following parts: 

a) Y1 is a part of TS with length L1, known for a model 
and used to train on the in sample values of Y.  

b) Y2 is a part of TS with length L2, known for a model 
and used to test on the out of sample values of Y. 

c) Y3 is a part of TS with length L3, unknown for a model 
and is real forecasts of given Y with the horizon equal L3. 

d) Y4 is a part of TS with length L4 = L2+L3. 
Let B(Y) be a linguistic description of behavior of a given 

TS Y with the length L and B(Y4) be a linguistic description 
of behavior of predicted parts of TS Y, which are performed 
by the algorithm of TS general tendency identification, 
described in Section 3. 

At the first step to select the adequate TS models from the 
given set of TS models with different types and orders the 
linguistic criterion of general FT similarity is used [18]: 

                         (6) 

where  are the outputs of the algorithm, 
presented in Section 3 for time series respectively. 

The model for which is considered as an adequate 
one and is adding to subset of adequate models.  

At the second step of TS model selection we use the 
numerical criterion of similarity of TS model accuracy in 
sample and out of sample, based on criterion SMAPE [18] to 
choose the best model from the subset of adequate models: 

 

where  is in sample average error,  is out 
of sample average error, computed as follows: 

 

where  is t-th forecasted value,  is t-th actual value, 
and n is the number of TS points. We assumed that the value 
of  has to be less than 0.3. In results only one fuzzy 
time series model with minimum  is considered as the 
best forecasting model. 

V. RESULTS AND CONCLUSIONS 
In this study the linguistic description of TS behavior was 

used and applied to select the best fuzzy TS model in real 
forecast, when the TS points were unknown for TS models. 
This linguistic description of TS behavior, derived by 

extended algorithm of identification of TS general tendency, 
was used to calculate linguistic criterion. 

The study of efficiency of that extended algorithm is 
focused on three basic fuzzy TS models: model with fuzzified 
TS values [5], model with fuzzified first differences of TS 
values [7] and model, based on the elementary fuzzy tendency 
(FT) [18]. These models were chosen, as they are not good in 
real forecasts often. 

The testing dataset consisted of 91 time series from 
banking, web hosting, and health domains 
[http://irafm.osu.cz/cif/main.php]. The frequencies of the time 
series (i.e. the frequencies at which the measures were 
reported) were daily, monthly, quarterly, and yearly. The 
forecasting horizons (i.e. the number of future values to be 
forecasted) was set by taking into account the length of the 
time series and its frequency: horizon differs from 4 for short 
yearly time series to 180 for quite long daily time series. 
These TS available at CIF-2015 competition 
[http://irafm.osu.cz/cif/main.php]. 

In comparison with the traditional fuzzy TS models 
evaluation, when a numerical criterion was used only, the 
applying of two step model selection with extended algorithm 
of TS behavior identification, showed that prediction error in 
real forecasts was decrease from 0.3421 to 0.1662 (SMAPE 
(Y3) was calculated, when real values of TS of CIF–2015 were 
open). 

As a benchmark, well-known forecasting models 
(ARIMA, ETS, the Theta method, and Random Walk) were 
used on the competition data set CIF–2015. Table 1 shows the 
results of real forecasts sorted by mean and standard deviation 
of SMAPE(Y3) in ascending order (lower values are better). 
The result of applying of combination of fuzzy and numerical 
criteria to choose fuzzy forecasting model (named Proposed 
method) demonstrate not bad accuracy in comparison with 
well-known forecasting methods. Moreover, fuzzy TS models 
with two step selection algorithm produced the good accuracy 
in average (SMAPE(Y3)=0.126), when TS behavior was 
described as “increase”. 

TABLE I.  THE RESULTS OF THE CIF-2015 COMPETITION SORTED BY MEAN 
AND STANDARD DEVIATION OF SMAPE 

Method Mean Std. Dev. 
ETS 0.12760 0.11883 

ARIMA 0.12906 0.12323 

Theta 0.13043 0.13221 

RW 0.14216 0.13537 

Proposed method 0.16621 0.15251 

 
However, the linguistic criterion is not very good when the 

TS frequency is very low. In this case it is difficult to define 
the similarity of linguistic descriptions using three parts of TS, 
described in the paper. The future study will be aimed at 
development and study of TS model selection from the given 
set to improve efficiency and accuracy of forecasting results 
for TS with very low frequency. Another aim of future work is 
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to apply algorithm of identification of TS behavior to select 
appropriate models with known properties.   
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Abstract— Ad-hoc networks, as well as many wireless networks 
and wired networks applied here to do and the proper function of 
routing data packets forwarding, maintenance and update 
routing information, the security need. Mobile ad hoc networks 
due to the special properties of operations and placement of often 
unstructured meshes, or self-organizing ad-hoc networks are 
known. In these networks in order to extend the communication 
range of nodes, more than a step, configure routing algorithms 
are used. In fact, security was a prerequisite for the proper 
functioning of network operations and without it there is no 
guarantee for the proper conduct of the exercise and Attackers 
can easily disrupt the integrity of the network. The trust model 
proposed by Pirzada and his colleagues route based on at least 
step is not created. It will be nodes in the path which other nodes 
are more confident, the old Confidence models can be use that 
have three part of the Confidence section, Share section and 
Merge section. So there are high chances of congestion in nodes 
with confidence. In AODV routing protocol congestion 
management is vital, so in this paper, a FC2TA model is 
presented. The FC2TA model increase nodes energy, network 
stability and balancing on the nodes that have high confidence. 
Here we apply the FC2TA model to the latest version of AODV. 
Because of that these protocols constantly improving and now in 
the development phase. The simulation model is done in Fuzzy 
Logic Tools in MATLAB.  

MANTE, fuzzy system, congestion control, Confidence  

I. INTRODUCTION   
Ad-hoc networks are said to be temporary networks that are 

created for a specific purpose. In fact, the wireless network that 
the nodes are moving. The major difference Ad-hoc networks 
with common 802.11 wireless networks in Ad-hoc network is a 
collection of wireless mobile nodes without any central 
infrastructure access point or base station for wireless data 
transmission in the interval specified are connected.   

Ad-hoc networks, as well as many wireless networks and 
wired networks applied here to do and the proper function of 
routing data packets forwarding, maintenance and update 
routing information, the security need. Ad-hoc network nodes 
to perform key management in a managed environment need. 
In fact, there should be one or several Confidenceed center to 
new nodes in the network and register their malicious nodes 
from the network line.   Thus, based on healthy nodes existing 
network security to provide, because malicious nodes are 
located in the revocation list. A number of routing protocols 
use of cryptographic and Confidence to reliability the routes 

[1]. The presented model by Pirzadeh can be functionally 
divided into the three components: Confidence section, Share 
section and Merge section [11]. This protocol enables nodes to 
forward packets onto Confidence routes, rather than the default 
MIN hop routes. Therefore, there is the probable of congestion 
on the nodes which have higher Confidence. A developed 
Confidence protocol namely FC2TA model has been presented 
in this article. the suggested model considers energy, to ensure 
stability and balancing on the network with nodes that have 
MAX confidence. Now to show the performance of the FC2TA 
model, it is done on the Confidence AODV protocol. The 
simulation model in MATLAB shows the improving 
performance of AODV [11].  

II. THE PROPOSED MODEL FC2TA  
The four components of the proposed system are as 

follows: Confidence section, Share section, merge section and 
congestion management section. Operating confidence, the 
confidence levels of the events that have been experienced by a 
node directly obtains. [8]. Share section shares Confidence data 
with other nodes in network. The composition of cumulative 
Confidence in a node based on information received from the 
Confidence and Share section separately [7, 10]. Based on the 
Fig 1 three section are associated with Fuzzy Block. The Fuzzy 
section (FC2TA) based on the receive data from the Merge 
section dose balancing on the nodes with MAX confidence. 
The final decision is made by Fuzzy Blocks. The proposed 
model design is shown in Fig 1.   

 
 
 
 
 
 

 
 

Fig. 1.  Schematic of the FC2TA Model 

A. confidence section 
The Confidence section consists of Row Extraction, Row 

Description and Row Calculation. Extraction of confidence is 
done in Passive mode, i.e. do not need to search for packages. 
Essential information about other nodes can be collected by 

Confidence Merge Share 

Fuzzy Congestion Management Confidence 
AODV 
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checking local traffic network. Events that can be measured 
and properly recorded in Passive mode is the following.   

TABLE I.  TYPE OF EVENTS FOR RECORD  

Frames Expect Data Frames sent 
Control Frames Sent Data Frames expect 

Control Frames Expect Streams recognize 
In the above event information acquired split into one or more 
Confidence sections [7, 11]. 
Row Description: Never Confidence networks are not static, 
because Confidence relationships constantly changing due to 
the dynamic topology. Time interaction with other nodes is 
important. It is essential that Confidence be displayed as a 
continuous range to distinguish between nodes by comparing 
the levels of Confidence. Confidence generally describes a 
continuous process, so the display is discrete enough to 
display confidence. As was explained in the first distributed 
Confidence model, Confidence using a six-valued range of no 
confidence to Confidence the symbolism [9,11]. 
Row Calculation: In the calculation of confidence, and a little 
weight to monitor events previously allocated. The weight of 
all nodes dynamically, depending on the situation and allocate 
themselves. This weight in a continuous range from -1 to +1 
shown that 1 + 1 non-serious and important measures. Then to 
calculate a position of trust classes together in a special node 
is dumped directly confidence. the direct Confidence in node 
y, by node x, as Txy defined and as follows:  

 
Where Wxy (i) is the weight of the ith Confidence section 

of node y to node x and Txy (i) is the situational Confidence of 
node x in the ith Confidence category of node y [28]. The total 
number of classes n protocol confidence in the scenario that is 
applied depends on the model. Each node in the network itself 
to place confidence rate in relation to other nodes in the 
network maintenance. Direct trust and confidence in the 
current situation to display the status of nodes and dynamically 
updated maintenance is dumped. from the view of node y, the 
situational and direct Confidence table is shown in table 2. 

 
Fig. 2.  Straight Confidence Links. 

The derived and cumulative Confidence values are 
preserved by the Merge and dynamically updated whenever a 
modification occurs either in the situational and Straight 
Confidence table or the Share table. The direct, 
recommendation and cumulative Confidence table maintained 
by node y is exposed in bellow. [12] 

 
 

        
 
 
 
 

 
B. Share Section 

Most events experienced by a node occurs through the 
interaction between neighboring nodes. These events help to 
build trusting relationships directly next door. Although a very 
small number of events directly between nodes that are 
experiencing is more than a step away. It is imperative that 
when calculating confidence in the other nodes, the nodes share 
must be considered. Offers from reputable agent node to other 
nodes request is based on trust. Two likely mechanisms that 
could be used to play a direct confidence values the share of 
integrated trade and exchange are independent reputation 

C. Merger Section 
The merge of the values of self-confidence and share agent 

receives. To calculate the amount of cumulative confidence a 
target node, we may computational methods, and accepted by 
Beth will change. Although reliable computational method 
may be used to combine the values of trust [4]. 

III. CONGESTION MANAGEMENT USING FC2TA MODEL 

A. Fuzzy system 
The theory of fuzzy sets and fuzzy logic Prof. Lotfizadeh 

first in a thesis called “fuzzy - Information and Control 
introduced in 1965”. His primary goal at the time, developed a 
model to describe the process more efficient natural language 
processing. He and reform concepts such as fuzzy, fuzzy 
events and fuzzy numbers enter the mathematical sciences and 
engineering. I ask <is cloudy or sunny?> First, partly cloudy. I 
ask "Is everything you said to me yesterday, right?> First, 
much of it was true. We often fuzzy logic we use in everyday 
life. The fact is that the world of zero and one, abstract and 
imaginary world. Absolutely right or absolutely wrong subject 
is rarely, because in the real world most of the time, everything 
is neatly in place. Fuzzy logic (fuzzy logic) formulated a new 
solution to provide qualitative parameters. In fact, with this 
new logic, the possibility of progress in robotics and computer 
sciences has been provided.  

Fuzzy logic is a specific place among other sciences, even 
the social and economic sciences; find and perhaps many social 
and economic parameters with this logic is formulated. In fact, 
a new method for formulating concepts and sensory quantity 
and quality of offers. What man has his theories are based, was 
that only the "quantity" to be formulated and qualitative 
concepts and sensory and imprecise and even vaguely like a 
nice, long, hot, cold, old, young, and so forth Can be 
formulated! If the human brain by taking into account various 
factors and based on deductive thinking, especially for the 
reasonable quantities say. Today, dishwashers and many other 

y b c d 
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household appliances also use this technique. Fuzzy Logic 
frequency applications are in automotive industry. For 
example, ABS brakes and uses fuzzy logic in some cars. One 
of the most famous examples of the use of fuzzy logic in global 
logistics systems, network monorail (single-rail train) Tokyo in 
Japan. Load displacement motor and other systems, like 
elevators also use fuzzy logic. Fuzzy inference systems may be 
used as a feedback control design approach in places where no 
strict control method cannot be used is observed. Control 
algorithm as a set of IF-THEN fuzzy rules have been arrested. 
Fuzzy expert system for non-linear control systems may be too 
complex is popular [2,6].   

B. Reasons for using Fuzzy inference systems 
 For what we use fuzzy logic? Below is a list of general 

observations about fuzzy logic is: 
Fuzzy logic can easily be understood conceptually. 

Mathematical concepts are fuzzy reasoning is very simple. 
What made that nice fuzzy "naturalness" approach rather 
elusive complexity of his hand. Fuzzy logic is flexible. For any 
given system, adding more functionality without restarting 
from scratch is not easy. Fuzzy logic is tolerant of imprecise 
data. If you look around carefully to see that everything around 
us imprecise. Moreover, the more things even in the imprecise 
carefully inspected. Fuzzy reasoning builds this understanding 
into the process rather than remove it from the process. Fuzzy 
logic can model the non-linear functions with any degree of 
complexity. You can get a fuzzy system to match any set of 
input data exit. This process, especially through techniques 
such as adaptive neural fuzzy inference systems to easily 
implement adaptive. Fuzzy logic can be built on the experience 
of experts. Unlike neural network training data to produce 
models that are ambiguous impenetrable, Fuzzy logic gives 
you permitted to rely on the experience of people who already 
understand your system, trust. Fuzzy logic can be controlled 
with conventional techniques of combination. Fuzzy 
systems are not necessarily replacing conventional control 
measures. In many cases fuzzy systems complement and 
strengthen them and make them easier to implement. 

C. Where and how fuzzy systems are used? 
Knowledge-based systems are fuzzy systems or rules. The 

heart of a fuzzy system is a knowledge base that is composed 
of fuzzy IF-THEN rules. A rule fuzzy if-then statement if - 
then that some words are marked by continuous membership 
functions. For example, consider the following phase: if the car 
speed is high then less force to enter the gas pedal. Fuzzy logic 
provides a method for processing non-deterministic events, 
exactly what the nature and everyday life with which I am 
associated. In fuzzy logic and approximate working with the 
uncertain value; a range of possibilities that may happen. Fuzzy 
logic Boolean logic is the logic of binary or binary [12].  

D. Fuzzy inference systems implementation 
Fuzzy Inference System, systematic process to become a 

knowledge base to provide a non-linear mapping. For this 
reason, knowledge-based systems (fuzzy system) is used in 

engineering applications and decisions. A fuzzy system has the 
following components: 

Fuzzfier a numeric value in the input variables to make a 
fuzzy set. Fuzzy rule base is a collection of if-then rules. Fuzzy 
inference engine inputs and outputs with a series of actions to 
make. Defuzzification fuzzy output to a certain number of 
turns. 

An ad_hoc network is a huge spreading complex system 
with so much difficulty nonlinear, time-varying and wrong 
behavior. Dynamic or static modeling of such a system is really 
complicated to control. Measuring the partial network mode, 
and latency is often weak. In order to enable wireless image 
and multimedia communications, to communicate information 
over wireless image must be addressed. Network congestion 
control is a matter of high priority, especially in increasing 
size, low speed (broadband) network gradually integrated. 
Recent solutions in existing networks are becoming useless and 
simply cannot scale up. Traditional approaches to congestion 
management for TCP / IP and ATM separately action [1].  

Two units together under the rule base of database and 
knowledge base (Knowledge base) are known. Fuzzy inference 
systems can be divided into three classes, "Mamdani, Sugeno 
and Takagi divided. Many FIS of Mamdani type involved in 
this type of fuzzy set out to predict. Fuzzy Inference System to 
successfully operate the system that can be easily achievable 
analytical models or model is very complex and non-linear 
control is used. In this paper, a fuzzy model is confidence, 
which is applied in hop-by-hop Ad Hoc networks [2]. 

E. Fuzzy inference system 
In this paper FC2TA model is based on a queue 

management scheme to provide transmission speed control in 
nodes with high confidence. The FC2TA model is shown in Fig 
6. Speed node is confident that with the information returned 
by the source node is adjustable. Confidence source node by 
node, end node shift to the node system is produced. Units are 
confident this information to the next node current confidence 
back. Feedback will be given of a buffer state node confident in 
the next scan, and the previous node how to change the speed 
of transmission. Units of confidence, after receiving feedback 
information to adjust your speed to MAX and MIN. The 
proposed fuzzy model, looks at the current state of the buffer 
queue length and speed ahead.  

 
Fig. 3.  Input variable for FC2TA in MATLAB   

 Accordingly, the FC2TA model suggested will be more 
effective than models they only have threshold. In the view of 
the membership function. Membership functions can be 
changed by using existing elements. In books and articles fuzzy 
talk usually comes from three systems:pure fuzzy systems, 
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Takagi-Sugeno fuzzy systems and Kang (TSK) and systems 
with fuzzy defuzzification mechanism building, summarize 
these three systems we describe. The main problem is that in 
terms of pure fuzzy system inputs and outputs are fuzzy sets 
(words in a natural language). While the engineering systems, 
inputs and outputs are placeholders with real values. To resolve 
this problem, Takagi-Sugeno and Kang fuzzy systems have 
introduced another type of inputs and outputs are placeholders 
with actual values. 

F. Rule descriptions  
After determining the membership function must define 

Rule to do this, enter the edit menu, and begin to define the 
roles. In this page through the Edit menu to enter the number of 
inputs and outputs are importing inputs and outputs. With it 
comes in the form below. The Make of FC2TA model is 
perform into three steps:  Create the Input variables, Create the 
membership functions, Create the rules for FC2TA  

IN #1: Packets_Loss  Fix (Fx).      
MIN_S - Bellow 0.3%  Growth slow (-GS).    
MID_A - Range 0.3-0.6%  Growth Fast (+GF). 
MAX_H - Over 0.6%  IN #3: Channel_Conditions  
IN #2: Buffer_Length MIN - Under 0.3% (L) 
Reduction Fast (-RF).     Mid - Range 0.3-0.6% (M) 
Reduction Slow (-RS). MAX - Over 0.6% (H). 
OUT2: Sliding Win (L=0 ... H=10). OUT1: Broadcast speed (0 - 400 Mbps) 

TABLE II.  LINGUISTIC RULES MATRIX  

Queue_Length or Channel_Status 
 

+GF +GS Fx -RS -RF  

Pa
ck

et
_l

os
s  

MAX Mid MIN 

62 
Win=2 

95 
Win=3 

215 
Win=4 

355 
Win=7 

395 
Win=9 

MAX
_H 

62 
Win=2 

205 
Win=4 

315 
Win=6 

310 
Win=7 

395 
Win=9 

MID_
A 

110 
Win=3 

225 
Win=5 

355 
Win=8 

395 
Win=9 

395 
Win=9 

MIN_
S 

 

 
Fig. 4.  Block diagram of FC2TA   

 
Fig. 5.  The channel speed control using FC2TA   

The syntax of a rule base (IF–THEN) consists of two parts: 
First, the linguistic rules are set (table 3) and afterwards, 
membership functions of the linguistic values are determined.  

IV. APPLY FC2TA MODEL TO AODV PROTOCOL 
AODV routing protocol is an On-Demand routing protocol 

where all paths are discovered only when needed and only 
during the time that used to be kept. Flooding paths are 
discovered during a search process during which a route to the 
destination network nodes are questioned. When a node has 
discovered a way to track it back to ninety departures that the 
question had to be my report. AODV is designed to fulfill the 
objectives as follows: 

 Minimal overhead control, Minimal processing overhead, 
Several-routing capabilities, Dynamic topology maintenance 
Freedom from the ring. 

Because resources are scarce Ad hoc mobile networks 
AODV attempts to control overhead by limiting Updates 
alternate route as well as the use of the On-Demand messages 
to a minimum. To minimize processing overhead, messages, 
and AODV simple structure requiring little computing. The 
route discovery process when a source node needs a route to a 
destination node and route in the routing table is not valid, a 
source node route request packet (RREQ) to the destination 
node is broadcast. When each node receives RREQ, an entry in 
a reverse direction to the source node to create or update the 
routing table and if a valid path to the destination node in the 
routing table, not RREQ is broadcast again. When Flooding 
RREQ packets from the source node to the destination node is 
reached, the input destination node to create or update the 
reverse route and a route reply packet (RREP) is an enhanced 
Shmarhtrtyb in the reverse direction unicast.  

When RREP to the source node and turns along the way, on 
the contrary, a forward path to the destination or refresh and 
communication starts. In the process of keeping track of each 
node periodically broadcast a packet Hello for local 
connections and RREP with TTL = 1, such as Hello packets 
are broadcast. When ninety packet from a neighbor and does 
not get in a few seconds, assumes that neighbor connection is 
broken. In addition, when a broken connection node to a 
neighbor notification based on its MAC layer, the path to the 
destination node detects a failure The next step route, the 
node's neighbors. When the node detects a connection failure, 
is close to the destination node needs a new direction to the 
process as local repair (Local Repair) is called. We modify this 
rule on based FC2TA model and have assigned the direct fuzzy 
Confidence value as cost of each HOP. FC2TA Model would 
guarantee that the load is balanced in the Ad Hoc network. 
[1,10]. Here we apply the FC2TA model to the AODV routing 
protocols. For the reason that these protocols are now in the 
development phase. 

V. FUZZY LOGIC TOOLBOX 
In making using fuzzy logic toolbox in MATLAB's 

graphical user interface is only available in the toolbox we use 
fuzzy logic. Keep in mind that you can use to build command 
line system, but making the systems easier and more 
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understandable graphical form. Five major graphic tools to 
create, view and edit the system is provided in the toolkit: 
Fuzzy Inference System FIS Editor Editor or Editor, 
Membership function editor (Membership, Function Editor), 
Editor Rules (Rule Editor), Display Rules (Rule Viewer), Shop 
surface (Surface Viewer). 

 
Fig. 6.  Fuzzy logic in MATLAB       

VI. SIMULATION AND RESULTS 
After defining the rule of time to reach conclusions. To 

evaluate the results of the view menu options we chose rules 
and opened them on the output variables and results can be 
viewed. The results are illustrated in figure 7.  

 
 

 
Fig. 7.  Adjusting the transmission speed using FC2TA     

VII. RULES OF THE FUZZY SYSTEM 
Once the input and output fuzzy sets and membership 

functions are assembled, the rules are then formulated. The 
rules are formulated based on the input parameters (Number of 
packets loss, Buffer develop length, channel conditions vary) 
and the output i.e. level of sliding window and transmission 
speed. IF a is A THEN b is B, where a and b are the variables 
while A and B are the values determine by fuzzy system.  

VIII. CONCLUSION 
Due to the inherent nature Ad-hoc networks can be easily 

inferred that network performance is highly dependent on the 
behavior of network nodes. This means that if a node does not 
perform its duties properly, greatly compromising network 
performance efficiency and share vital information may be at 
risk. On the basis of some of the models proposed to secure the 

majority use logic and incorrect behavior of nodes on the 
background of their actions are examined. If this record is 
worse than a threshold applied to the average behavior of 
malicious node is detected. Of course, these decisions are 
somewhat relative and never absolute cannot be determined 
that any behavior that is correct or incorrect node his head. 

AODV algorithm is based on DSDV routing protocol with 
the exception that the route only when necessary to reduce the 
Broad Casting. The only route discovery algorithm since the 
inception of the path between two nodes does not exist. So to 
say that reaction. In the original AODV, route hop is done 
according to MIN. In this case, the nodes in the path of the 
money to create more confidence. Therefore, there is a 
possibility of condensation on the nodes confidence. 
Accordingly, the temporary network congestion and packet 
loss have occurred that caused a long delay. A FC2TA model 
has been suggested in this article. In this paper, in order to 
solving this problem, a technique of regulating the transmission 
speed to avoid buffer overflow of Confidence nodes using 
fuzzy model was presented. 

Currently, congestion management, a way to prevent buffer 
overflow nodes confidence in using the system FC2TA the 
paper suggested. The results show that confidence can be 
flexible node transfer speed to adjust the size of bandwidth. 

REFERENCES 
[1] Rashidi, Rahim, et al. "Confidence routing protocol based on congestion 

control in MANET." Application of Information and Communication 
Technologies, 2009. AICT 2009. International Conference on. IEEE, 
2009. 

[2] Frankel, David S., Model Driven Architecture: Applying MDA to 
Enterprise Computing, OMG Press, Wiley Publishing, 2003. 

[3] Clark N. Taylor, Sujit Dey, “Adative Image Compression for Wireless 
Multimedia Communication”, Electrical and Computer Engineering, 
University of California, San Diego, La Jolla, California, USA. 

[4]  A Pitsillides, Y.A, Sekercioglu, G. Ramamurthy, “Effective control of 
traffic flow in ATM networks using fuzzy explicit rate marking 
(FERM)”, IEEE Journal 15 (1997) 209. 

[5]   O. Rioul, M. Vetterli, “Wavelets and signal processing”, IEEE Signal 
Processing Magazine 1991. 

[6] M. Antonini, M. Barlaud, P. Mathieu, I. Daubechies, “Image coding 
using wavelet transform,” IEEE Trans. Image Process 1 (1992) 205. 

[7] C. Lee, “Fuzzy logic in control systems: Fuzzy logic controller”, IEEE 
Trans. Systems 20 (1990) 404. 

[8] Y.-C. Hu, A. Perrig, and D. B. Johnson. Ariadne : A secure on-demand 
routing protocol for ad hoc networks. Proceedings of MOBICOM 2002., 
2002. 5.1 

[9] M. Burmester and A. Yasinsac. Confidence infrastructure for wireless 
mobile networks.WSAES Transactions on Telecommunications, pages 
377{381, 2004. 1.5.2, 1.5.2.1,1.5.4 

[10] P. Ning and K. Sun. How to misuse AODV: A case study of insider 
attacks against mobile ad-hoc routing protocols. Proceedings of the 4th 
Annual IEEE Information Assurance Workshop, pages 60{67, 2003. 
1.3.1 

[11] T.Beth,M.Borcherding , and B.Klein. Valuation of Confidence in Open 
Networks. In Proceeding of the Tired European Symposium on Research 
in computer Security pages 3-18, springer 1994. 

[12] Asad Amir Pirzade ,Confidence based Routing in Wireless ad-hoc 
network's . university of western Australia, 2007 

[13] C. Lee, “Fuzzy logic in control systems: Fuzzy logic controller”, IEEE 
Trans. Systems 20 (1990) 404 

 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 350 12-14 Oct 2016, Baku, Azerbaijan



Simulation of Identification Process of Parameters of 
Movement of the Wagon on Monorail Transport

Moroz N., Starostenko A.  
Control systems laboratory 

Moscow Institute of Physics and Technologies 
Moscow, the Russian Federation 

Gorbachev R.A., Kuznetsov N.A.  
“GMK Innovations” LLC 

Moscow, the Russian Federation 

 
 

Abstract — the work is devoted to construction of mathematical 
model of movement of the passenger wagon and algorithm of 
identification of parameters of mathematical model, as well as 
demonstration of efficiency of this algorithm through simulation 
of the process of identification for selected mode of acceleration. 

Index Terms—mathematical model, monorail transport, law of 
motion control, identification of parameters of model, the method 
of least squares, a sequence of independent Gaussian variables. 

I. INTRODUCTION 
Currently the richest and the most technologically 

advanced countries, such as the USA, Japan, Germany and 
China, use monorail transport systems to solve their traffic 
problems. This type of transport is actively developing in 
Malaysia, Singapore, the United Arab Emirates and the others 
[1-3].  

The primary advantage of monorail transport systems is 
that this type of transport does not require any allocation of 
"scarce" areas and fits perfectly into the existing 
infrastructure, has a high level of comfort, is more economical 
in terms of cost of construction and operation in contrast to the 
metro. In addition, monorails have a high degree of curvature 
of the track compared to the underground transport systems 
and railway, and are well suited for rough terrain.   

The speed of the monorail in theory can exceed the speed 
of conventional rail trains significantly. However, monorail 
transport often moves at a low speed and cannot cope with the 
required passenger traffic, which indicates the need to find 
more efficient and reliable engineering solutions, taking into 
account all local conditions as well as the automation of trains 
at a higher speed with high level of safety. 

II. PROBLEM STATEMENT 
Let us assume that the aim of control of wagon is to reach 

identity or minimum deviation between the current value of 
speed of the wagon and the set one. The set speed is a function 
of the distance traveled by the wagon from the previous 
station and is determined by conditions of safety and 
efficiency, taking into account the profile of the road cloth 
(descents, climbs, turns etc.). To determine the current speed 
level, sensors are installed in the wagon. The set speed is 
estimated by measurement of the wagon's location. 

Let us assume that the actual information about the process 
of wagon movement comprises measured values of traction 

and braking forces. These forces constitute the control action 
on the wagon. 

III. MATHEMATICAL MODEL OF WAGON MOVEMENT 
A random process that meets the system of difference 

equations can describe the movement of the wagon [4]: 

, 
.    (1) 

Fn – traction force, and  Bn – braking force assumed to be 
known quantities, Vn – wagon speed, Xn – distance from the 
wagon to the previous station, ∆t – time sampling step. in – 
slope of the track, assumed to be known. εn, n = 1, 2 – a 
sequence of independent Gaussian random variables with zero 
mean 0,1 �nM;  and equal variances 22

,1 �; �nM . 
The force of aerodynamic resistance of the wagon (when 

there is no wind) is equal: 

sVcgPVA nn
22

2 2
�

�� ,    (2) 

с – wagon resistance factor, s – cross- sectional area of the 
wagon, ρ – air density. All these quantities are assumed to be 
constant. Hence scgPA

22
�

�  is fixed and known value for the 

wagon. 
Next we are considering the effect of wind on aerodynamic 

resistance to movement of the wagon. The speed of its motion 
relative to the air mass is equal to the algebraic sum of the 
speed of the wagon relative to the rail and the projection of the 
wind speed in the direction of movement of the wagon. 
Therefore, the mathematical model of the aerodynamic force 
will be: 

< = < =2222 2
22 ветраветраnтветраnаэр VVVVsсVVsсF 

�
�
�� .  (3) 

Taking into account Eq.3 the mathematical model of the 
motion of the wagon in the presence of wind will have the 
form: 

 
, 

 .      (4) 
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The measured values are Vn and Xn, known quantities are in 
– slope of the track, and g – the acceleration of gravity. The 
unknown quantities required evaluation are P, A0, A1,. A0 and 
A1 may vary during the passage of the wagon between the 
stations as their values depend on the geometry and conditions 
of the track, wind speed and direction etc. The rate of change 
of these parameters is assumed to be slow. The weight of the 
wagon with passengers P is constant between adjacent stations 
and is measured in tones. 

IV. THE IDENTIFICATION OF PARAMETERS OF MATHEMATICAL 
MODEL OF THE WAGON MOVEMENT 

For the estimation of the unknown parameters of the model 
Р, A0, A1 we are applying the results of the method of least 
squares (OLS) [5,6], the implementation of which in relation 
to this problem is as follows. Known forces (Fn - Bn ), n = 0, 1, 
…, k – 1 are applied to the wagon, located on the station (V0  = 
0, X0 = 0) at regular intervals ∆t to reach the set value of 
speed. At the same intervals the speed of the wagon is 
measured Vn

msr, n = 1, 2, …, k. 
The Eq. 4 will have the form: 

 

,  n = 0, 1, …, k – 1.     (5) 
For convenience, we introduce vectors: 

, где   

, 

, 

(6) 
In the new variables the Eq. 1 will have the form: 

 

  . 
Predictive model of the method of least squares can be 

written as: 

 
The criterion to be minimized is: 

. 
by Θ to get an estimate  of the vector Θ. 
The algorithm for obtaining estimates can be represented 

by the following sequence of calculations. Let us write the first 
series of N measurements   and the 
regression matrix corresponding to these measurements: 

   .  (7) 

Estimates   of the vector Θ на based on the first set of 
N measurements are defined by the equation: 

.     (8) 

The sequence of estimates   of the vector Θ can be 
rewritten recursively [7]: 

(9) 
When replacing 1/n in the Eq. 8 by a sequence of positive 

numbers μ (n) input sequence μ changes contribution of old 
estimates in OLS criterion in comparison with 1/n sequence. 

V. THE SIMULATION OF THE PROCESS OF IDENTIFYING THE 
PARAMETERS OF THE MATHEMATICAL MODEL OF THE WAGON 

MOVEMENT. THE SOLUTION OF THE DIRECT PROBLEM. 
Let us suppose that at the initial section of the wagon 

movement (0 ≤ t ≤ 30) the change in acceleration is subject to 
the following law: 

  
The value of traction force F, according to (4), will be: 

 
Furthermore, we assume the following values of the 

coefficients to be equal  = 21,07,   = 0,0833, which 
corresponds to the experimental data for rail transport,  P = 9, g 
= 9,8. A table of values of v(t), a(t), F(t) is built with a 
sampling step ∆t = 0.05 sec. 

VI. THE SIMULATION OF THE PROCESS OF IDENTIFYING THE 
PARAMETERS OF THE MATHEMATICAL MODEL OF THE WAGON 

MOVEMENT. THE SOLUTION OF THE INVERSE PROBLEM. 
Let us conduct the simulation of the process of identifying 

the parameters of the mathematical model of the wagon 
movement for two situations. The first situation corresponds 
to the so-called "run-in" the wagon when an empty new 
wagon is released on the line, and the motion parameters are 
measured using high-precision measuring technology. For this 
case, we can consider the weight of the car to be constant and 
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equal to the weight of the empty wagon (9 tons), and the error 
of measurement of speed and distance to be zero. 

Let us estimate the value of the parameters  and  
(considering the weight of the wagon to be known quantity) 
using Eq. 8. The simulation results are shown in Figure 1. Both 
graphs show the dependence of the identifiable parameters on 
the wind speed. The dots indicate the values of the parameters 
obtained from the calculations, whereas the line provides the 
true values of the parameters. As can be seen from Figure 1, 
model results converge to the true values of motion parameters 
in the absence of speed measurement errors. 

Let us conduct simulation of the process of identifying the 
parameters of the mathematical model of the wagon movement 
for normal operation of the wagon. Define vector 

 to be the required vector (the speed of the 
wagon is unknown to us in this situation), suppose the value of 
the measurement error to be equal to 1% of the measured 
speed. Figure 2, 3 show the simulation results for P = 11, 13. 
For each parameter results of 4 experiments are presented.  

 

 
Fig. 1.  The results of identification of the parameters  and  depending 

on the wind speed.  

 

Fig. 2.  The results of identification of the parameters P,  and   
depending on the wind speed when the measurement error is 1% of the 

measured speed (P =11). 
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Fig. 3.  The results of identification of the parameters  
depending on the wind speed when the measurement error is 1% of the 

measured speed (P=13). 

 

VII.  CONCLUSION 
To begin with the mathematical model of the wagon 

movement and the algorithm of identification of the model 
parameters are developed. 

Furthermore, performance of the identification algorithm is 
confirmed for the selected schedule of set speed. 

In addition, linearized model of the wagon movement is 
obtained. 

Finally, the simulation confirming the efficiency of the 
algorithms is conducted. 
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Abstract—This report examines the issues of improving the 
efficiency of use of available funds for the maintenance and 
repair of equipment, reducing the burden on the staff. We have 
investigated and analyzed the process of repair and maintenance 
of a service company. We have defined basic models and its set of 
functions. This work is based on agent-based approach to 
simulate MRO process. Logical and conceptual models of multi-
agent systems of MRO process have been developed. 

Index Terms— training, testing, maintenance and repair, 
maintenance and repair, the organization of maintenance and 
repair, general industrial equipment, software and information 
support, multi-agent system (MAS).  

I. INTRODUCTION  
In our country, the necessity of improving the quality of 

maintenance and repair (MRO) is very high, because of 
depreciation of equipment. In this regard, MRO staff services 
of large and medium-sized industrial companies have to 
analyze a huge amount of data every day and it makes it harder 
to plan, register and prepare the repair work, especially in case 
if units are separated in the area. Proper management can 
improve the quality of MRO and reduce time and financial 
losses [1]. 

MRO Management covers a wide range of problems, such 
as structural organization, methods of research, control and 
improvement of the reliability of the equipment, scheduling. 

One of the most pressing problems of industrial enterprises 
at present is to ensure the continuous operation of the 
equipment during the production cycle. This is due to high 
levels of wear and tear, which reaches under 70%. Employees 
repair services large and medium industrial enterprises on a 
daily basis has to handle huge amount of data, which greatly 
complicates the planning, preparation and registration of 
maintenance activities, especially in the territorial distribution 
units. Proper management of maintenance and repair (MRO) 
MRO can simultaneously improve the quality and reduce the 
resulting time and financial costs. In recent years, since the 
reorganization of the USSR, maintenance and repair of the 
equipment has changed quite significantly, and the old 

methodological developments is not always possible to apply, 
there is a conflict of goals and subjects of interest [2].  

Without use of modern methods and ways of automation of 
implementation of the it’s Impossible to reduce operating costs 
and accidents at the same time [3]. For a complex solution of 
these problems a flexible information system is required which 
can adapt and which considers the specifics of MRO 
management at a large industrial company [4]. 

Application of modern technologies of simulation is one of 
the effective ways of solving the problem of forecasting and 
the study of technical condition of rotating equipment. Since 
the dynamic equipment - an object with a complex structure 
and its status is made up of the states of its elements, for 
modeling the dynamics of the technical condition appropriate 
to use "Agent based modeling" approach. 

This approach allows you to simulate the behavior of 
complex-structured objects and for modeling systems 
containing a large number of sub-systems that have individual 
behavior. 

It is reasonable to use technology of multi-agent systems to 
model and informational support of distribution process. 

At the same time in order to ease the information burden of 
the MRO staff such system needs a support of decision-making 
processes, it means that it must have some features of an expert 
system. 

Relevance of this problem makes it necessary to increase 
the efficiency and quality of information processing, which 
provides intellectual support for MRO processes of equipment 
of industrial facilities [5]. 

The agent-based modeling, the system is modeled as a set 
of autonomous units capable of autonomous decision-making, 
called agents. Each agent evaluates the individual's own 
situation and the situation on the basis of the assessment shall 
take a decision, which is based on a set of defined rules. Agents 
may behave differently depending on what kind of system they 
are, for instance, they can sell, consume or produce. At the 
heart of the main ideas of agent-based simulations are repeated 
interaction between agents, Competitive and nature. The 
implementation of this idea lies in the ability of modern 
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computers that allows us to study the dynamics of the system 
out of reach of mainstream purely mathematical methods. 

At the simplest level, agent model consists of agents of the 
system and the relationship / interaction between them. Even a 
simple agent model can detect the complex behaviors and 
provide important information about the dynamics of real-
world systems that it simulates. In addition, agents are able to 
develop, showing unexpected behavior. The complex agent-
based models sometimes include neural networks, evolutionary 
algorithms or other learning technology to simulate real 
processes of learning and adaptation. 

We can say that agent-based modeling is a way of thinking 
rather than technology. The mentality of agent-based modeling 
is the description of the common system in terms of its 
component parts. Synonymous with agent-based simulations 
could be called the "microscopic modeling".    

Modern trends in considered area have been reviewed such 
as:   

� The development of a simulation model ability to 
predict changes in the condition of equipment for more 
efficient use of money for repairs and maintenance.   

� Development simulation of the MRO process models 
using agents based on intelligence.   

� Create of systems to support MRO process decision-
making.   

� Using this approach to study the process of inspection 
and repair of various enterprises.   

� Simulation of MRO process in different areas such as 
metal-working and machine building, oil refining, 
astronautics, aviation, and etc. 

II. METHODOLOGY 
A process of maintenance service and repair of equipment is 

the main object of ongoing research. 
To carry out of our research, we chose a service company. 

The chosen service company carries out maintenance and 
repair of various equipment for different customers. 

The process of repair and maintenance and repair service of 
the company is the subject of our research. The process in 
question MRO repair and maintenance service of the enterprise 
used a team, which is engaged in the repair of a particular piece 
of equipment. For example, the dynamic-mechanical 
equipment: pumps. In their work they use the methodology of 
repair "on the actual state of" equipment. 

Technical staff of the enterprise service performs tasks 
necessary for the maintenance and repair of equipment, such 
as: 

� timely inspection equipment;  
� ordering spare parts in stock;  
� execution of works required to repair;  
� equipment stops for repair \ start after repair;  
Process MRO repair team can be divided into the following 

subtasks: 
� timely inspection equipment;  
� deciding on necessity of repair;  
� equipment stops for repair;  

� order for the repair parts in stock;  
� transmission of applications for the purchase of the 

missing parts in a warehouse to a supplier;  
� ordered the transfer of parts supplier;  
� acquisition of parts in stock and transfer master;  
� obtaining the necessary parts and repair equipment;  
� start equipment after repair. 

 

 
Fig. 1. MRO process of repair and service facility 

  
The main essence of the process MRO was highlighted:  
� Equipment is a device that is designed to perform the 

various process steps (manufacturing, procurement, 
finishing, thermal, and paints al.), which are necessary 
to obtain the required accuracy and product quality.  

� Master is a specialist carrying out engineering activity. 
Engineers involved, as a rule, in all life cycle processes 
of technical devices, which are the subject of 
engineering, including applied research, planning, 
design, construction, development of production 
technology (equipment), preparation of technical 
documentation, manufacturing, commissioning, testing, 
operation, maintenance , repair and disposal of devices 
and quality management;  

� Warehouse is a building, construction and a variety of 
devices designed for the reception, distribution and 
storage of goods received for them, preparing them for 
consumption and supply to consumers.Warehouses are 
one of the most important elements of logistics 
systems. The objective necessity in specially equipped 
places for keeping inventory exists at all stages of the 
flow of materials, ranging from the primary source of 
raw materials to the end consumer. This explains the 
large number of different types of warehouses.  

� Supplier is a organization or a person who enters into 
an agreement with the acquirer on the delivery of the 
product or service. 
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III. RESULTS 
After analyzing the existing process MRO businesses repair 

–service company, we managed to get the main objects 
involved in it and their functions. 

As a result, we were able to develop a model of multi-agent 
based system. As it has been added to another control entity 
"Chief Engineer", which manages the "engineer" of 
subordinate objects. It monitors their employment and the flow 
of applications for repair. 

 

 
Fig. 2. Multi-agent model 

 
Agent «Equipment» has next conditions: work; plain; 

break. 
It also includes a list of details and connections the 

equipment consists of. Each element has a number of key 
parameters and according to these parameters it’s possible to 
determine condition of the equipment. 

Agent “Engineer” has next states:   
� diagnostic of equipment;  
� launching equipment; repair of equipment;  
� stop equipment;  
� sending status data of equipment to agent "Chief 

Engineer"; receiving an indication from the agent 
"Chief Engineer"; receipt of materials for repair of the 
agent "Chief Engineer". 

  Agent “Chief Engineer” has next states:  
� receiving a report on the state of the equipment from the 

agent "engineer";  
� analysis of the report;  
� make a decision on the need of repair;  
� order parts needed for repair;  
� obtain the necessary parts to repair;  
� transmission of recommendations and pieces of repair 

to agent, "engineer";  
� load sharing between agents "Engineer". 
In order to make a decision on the need of repair the agent 

“Chief Engineer” uses a base of knowledge. Nowadays there is 
no commonly accepted methodology of MRO. That’s why in 
order to model different methodologies of MRO process it’s 
necessary to use a base of knowledge which must be developed 
for chosen methodology. It makes the process of modelling a 
bit more difficult. 

Agent “Supply” has next states: receiving a list of the 
details from the agent “Chief Engineer”, order the details from 
provider, receiving details from the provider, sending the 
details to the agent “Chief Engineer”, search and order of such 
details. 

If there is no needed details the agent “Supply” can make a 
search using a base of knowledge to find details which are 
identical by design parameters and functions. 

For search such details a special base of knowledge is 
developed. It is bases o and/or graph. It consists of the next 
elements. 

IV. CONCLUSION 
In this paper, we have reviewed and analyzed the modern 

scientific developments in the field of modeling the process of 
maintenance and repair of equipment. Reviewed and analyzed 
the process of repair, but MRO - service enterprise. The basic 
model objects and sets of functions that they perform. 
Developed conceptual and logical models MAC MRO process. 

Finally, complete content and organizational editing before 
formatting. Please take note of the following items when 
proofreading spelling and grammar. 
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Abstract—Existing data modeling notations and methods of 
database development are dedicated to technicians. At the same 
time, there is a tendency to involve the end-user in the 
development process. This requires the creation of new modeling 
notations and development methods for databases area. These 
tools should be understandable both to end-users and to 
developers. Because of unified understanding, it is possible to 
consider the action of the subject (end-user) as a basis of such 
modelling and designing tools. Subject's action describes the 
process of creating domain concepts with which end-users are 
working and which developers should implement in an 
information system. The paper proposes a subject-oriented data 
model and its modeling notation, which are devoted to the end 
user. Minimizing of graphic primitives quantity and 
universalization of modeling tools are results of using both the 
unified structure of action mechanism and its variable content.  

Index Terms—Database, modelling, notation, subject-oriented 
approach 

I. INTRODUCTION 
There is a trend towards individualization of software and 

information systems, in particular for today. This is due to 
advent of financial possibilities by small firms to make their 
own applications, to appearance of agile software development 
(SCRUM, xP) [1], to creation of numerous frameworks and 
kits. Along with this the level of end-user involvement in the 
process of creating systems is increased. It is known that an 
end-user is the main carrier of domain knowledge [2]. Direct 
user involvement in the development process allows creating 
software and databases that are more appropriate to subject 
area requirements [3,4].  

This in turn requires the solving of significant problem of 
understanding between a customer and a developer [5]. 
Teaching of an end-user to the level of modern development 
tools will lead to absence of necessity in technical specialists. It 
is also labor-intensive and costly process. In this context, 
development of new notations and concepts of representation, 
which are based on the perception of domain area and system 
by an end-user, is promising. The most interest from this point 
of view is a data modeling process. 

Methodologies of software development suggest that data 
model creation and database design is a prerogative of database 
designer or data administrator [6]. For these specialists a lot of 
modelling and designing notations are created. However, all of 

these notations are based on the concept of object (not object-
oriented), in which a database is represented as a set of 
interrelated data objects. Represented data model can be 
deprived of a significant proportion of semantics depending on 
an abstraction level (conceptual, logical or physical). 

Existing notations can be divided into: Structural (IDEF1x, 
E-R, UML) and Streamed (DFD).  

Streamed notations are not used directly in a database 
structure design. They are more focused on the problem of 
mapping data streams. Such notations are able to demonstrate 
end-user information about a data conversion on their way 
from a source to a receiver. Each converter is a separate 
function with an encapsulated content. 

Structural notations, on the contrary, form the basis of 
modern data modeling tools. Such notations are focused on 
information entities, interconnected set of which describes a 
domain data structure. Mechanisms such as normalization, 
already at a logical level hamper the perception of data model 
by an end-user. In addition, structural notations require a 
thorough documentation of a model at all levels of abstraction.  

In the research process and the practical work on creation 
of information systems next important features of a subject 
area and data modeling have been identified by us. It call into 
question the applicability of existing notations: 

� An end-user does not perceive data separately from 
processes of their creation, transformation and 
processing in many cases. The basis of perception by 
an end-user is subject-oriented concept [7,8]. This 
concept, in contrast to the object, are focused on user's 
actions which are leading to generation, transfer and 
transformation of information, and an information 
itself as a product of user activity [9]. 

� Normalized database schemas complicate the 
perception of information system data model, because 
along with a description of domain data objects' 
semantics they require to describe a separation of these 
objects into a plurality of entities.  

� The combination of structural and streamed notations 
does not provide a complete picture about a domain 
data, as it does not represent a causal link between a 
purpose of processing (of creation) data and its result. 
Processes themselves, in which data can be created or 
converted are related to business logic of information 
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systems for today and this is not part of a data model 
(fig. 1). 

 
Fig. 1.  Representation of concepts in classical systems 

Figure 1 shows that the one domain concept, with which 
end-user works in real life, is represented in an information 
system as a set of objects of different types: Properties that 
reflect a concept sense are placed in a database; A visual 
representation of a concept sense is contained in a graphical 
user interface; A behavioral aspect of concept is reflected in an 
application business logic; A concept reflection into an 
information system are performed non by subject area 
specialist but by technician, often without knowledge of 
domain specifics; Different users create each of aspects into 
that a concept sense is shared. 

All this leads to a mismatch both between a domain 
concept sense and between its realization in an information 
system, and within a concept sense. 

Thus, there is a segmental representation of processes and 
data, which is also have no means of explicit and formalized 
binding into a single integrated domain model. This is, firstly, 
hampering communication between a developer and a 
customer, and secondly, is preventing to the construction of 
development methodologies and tools aimed at the end user. In 
addition, existing methods are not able to fully ensure the 
dynamism of a database on the same level with a domain area 
[10].  

The key problem, which follows from the foregoing, is the 
lack of data modeling and design tools, focused on an end-user. 
Because of this the set of designed flexible databases [11-14] 
are not commercially successful. They are designed for an end-
user but for represent a data model they use technologies and 
models aimed on a developer. To solve this problem, we have 
proposed the subject-oriented repository [15,16], which is 
combining technical and user domain description. The next 
step is the development of modeling tools, aimed to an end-
user. This is due to the fact that a notation that combines the 
possibility of describing end-user actions and results of these 
actions is not exist for today.  

The aim of this paper is to provide the user-centric notation 
for the subject-oriented data modeling. The first chapter 
represents the subject-oriented data model. In the second 
chapter the graphical notation and description of its 
implementation are proposed. 

II. SUBJECT-ORIENTED DATA MODEL

From an end-user's (subject's) position data is an integral 
part of processes and it can not be separated from them to 
preserve semantics. A potential user until a system introduction 
performs some work (consisting of individual activities) over a 
set of domain concepts [17]. Each domain concept has a name, 
which allows to determine its type and purpose, defining the 
implementation of this concept in a specific environment.  

A concept is a more general term to describe a domain area, 
but in terms of databases, it can be identified with a data object 
in the classical approach to development. A data object is 
characterized by a set of attributes that determine values of its 
key properties. The concept is characterized by a description of 
a process, implementation of which leads to its reception. 
Description of processes is dependent upon a context in which 
a concept is used. Consider differences between a concept and 
data object on the example of a book: 

� A book as a data object is represented by a set of 
attributes: title, author, number of pages, type of 
binding, etc.; 

� A book as a concept will be the description of a 
process of creating a book from cover and pages of text 
(including a title and an author). In addition, a page of 
text is a concept, which process of creating contains 
just a text itself and rules for its printing. 

The peculiarity of the subject-oriented approach is that 
maximum variability is ensured for each concept. At the same 
time, there are three state of concepts. They are characterized 
by the content of their sense: As long as a process description 
does not contain any specific values, the concept has an 
implicit sense. In the example with a book, we used exactly 
this type of concept - we do not know in what this book is 
bound, this book is printed on a paper or electronic, etc. 
However, we clearly understand that we are talking about a 
book. A concept sense is filled with concrete characteristics 
during a process specification (cover type, page size). Because 
of this process execution, a concept with explicit sense is 
obtained. It corresponds to a data object, but in contrast, 
contains not only a description of the expected result (in this 
example, a book), and the process of its creation. If the 
specified process will be carried out, its characteristics will 
have specific values and the concept itself becomes specific. 
For example, the book about SWEBOK. This corresponds to 
an instance of a data object (see. Figure 2). Thus, a concept 
approach is nothing other than the action specification to create 
a domain object. 

The convenient tool for modeling concepts is the 
mechanism of action [17] - a fixed set of characteristics with 
variable content. Changing content determines a purpose of an 
action, while the fixed structure of actions representation 
allows to use a single abstraction throughout the process of 
system creating - from a research of domain area, prior to the 
establishment and operation of a database and information 
system as a whole.  

Concept: Gradebook

Database

Business logics GUI

Concepts 

representation
Concepts behavior

Concepts’ features
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Fig. 2.  Correspondence between elements of subject-oriented and object 

approach 

For the description of domain concepts, the mechanism of 
action uses the simple basic set of features - elements, 
functions, tools and results. Regardless of a level of detail this 
base set of features is fixed and is a form, filling if which by 
content (specification of elements, functions, etc.) is a process 
of design concepts.  

Subject-oriented data model, being adequate to domain as a 
basic storage unit uses a concept and its forms described above. 
Presentation of each type of a concept corresponds to a certain 
type of action. 

An action type is the reflection of a concept with implicit 
sense in the form of named unit of user activity. An action type 
holds no characteristics (Figure 3).  

 
Fig. 3.  The model of concept with implicit sense 

Elements, tools and functions will largely depend on the 
form in which the concept will go with specifying its sense. An 
action is the reflection of a concept with explicit sense in the 
form of the named unit of user activity. An action is expressed 
by used elements, functions, a tool that regulates the rules for 
the application of functions on elements and results that can be 
obtained by performing an action appropriate for the purpose 
of its implementation (see Figure 4). It should be noted that an 
action specifies result only as an expected performing targets, 
while the result value appears after an action implementation. 

An action is the basic unit of data storage and presentation 
of configurable information system. An example of a user's 
actions can be "payment of monthly wage to worker." As 
elements it is using information on number of days worked 
(which in turn is a result of "counting the number of days 
worked) and information about the cost of one working day. As 
functions it is using the mathematical operator "multiplication", 
and as a tool the multiplication rule included in one of the 
system modules are used. 

 
Fig. 4.  The model of concept with explicit sense 

Perfect action is the result of an action implementation in a 
particular moment of time, containing specific values of all the 
characteristics, including the value of result (see Figure 5.).  

 
Fig. 5.  The model of concrete concept 

It corresponds to a specific concept. In the context of the 
example described above, it may be the value of a particular 
employee wages in a given month. This will not only preserved 
the value itself, but also its production process. This greatly 
expands possibilities of storage in terms of supporting the 
integrity and historicity changes 

Action is declared via the common pattern for the 
description, which includes an action name, four basic 
characteristics and a list of their constituent components. The 
result of action description is degenerate, since an action is 
described, but not implemented. Perfect action, in contrast to 
the action has values of characteristics. A time stamp obtaining 
or setting accompanies each value. In addition, for an action, 
we store a result of its implementation, and timestamp for 
values obtaining deemed actions implementing time. 

As can be seen from figures, each kind of action is a named 
tree describing the concept. Inside the node are possible 
hierarchy, describing the nesting activities in each other and 
allow to describe the complex subject of activity.  

Link in the subject-oriented data model is also action. By 
analogy with a real world, concepts can be linked within a 
particular activity. Thus various binding methods are possible: 

� Result <-> element. This type of connection is the 
most common and demonstrates a sequential process 
of obtaining a data: a result of calculation for number 
of days worked becomes an element of calculation of 
wages (see Figure 5); 

� Result <-> function. This type of connection 
demonstrates the possibility of using one of concepts 
as the description of a function of the other. For 
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example, the term "increase" is used to describe the 
concept of "wages" as a function; 

� Result <-> tool. This relationship type describes a 
situation where one concept is a means or a rule to 
perform a function on elements in the description of 
other concepts. 

III. NOTATION FOR SUBJECT-ORIENTED DATA MODEL 
In terms of structure, the subject-oriented data model 

differs from currently known models and has following 
features: The dynamic set of characteristics (in the presence of 
a base constant set) and their values; The lack of a clear 
separation of the elements by types. Any value of any 
characteristic may be element, function or tool; Lack of 
association link as to classical models. All concepts are linked 
only through action. 

 It requires alternative tools and methods of 
implementation. The subject-oriented data model uses only one 
basic element of submission - action. With this element 
modeled as concepts of various kinds, and their relationship. 
Figure 6 shows different ways of action representation. 

Figure 6a shows a minimized view of an action. It is consist 
of «action name» and region of results (for the perfect action, 
reflecting the specific concepts) «action value».  

Figure 6b shows a detailed representation of an action with 
specified set of characteristics used in its description. As each 
characteristic is also a concept for its representation minimized 
type of an action is used (fig. 6a). Figures 6a and 6b are also a 
representation of a concept with implicit sense (type of action). 
It does not include any specific elements, functions or tools. 
Figure 6c shows an action that characterizes a concept with 
explicit sense from the example in the previous section. For its 
representation in accordance with the data model is required to 
transfer characteristics. Modelling concrete concepts is 
necessary in determining the system constants. Most of the 
concrete concepts is a specific result of the user's work with 
information system or database. This goes beyond the issues 
discussed in the article. 

 
Fig. 6.  Graphical primitives of subject-oriented notation 

Thus, we can say that the process of describing a data 
model in accordance with the proposed notation - a consistent 
description of a hierarchical structure of domain concepts. 

In terms of rules and constraints in the proposed modelling 
notation can be distinguished follows: 

� Data modeling begins with a main action, 
characterizing the scope of an information system; 

� The depth of decomposition is dependent on a 
functional purpose of an information system and 
potentially not limited; 

� In describing characteristics of action bundle «action 
name»: «action value» must be unique. 

� If necessary, a reference to a concept of other hierarchy 
in field «action value» we specifies the bundle «action 
name»: «action value» of necessary concept. The 
communication is a special action, called 
IS_A_RESULT. 

� In one model duplicates of the same action is not 
permitted with the exception of perfect action. 

The proposed set of graphics primitives and rules is 
minimal and sufficient to represent a domain data model in 
terms of subject-oriented approach. Figure 7 shows a portion of 
user data structure, showing the process and results of 
calculating the monthly salary of each employee. 

 
Fig. 7.  User data representation 

Implementation of storage and modeling tools is carried out 
on the basis of NoSQL database GlobalsDB [18]. A key feature 
of this solution is fully supported schema-free approach 
[19,20]. The storage consists of permanently stored global 
variables - globals. 

The approach to the implementation of storage model is 
based on the creation of a special data structure. This structure 
is a multi-dimensional sparse array. Structural elements of the 
array are elements of the metric chosen to describe a domain. 
In our case, this metric - the mechanism of action. 

This array contains both a specification of subject's works 
in the form of concepts senses and results of action performing 
in the form of specific concepts. Configuration layer is 
described by using globals with the prefix name TD *.  Results 
of user's work with a system are stored in globals with the 
prefix name RESULT_ *, where * is used as an absolute time, 
set at the time of obtaining a result.  

IV. CONCLUSIONS 
The paper suggests a notation for the subject-oriented data 

model. This notation is based on the using of a single 
representation conception for stored elements and links 
between them. It is used as a tool to describe a domain area for 
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a storage of configurable information systems, solving the 
problem of variability and consistency of application systems 
and user tasks. 

This tool allows to shift modelling to a new level - 
semantics of a data, nature of their occurrence are clearly 
documented in a readable form for an end-user. This in turn has 
a positive effect both on a modelling process and on a process 
of operation and improving system by end-user. 

Subject-oriented modelling notation allows to represent a 
structure of user data and results of user working with a system 
in an adequate form with respect to a domain model. Using of 
subject-oriented approach erases a clear separation of data, 
logic and interface. Concept described by an action can be 
repeatedly reproduced with necessary changes in a composition 
and characteristics of the structure.  

The use of NoSQL technologies, in turn, will allow to 
realize high-performance solutions, devoid of shortcomings of 
existing flexible databases implementations.  
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Abstract— Digital Signal Processing is an advanced technology 
that will determine the direction of science and technology in the 
next centuries. One of the main direction of digital signals 
processing is digital filters, which in the most cases have 
advantages over analog filters. Currently there are various 
methods of filter analysis and design. In this work, for synthesis 
of all types of recursive filters (low pass, high pass, bandwidth, 
band stop) is used a neural network. The main objective of filter 
synthesis is to find the filter coefficients. These filter coefficients 
define the filter transfer function. Using an iterative procedure of 
the neural network such as Backpropagation algorithm, on base 
of Visual C++ software was developed the program, which 
designs recursive filters with required characteristics. This is 
particularly important for the designing of the new correcting 
filters characteristics, the purpose of which is to reduce the 
unwanted noises in the measurement signal. 

Index Terms— Digital filter, IIR filter, neural network, 
Backpropagation algorithm, Impulse response, Transfer 
function. 

I. INTRODUCTION 
Digital filters are an important part of Digital Signal 

Processing (DSP). In fact, the digital signal processing has 
gained its popularity due to the digital filter. Filter synthesis 
process is a process of developing the algorithm which 
produce an output signal in response of input sequence. Filter 
synthesis can be described as a process of optimization of 
certain parameters. In particular, for the synthesis of corrective 
filters such parameter is a minimum of mean square error on 
the filter output [1]. 

There are two types of digital filters: filters with Finite 
Impulse Response - FIR filters and filters with Infinite 
Impulse Response - IIR filters. IIR filters are the digital 
equivalent of analog filters. The output of this filter is 
determined as a linear combination of the previous inputs and 
outputs. In other words, there is feedback in the 
implementation of such filters. In FIR filters there is no such 
feedback. Theoretically, the impulse response of IIR filter 
never falls to zero, although in practice, taking into account 
the limited capacity of computer registers it is also possible. 

In this work for synthesis of recursive filter structure has 
been used a Neural Network (NN).  

The theory of neural networks uses an approach that is 
related of processing information by our brain. The idea of 
artificial neural network was established by analogy with the 
biological neural networks. The processes occurring in 
biological neural networks are related to the acquisition, 
processing, presenting, transmitting and using information. 
Artificial neural networks try to simulate the human brain 
function, which has the ability to learn and parallel process the 
necessary information. A neural network is a complex system 
(Figure 1), which processes the input signal x[n] and 
generating the output signal y[n]. 

 
 
 
 
 
 
 
 

Fig. 1. Common structure of neural network 
 
The common systems operate sequentially in accordance 

with a predetermined accurate algorithm. Neural networks 
operate on base of parallel and uncertain algorithm. This is 
difference between common systems and neural networks. 
Neural networks is based on an algorithm that results from the 
process of network training. Network trainning is based on the 
training data. The features of the artificial neural networks are: 

� The network is enriched with information during the 
training process. 

� The layers of the neural network are used to store this 
information. 

� The data are processed in parallel. 
Artificial neural networks are fundamentally different from 

other well-known approaches for system design. 
For training of neural networks is used a lot of algorithms. 

In our work the structure of the neural network was obtained 
using a gradient descent algorithm, so-called Backpropagation 
method. For development of user interface has been used 
Visual C ++ programming environment. In this program, the 
required frequency response of the designed filter is entered 
and then using the learning algorithm of the neural network, 
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the program calculates necessary filter coefficients and 
displays them and the frequency response of the resulting filter 
in the window. 

II. NEURAL NETWORK LEARNING ALGORITHM 

The common convolution equation for any filter kernel 
(h[n]) and an arbitrary input signal x[n] is defined in [2, 3] as:  

                       (1) 

For IIR filters, in which there is feedback, the output is 
given as: 

(2) 
The a[k] and b[k] coefficients determine filter 

characteristics. Impulse response of the filter can be expressed 
in another way: 

                        (3) 

It is possible to obtain frequency response of the filter 
using z-transform. In this case, z-transform of the input signal 
is defined as: 

                     (4) 
 

Where z is a complex variable. 
If we apply z-transform to Equation 3, we obtain transfer 

function (frequency response) of the recursive filter: 

                 (5) 

Equation 5 is a common equation for recursive filter. It 
describes the relationship between the coefficients b[k] for 
recursive and the coefficients a[k] for nonrecursive part of the 
IIR filter. N characterizes the degree of filter order. 

As the weighting coefficients of the neural network has 
been used a set of recursive filter coefficients. At the 
beginning of the program all coefficients set to zero except 
coefficient a[0]. Zero sample coefficient is assumed to be one 
in order to make the characteristic of the filter identity to -[n]. 
If you allow the program to generate the values of the 
coefficients for the initial iteration randomly, then design filter 
may be unstable. Therefore, for next iterations, the neural 
network weighting coefficients are changed in accordance 
with the gradient descent algorithm and at each iteration, 
obtained filter characteristic is compared with the desired 
characteristic. 

Gradient descent algorithm, so-called Backpropagation 
algorithm, is as follows [4]: 

Let denote the weight vector coefficients obtained after m 
iterations as w(m). Then we get: 

w(m+1)=w(m)+�w(m).                       (6) 

Where Δw is the change for w(m). This change can be 
defined as: 

�w(m)=μ>Jw(m) .                       (7)  
Where μ is a parameter characterizing the rate of gradient 

descent. 

                             (8) 
Gradient descent method updates the weights w(m) at each 

iteration. The method includes the following steps: 
1. Use input vector xm and desired output vector dm for 

the m-th training iteration. 
2. Calculate , where 

                                          (9) 
3. Calculate the expression: 

      (10) 

That is, using the expression for  you get an 
approximation for >J: 

>J? -2emx(m) .                           (11) 

4. In accordance with the Equation 6 and Equation 7 
update the coefficients w(m + 1): 

w(m+1)=w(m)-2μemx(m) .                 (12) 

This process is called Delta Rule for neural network [5]. 
Obtained on each iteration errors then are summed and are 

used to update the filter coefficients in order to adjust them to 
desired frequency response. 

The algorithm for the program can be written as the 
following steps: 

� Enter the desired values of impulse response in the 
form of numeric array. 

� Reset all filter coefficients except a[0] to zero. Let 
a[0] equal to one. 

� Calculate the FFT for identified system. 
� Convert obtained values in polar form, and extract 

magnitude values. 
� Calculate the error which is the difference between 

obtained and desired responses. 
� Sum error values and get mean square error. 
� Given the importance of the resulting error, go to the 

next step of iterations. 
� Repeat all steps until resulting error becomes 

negligible. 
� Type filter coefficients in the window and draw the 

resulting filter response. 
Flowchart of IIR filter synthesis is shown in Figure 2. 
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Fig. 2. Flowchart of IIR Filter Design 
 

III. DESCRIPTION OF THE PROGRAM 
For the synthesis of IIR filter has been implemented the 

program in Visual C ++ programming environment. Program 
consists of one main window and additional supplementary 
forms. 

Program input is a desired frequency response in the form 
of numeric array, which contain the desired response amplitude 
values in the range of [0, 0.5]. This is normalized frequency, 
which varies from 0 to the Nyquist frequency. The data are 
read from the Microsoft Access database. There are stored the 
data for frequency responses of standard filters (low frequency, 
high frequency, band-pass, band stop, etc.). Database is linked 
to the program by means of OLEDB tools of Visual Studio 
programming environment. For quickly access, a copy of the 
data is stored in DataSet object. The database file is saved in 
the same directory as the current project. Any changes in the 
design of the filter after editing are stored in the array, updates 
will take effect after pressing the <UPDATE RESPONSE> 
button in the window. To obtain the desired response 
coefficients of the filter program is performed on based on 
gradient descent algorithm. By clicking on the form 
<DESIGN> button, you can get the graphical representation of 
frequency response of designed filter. In this window, you can 
also see the obtained filter coefficients and the type of selected 
filter. In Figure 3 is shown the design window for low pass IIR 
filter with order equals to 8. 

 
Fig. 3. Filter Design form 

 
Low pass filter coefficients, which have been obtained 

using the neural network algorithm, are shown in Figure 4. 
 

 

Fig. 4. Coefficients of Designed Filter 
 
For the transfer function of the desired low pass filter with 

8-poles obtained coefficients are then substituted into the 
Equation 5: 

              (13) 
From Figure 3 you can see that the resulting filter is stable 

as all the poles of the filter are inside the unit circle. 
To synthesize an arbitrary filter whose parameters are set 

by the user it is also used neural network and gradient descent 
algorithm. The filter coefficients are entered into the program 
window. In this case, from program window you have to select 
<CUSTOM> type for the filter. Sample window for arbitrary 
designed filter is shown in Figure 5. In this window, you can 
see the estimated filter coefficients, as well as the graphical 
representation of obtained frequency response. Also, consider 
obtained coefficients of filter becomes clear that the resulting 
filter is stable. 

 

A(0)=0.073639   B(0)=0 
A(1)=0.139849 B(1)=0.36844 
A(2)=0.203414 B(2)=-0.17467 
A(3)=0.26002 B(3)=-0.48988 
A(4)=0.28479 B(4)=-0.32241 
A(5)=0.26102 B(5)=0.02892 
A(6)=0.20141 B(6)=0.08939 
A(7)=0.139849 B(7)=-0.15561 
A(8)=0.72649 B(8)=-0.02806 
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Fig. 5. User-defined filter Design 

 
The program also has a possibility of applying of designed 

filter for processing some kind of input signal. For this, input 
signal’s data are entered into the program and after pressing 
<APPLY FILTER> button in the next window signal is filtered 
on base of designed filter. Result of this window is shown on 
Figure 6. As seen from the Figure 6, the low-pass filter has 
been created as a result of network training. This filter reduces 
the signal/noise ratio for the input signal. Therefore, the 
synthesized filter has correction characteristics for random 
noise elimination. 

 

 
Fig. 6. Applying of designed filter 

 

IV. CONCLUSION 
Before Thus, using this program, you can carry out 

synthesis of recursive filters based on Backpropagation 
algorithm of neural networks. A special feature of this program 
is that it allows you to synthesize arbitrary filters with arbitrary 
frequency responses. The efficiency and stability of the 
obtained filter is determined by the fact that the synthesis was 
done based on minimizing the error at each iteration step. 
Synthesis of filters with specified characteristics is very 
important in the measurement technique, when it is necessary 
to filtering an input signal from the random noise without 
having any priori data. 
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Abstract—By the method of molecular dynamics the structure 
of complex of polyethylene glycol (PEG4) with KCl ion pair was 
investigated. The calculated stable conformation of the 
PEG4+KCl was used as a base structure for following 
calculations by quantum chemical ab initio Hartree-Fock method 
using the 6-31G basis. On the base of calculated geometrical, 
energy and geometrical parameters of the complex a comparison 
of the resulting complex structure with the previously studied 
complexes  PEG4+К and PEG4+KCl was carried out. 
 

Keywords-complex, polyethylene glycol, oligomers, quantum-
chemical calculations, spatial and electronic structure. 

 
I. INTRODUCTION   

In recent years, using a latest achievements in computer 
technology, it becomes possible to carried out computer 
simulations of various molecules and their complexes. Such 
molecular modeling is necessary to determine the spatial 
structure, electronic structure, and other characteristics of 
polyatomic molecules, which play an important role in the 
study of the properties of these molecules. In many cases they 
can not be studied by experimental methods in detail The main 
attention is focuses to the study of systems that are based on 
polymer films with nanoparticles. In particular, it will be 
useful in the search for new drugs and materials with 
predetermined properties. For receiving new materials with 
specific properties the orderly arrangement of the particles in 
an original sample were used. Also the design and production 
of the of drug delivery system directly to the diseased cells are 
very popular. In this case the specific role assigned for the 
polymers with cations and anions of different metals. Such 
complexes also were used for investigation drug delivery 
system in cancer cells. Experiments testified [1], that 
polymer+ ligand complexes immediately begin to accumulate 
in the tumors and increased the efficiency of treatment. 
Experimentally established [2,3] that polyesters in particular 
polyethylene glycol, due to its ability to bind with the alkali 
metal ions to form stable complexes can be used as  polymer. 
Such complexes are of great practical use [2]. Mass 
spectrometric methods of  studying the structure of complexes 
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of polyesters alkali metal were used in [3-6]. 

PEG4 and PEG5 polyethylene glycol oligomer complex 
spatial structures with atoms of sodium, potassium, chlorine 
and NaCl ion pair were earlier investigated by quantum 
chemistry methods [7-10]. In present paper PEG4 complex 
structure with KCl ion pair was investigated. 

 
II. METODS  

In this study the spatial and electronic structure of the 
complex which consists of polyethylene glycol (PEG) with 
repeating four monomeric HO-(CH2–CH2–O)n-H units and 
КCl was investigated. Calculations were carried out in several 
stages. At first step by using ChemOffice programs package 
the PEG4+KCL complex structure was constructed. КCl ions 
pair placed in the center of this structure on distance about 2.8 
Å. Molecular dynamics optimization showed that stable 
structure of the complex formed due to polyethylene glycol 
oxygen atoms interactions with potassium cation as well as 
PEG hydrogen atoms interactions with chlorine anions of KCl.  

On the next stage ab initio Hartree-Fock method was used 
for calculation of geometrical, energy and electronic 
parameters of the investigated PEG4+КCl complex within 
GAUSSIAN-09 program package. 

To further study the theoretical vibrational absorption 
spectrum of the complex, we took into account that the best 
way to calculate the frequency of the vibrational spectrum is 
DFT functional density method. Therefore, we carried out  
calculation of the PEG4 + KCl complex by DFT / B3LYP in a 
6-31G basis (p, d). 

 
III. CALCULATIONS, RESULTS AND CONCLUSIONS  

The optimized model of the PEG4 + KCl complex is 
shown in the Fig.1 (a-b). 

The results of the quantum chemistry calculations of the 
PEG4+KCl geometrical parameters are shown in Table 1. 

We also conducted a comparative analysis of the results 
obtained by the HF/B3LYP method with the results previously 
studied complexes PEG4 with potassium and chlorine atoms. 
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Fig. 1. The calculated model of PEG4 + KCl 
 

Comparative analysis of the interatomic distances between 
non-bonded atoms of oxygen, potassium and chlorine was 
shown in Table. 1. As seen from this table the distance 
between terminal О1-О13 atoms decreases until 2,53 Å in 
comparison with the pure PEG4, and the inner atoms of 
oxygen О4-О10  getting closer by 0.26 Å. Placed in the cavity 
diagonally atoms О4-О13 and О1-О10 are approaching each 
other at 1,14 Å. Potassium atom is placed on a cavity of PEG4 
so that it turns on 0,09 Å closer to the terminal oxygen than to 
the oxygen placed within the cavity. Thus potassium atom 
closest to the terminal oxygen atoms at a distance 2,78 Å, 
forming coordination bonds and is located furthest from the 
oxygen atom O7 representing mid PEG4 chain. Neighboring 
oxygen atoms lying within the cavity, approaching each other 
at 0.1 Å, and the distance between adjacent terminal oxygen 
О1-О4 and О10-О13  PEG chains does not change. Formation of 
the PEG4+Cl complex does not change distances between  

 
TABLE 1 

THE INTERATOMIC SPACES (Å) BETWEEN ATOMS OF OXYGEN, POTASSIUM AND 

CHLORINE WITH OXYGEN ATOMS AND NEIGHBORING HYDROGEN ATOMS IN PEG4 
COMPLEXES 

 
PEG4 PEG4+К PEG4+Cl PEG4+KCl 

 
 

 
 

O1-O4 2.78 2.78 2.79 2.91 
O4-O7 2.87 2.78 2.87 2.85 
O7-O10 2.87 2.78 2.87 2.77 
O10-O13 2.78 2.77 2.79 2.75 
O1-O7 5.38 4.93 5.38 4.70 
O1-O10 6.59 5.46 6.76 5.51 
O1-O13 7.31 4.78 7.63 5.52 
O4-O13 6.59 5.45 6.78 5.71 
O7-O13 5.38 4.93 5.39 4.86 
O4-O10 4.88 4.62 4.98 4.87 
К –O1  2.78  2.81 
К –O4  2.87  2.90 
К –O7  3.11  2.87 
К -O10  2.87  2.81 
К -O13  2.78  2.90 
Cl –O1   3.90 3.16 
Cl –O4   3.55 4.65 
Cl –O7   3.69 4.50 
Cl -O10   3.52 4.28 
Cl -O13   3.88 4.38 
Cl-H14   3.14 2.31 
Cl-H30    2.89 
Cl-H16    3.39 
Cl-H31   3.11 5.31 
К-Cl    3.01 

non-bonded neighboring oxygen atoms О1-О4, О4-О7, О7-О10 
and О10-О13 within PEG4 while the distance between the 
terminal oxygen atoms increases by 0,32 Å. Internally non-
adjacent oxygen atoms O4 and O10 drifting to 0,12 Å, and 
diagonally located in the cavity О4-О13  and О1-О10  oxygen 
diverge at 0.19 Å and 0,17 Å, thereby expanding the complex 
cavity. Chlorine atom located in the PEG4 cavity so that is 
closer to the oxygen atoms O4 and O10. At 0.4 Å further it is 
from the terminal oxygen atoms O1 and O13 and 0.2 Å away 
from the O7 atom. But chlorine atom closest to hydrogen 
atoms of H14 and H31 (about ~ 3.1 Å). 

Structural adjustment in PEG4, occurring at the formation 
of the complex PEC4 + KCl are similar to rearrangements 
occurring during the formation of the complex PEC4+K. 
However, due to interactions of potassium and chlorine atoms 
with oxygen and hydrogen atoms of the polyethylene glycol 
chain, there are determined differences. The distance between 
the terminal oxygen atoms O1 ÷ O13 is increased on 0.74Å, 
between atoms O4 ÷ O13 and O4 ÷ O10 on 0.25Å and only the 
distance between the terminal O1 and O7 atoms, located in the 
middle of the cavity is decreased on 0.23Å. In the complex 
PEC4+K the potassium atom combines with the neighboring 
terminal oxygen atoms O1 and O13 by coordination bonds. In 
the complex PEC4+KCl the terminal O13 atom moves away 
from the potassium atom on 0,09 Å, as a result of a potassium 
atom is moving closer to the oxygen atoms O1 and O10 
(2.81Å), with which it is forming the coordination bonds. 
Unlike complex PEC4+K, in which the potassium atom is 
located symmetrically with respect to the lateral oxygen 
cavity, in the complex PEC4+KCl potassium is in symmetrical 
position with respect to diagonally located oxygen and it is 
closer on 0.24Å to the central atom O7 of polyethylene glycol 
chain. It is located on 0.06 farther from the O7 atoms and on 
0.09Å from the atoms O4 and O13. At the formation 
PEC4+KCl complex compared to PEC4+Cl complex chlorine 
atom is moving away from all of the oxygen atoms, unlike of 
the terminal atoms O1 and O13, to which it is closer on 0.74Å 
and 0.88Å, respectively. As a result of interaction of chlorine 
atom with the hydrogen atoms it is approached to H14 
hydrogen on 0.83Å. It is located close to distance of 2.31 Å 
and 2.89 Å from the hydrogen atoms H14 and H30, which keep 
him in the complex. It should be noted that of all the 
investigated complexes is the most compact complex PEG4 + 
KCl.  

 
TABLE 2 

THE CHARGES ON ATOMS IN OPTIMIZED PEG4 COMPLEXES 
 

Atom PEG4 PEG4+K PEG4+Cl PEG4+KCl 
O1 -0.649 -0.650 -0.651 -0.685 
C2 0.104 0.084 0.103 0.097 
C3 0.101 0.101 0.102 0.086 
O4 -0.653 -0.655 -0.653 -0.669 
C5 0.122 0.115 0.123 0.100 
C6 0.118 0.087 0.114 0.107 
O7 -0.631 -0.642 -0.635 -0.653 
C8 0.118 0.087 0.113 0.103 
C9 0.122 0.115 0.123 0.108 
O10 -0.653 -0.655 -0.654 -0.663 
C11 0.102 0.101 0.103 0.099 
C12 0.104 0.084 0.102 0.040 
О13 -0.649 -0.651 -0.651 -0.651 
K  -0.152  0.760 
Cl   -0.003 -0.854 
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Tables 2-4 show the results of calculating the electronic 
structure of complex PEG4 + KCl as well as a comparative 
analysis of the results of previously studied PEG4 and its 
complexes PEG4+K, PEG4+Cl. Table 2 presents the charges 
on the atoms of the complexes calculated by HF / B3LYP 
method. During PEG4+Cl complex formation chlorine atom is 
not located in the cavity of the PEG4, but placed at some 
distance above it. Therefore, we do not see changes in the 
charge distribution, the maximum changes observed on the 
atoms of the C6, C8 and O7 which don’t exceed 0,005 units of 
charge. As it is seen from Table 2, at the PEG4 + K  complex 
formation charges on all atoms are reduced as compared with 
pure PEG4. The greatest change in the distribution of charges 
observed on the carbon atoms of the C6 and C8 (~ 0.03), C2 
and C12 (~0,02), as well as on the oxygen atom O7 (~ 0.01). 
The formation of PEG4+KCl complex is accompanied by a 
lowering of charges on all atoms. The most changes are 
observed on the C12 carbon atom (~ 0.064) and on the oxygen 
atom O1 (~ 0,036). On the atoms C5  and O7 observed a 
decrease charge on 0.022, and on the atoms of O4, C3, C8 and 
C9 by 0.015 units of charge. 

It is known that investigated complexes formed due to 
interactions O and H+ atoms of the polyethylene glycol (PEG) 
with potassium and chlorine atoms. So the more stable 
PEG4+KCl complex structure can be formed because positive 
charge on the potassium atom and negative charge on the 
chlorine greatly increased in comparison to PEG4+К and 
PEG4+Cl complexes. 

Calculated by the HF/B3LYP method energies of the 
highest occupied HOMO and lower LUMO orbitals of PEG4 
oligomer and its complexes with potassium, chlorine and ion 
pair KCl are summarized in Table 3. The energy difference 
HOMO and LUMO orbitals for the α-electrons decreases at 
the formation of PEG4complexes with potassium (about 
0.125) and the ion pair of KCl (about 0.344) atomic units. 
 

TABLE 3 
НОМО AND LUMO ORBITALS IN OPTIMIZED POLYETHYLENE GLYCOL COMPLEXES 

 
Сomplexes  PEG-4 PEG4+K PEG4+Cl PEG4+KCl 
Оrbitals   88 � 8 � 8 
НОМО -0.419 -0.087 -0.439 -0.421 -0.227 -0.312 
LUMO 0.229 0.038 0.050 0.224 0.225 0.033 
Δ 0.647 0.125 0.489 0.644 0.452 0.344 

 
Table 4 shows energy characteristics, and the dipole 

moments of the studied complexes calculated by the  
HF/B3LYP method. As shown in Table 4, the most 
energetically stable complex is PEG4+KCl, whose energy was 
about 1058.7 atomic units lower than the energy of PEG4. 

 
TABLE 4. 

ENERGY PARAMETER AND DIPOLE MOMENTS OF PEG4 AND ITS COMPLEXES  
 

Energy and  
dipole moment 

PEG4 PEG4+K PEG4+Cl PEG4+KCl 

Total energy  
(RHF, au) 

-687.708 -1286.844 -1147.159 -1746.446 

nuclear repulsion 
 energy (Hartrees) 

855.947 1182.534 1087.141 1457.331 

Dipole moment 
 (Debye) 

4.778 11.302 4.755 10.971 

 
Formation of PEG4+K and PEG4+Cl complexes lead to 

the decreasing energy compared with a net PEG4 respectively 

at 599 and 459 atomic units. Complex PEG4+KCl was 
energetically favorable and the most compact among the all 
the investigated PEG4 complexes. Thus, our theoretical 
calculations testified experimentally observed results. 

Finally on the base of the calculated spatial and electronic 
structure of PEG4+KCl complex the quantum chemical 
calculations of the vibrational spectrum of this complex by the 
density functional DFT method using hybrid potential B3LYP 
with 6-31G (p, d) basis set were carried out. Frequency and 
intensity of the vibrational bands are calculated. Theoretical 
absorption spectrum of the PEG4 + KCl complex is shown in 
Fig. 2.  

 

 
 
Fig. 2. Theoretical absorption spectrum of the PEG4 + KCl complex 
calculated by the DFT/B3LYP/6-31G method. 

 
The most intense band in the high range of 3286 cm-1 

corresponds to the characteristic stretching vibrations of the 
terminal O1H and O13 H bonds of the PEG4 cavity. The most 
intense bands corresponding to the stretching vibrations of CH 
bonds underlying at the 3108-2981 cm-1 field are the 3019 and 
3005 cm-1. The field between 1539-1502 cm-1 corresponds to 
low intensity of the characteristic bending vibrations HCH 
bond angles, of which the most intense band is 1513 cm-1.  

The following bands are observed corresponding to a 
mixture of deformation vibrations of the НОС, НСС, НСО 
angles and non-planar deformation vibrations polyethylene 
glycol chain НСОН, НСОС, НСОС, the peak of which 
corresponded to the absorption of 1391 cm-1 band. Then there 
are very intense absorption band at 1150, 1139 and 1131 cm-1, 
corresponding to the stretching vibrations of OC bonds. 
Stretching vibrations of CC bonds correspond to the 
absorption bands in the region 1064-890 cm-1. The absorption 
bands of 855, 833 and 825 cm-1 are also correspond the 
stretching vibrations of OC bonds. An intense band of 750 cm-

1 is determined by the non-planar oscillation terminal H14 
hydrogen atom from the plane of the cavity. Bending 
vibrations of the CCO and COC are in the range of 556-299 
cm-1. The 278 cm-1 corresponds to non-planar oscillation of 
OCCO cavity. An intense band 308 cm-1 arises due to 
deformation vibrations of bond angles COC and CCO. 
Potassium and chlorine atoms are involved in the appearance 
of low frequency absorption bands 214.165, 154, 145, 119, 
104, 89 and 78 cm-1. 

The analysis of the theoretical spectrum of the complex 
PEG4+KCl can help experimentalists in studying the 
experimental absorption spectra of similar complexes. 
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Abstract—In this paper, an embedded Linux-based platform 
named Digital Invoice ARchiving InSTrument (DIARIST) is 
proposed. While the DIARIST system is located on the tax 
payer’s side, it is responsible for the processing of e-Archive 
invoices, it distinguishes e-Archive invoices from e-Invoices, it 
communicates with the remote server and it allows tax-payers to 
print their e-Archive invoices for their customers on local 
printers. In this paper, different embedded platforms for the 
DIARIST system are compared and the experiences are stated 
during design and development processes. Experimental results 
show that the most of the effort is being consumed while 
rendering the invoice data from HTML format to PDF format. 
Although HTML to PDF conversion for each invoice is a 
computation intensive process, we achieved to process an invoice 
in about two seconds on the tax payer’s side. 

Index Terms—e-Invoice, e-Archive Invoice, XML, XSLT, XSD, 
HTML, Schematron. 

I. INTRODUCTION 
e-Archive Invoice is an application which allows issuing 

the invoice which is required to be issued, kept and submitted 
on paper as per Tax Procedural Law (TPL); to be issued 
on electronic environment and second copy to be kept and 
submitted on electronic environment pursuant to the conditions 
contained in TPL General Communique numbered 433 [1]. 

In this paper, we use our commercial product named Idea 
VisionPlus e-Archive which is the first authorized e-Archive 
service by Turkish Revenue Administration (TRA) in Turkey  
[2]. Taxpayers which sell products and services over internet 
and having a gross sales revenue of 5 million Turkish Liras 
and higher in 2014 income statement are obliged to switch to 
e-Archive application until 1/1/2016 at the latest. Taxpayers 
which fall within this scope are required to compete their 
e-Invoice and e-Archive applications and actual transition 
preparations before the established date. 

Companies which switch to e-Archive application can 
create all of their invoices on the electronic media and keep 
them throughout the legal period. If their customers are final 
consumers or commercial customers that use e-Invoice 
application, corporations can submit invoices through the 
electronic media. 

With the help of e-Archive application, corporations may 
minimize time, labor, correction, sorting and archiving costs 

using e-Archive Application which is a significant step to full 
automation in invoicing. In the case that the paper printout of 
the invoice issued within scope of e-Archive Application is 
affixed with stamp and signature and the invoice is issued at 
the time of delivery of the goods and handed by noting down” 
Consignment invoice.”, the invoice is deemed as way-bill. 

II. THE SYSTEM 
The whole e-Archive system with multiple DIARIST 

systems is given in Figure 1. In the whole system there are 
multiple DIARIST systems, multiple sellers/ buyers, a single 
remote server and a single TRA. 
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Fig. 1.  Whole e-Archive System with Multiple DIARIST Systems 

In this architecture, each DIARIST system is located on 
the tax-payer’s location. There might be multiple sellers and 
printers, which are directly connected to a single DIARIST 
system. While each DIARIST system is independent from each 
other, each of them has a regular connection to the remote 
server. Here, the remote server is a private integrator. It is 
the approach used by taxpayers that are granted with private 
integration permit by the TRA, to benefit from e-Archive 
application through information system. 

Taxpayers that require to use e-Archive application through 
private integrators can participate in the application by 
applying to private integrators which are certified by the 
Administration for e-Archive application. Our company (İdea 
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Fig. 2.  Software Block Diagram of a Single DIARIST System 

Teknoloji Çözümleri) is the first service provider receiving e-
Archive service authorization from TRA in Turkey. 

The DIARIST system is used by tax-payers, who are 
registered to e-Invoice system. In this approach, if the buyer is 
also registered to e-Invoice system, then the invoice can send 
to the buyer thorough the DIARIST system, private integrator  
(i.e. remote server) and TRA respectively. However, if the 
buyer is not in the e-Invoice system (e.g. personal customer or 
small enterprise that is not registered to e-Invoice system), then 
the type of the invoice must be e-Archive invoice and it must 
be given to the buyer as a printout. At this point DIARIST 
system decides the invoice type that is it distinguishes e-
Archive invoices from the e-Invoices. If the invoice is an e-
Archive invoice, then the invoice is printed by a printer which 
is connected to the DIARIST system on the tax-payer’s site. As 
the invoices are generated from ERP systems for tax-payers, 
they are raw invoice data and must be processed on the 
taxpayer’s site. Here, the DIARIST system is mainly 
responsible for the processing of e-Invoices. 

The software block diagram of the whole invoice 
processing steps is shown in Figure 2. Each DIARIST system 
is connected to an ERP system, which is used as a source of 
Invoices. As the DIARIST system is compatible most of the 
popular ERP systems, it can be directly communicated to an 
ERP system using socket programming technology. To achieve 
this, ERP system has a small library of DIARIST in order to 
send raw invoices to the embedded DIARIST platform. 

The raw invoice data, which is generated by the ERP 
system on the tax-payer’s site, can be in the form of idoc, 
text, csv, excel file or an XML file. After raw invoice data 
is received from the ERP system, it is processed by the 
DIARIST system. As it can be seen from the Figure 2, in 
the first optional step, the raw invoice data is transformed into 
a predefined simple XML if the raw invoice data is not XML. 
After generation of predefined XML file for e-Invoice, it is 
converted to the UBL-TR XML format [3] with the help of its 
specific XSLT implementation for the corresponding customer. 

Extensible Style-sheet Language Transformations (XSLT) is 
a specific language for XML that can add/remove elements, 
sort or rearrange them and a lot more. However, an XSLT 
file implemented for one XML file could not be used for 
other XML file. Therefore, every XML file has its own XSLT 
implementation and this XSLT file is the secondary input file 
of XSLT transform. 

 

 
Fig. 3.  Processing Time Percentages of a Single e-Invoice on BeagleBone 

Black (Rev B) Embedded Platform 

After XML-Converter step, the UBL-TR XML file is 
checked synthetically by using XSD (XML Schema 
Definition). If the invoice is checked successfully by XSD, 
then is checked for content consistency by using Schematron, 
which is a rule-based validation language for making assertions 
about the presence or absence of patterns in XML trees. 

After XML transformations and XSD, Schematron checks 
are completed successfully, the invoice data is converted to 
the HTML format as a printable invoice by using XSL-FO 
processor within the DIARIST system. While creating HTML, 
XSLT is not sufficient enough to accomplish all objectives. For 
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TABLE I.  PERFORMANCE COMPARISON OF ODROID XU4 AND BEAGLEBONE EMBEDDED PLATFORMS FOR E-INVOICE PROCESSING 

 
e-Invoice Processing Steps 
on the Embedded Platform 

BeagleBone Black Rev B Odroid XU4 
Average Execution Time [ms] Percentage(%) Average Execution Time [ms] Percentage(%) 

1-Receive Raw XML 328 4,03 226,1  12,24 
2-XML-UBL Conversion 550,5 6,77 67,5   3,65  
3-XSD Check 522,8 6,43 59,6   3,23  
4-SCH Check 726,7 8,93 70,2   3,80  
5-UBL-HTML Conversion 405,2 4,98 36,2   1,96  
6-HTML-PDF Conversion 4855,7 59,68 1272,1 68,87 
7-Print   614 7,55 95,1   5,15  
8-Send 134 1,65 20,4   1,10  
Total Execution Time 8136,9 100 1847,2 100   

TABLE II.  DETAILED PERFORMANCE RESULTS OF TEN INVOICES ON BEAGLEBONE BLACK (REV B) [MS] 

Invoice 
Number 

Receive 
Raw XML 

XML-UBL 
Conversion 

XSD 
Check 

SCH 
Check 

UBL 
Check 

HTML-
PDF 

Conversion 

Print Send Total 

1 131 900 757 907 243 6290 811 321 10360 
2             246 360 268 551 282 4608 447 60 6822 
3             361 614 463 955 784 4728 80 67 8052 
4             234 599 555 621 346 4601 498 86 7540 
5             350 654 894 681 389 4775 421 67 8231 
6             310 567 499 1275 317 5144 1500 440 10052 
7             290 298 260 504 269 4632 446 94 6793 
8             736 611 279 520 877 4582 1040 50 8695 
9             283 334 811 480 271 4524 442 69 7214 
10            339 568 442 773 274 4673 455 86 7610 
Average         328 550,5 522,8 726,7 405,2 4855,7 614 134 8136,9 
Percentage (%) 4,03 6,77 6,43 8,93 4,98 59,68 7,55 1,65 - 

TABLE III.  DETAILED PERFORMANCE RESULTS OF TEN INVOICES ON ODROID-XU4 [MS] 

Invoice 
Number 

Receive 
Raw XML 

XML-UBL 
Conversion 

XSD 
Check 

SCH 
Check 

UBL 
Check 

HTML-
PDF 

Conversion 

Print Send Total 

1       43 174 71 191  70 1936 135 74 2694 
2             232 61 59 63 40 1198 89 13 1755 
3             256 59 66 86 37 1204 89 12 1809 
4             234 58 61 56 37 1203 100 12 1761 
5             231 60 55 51 31 1194 86 15 1723 
6             286 56 59  50 35 1206 94 14 1800 
7             300 54 73 51 33 1192 89 21 1813 
8             223 51 54 53 28 1188 93 15 1705 
9             231    50 48 47 26 1193 89 15 1699 
10            225  52 50  54 25 1207 87 13 1713 
Average         226,1 67,5 59,6 70,2 36,2 1272,1 95,1 20,4 1847,2 
Percentage (%) 12,24 3,65 3,23 3,8 1,96 68,87 5,15 1,1  - 
 
this reason, Cascading Style Sheets (CSS) and JavaScript 
are also used. As a final step, obtained e-Invoice as HTML is 
converted to the PDF format before printing. After that 
it is sent to the printer to give e-Invoice to the buyer as a 
printout. During each step, necessary log files are generated 
by the DIARIST system. These log files are sent both to the 
ERP system and to the remote server for controlling. 

III. EXPERIMENTAL RESULTS 
In order to achieve a real-time system on the tax-payer’s 

site, different embedded Linux-based platforms are used. 
Within the scope of this work, we firstly used Raspberry-I and 
-II embedded platforms [4]. However, the performance of 

these platforms were insufficient for the processing of invoice 
data real-time. After trying these platforms, we also used 
Beagle-Bone Black [5] and Odroid-XU4 [6] platforms. The 
performance of last two platforms seem to be sufficient for 
real-time e-invoice processing. 

Figures 3 and 4 show the processing time percentages of a 
single invoice on BeagleBone Black (Rev B) and Odroid XU4 
embedded platforms respectively. As it is obvious from both 
of these figures, the most of the processing time is consumed 
in the conversion from HTML to PDF. 

In Table I, a detailed analysis is shown for performance 
comparison of Odroid-XU4 and BeagleBone Black embedded 
platforms. Here, we can see that processing time of a single 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 373 12-14 Oct 2016, Baku, Azerbaijan



invoice on BeagleBone Black embedded platform is about 8 
seconds, while it is about only 2 seconds for Odroid-XU4 
platform. In our previous trials we used PDFKit and 
PhantomJS for HTML to PDF conversion. But both methods 
were too slow. Hence, at the end we decided to use 
wkHTMLtoPDF shell tool for this purpose. Although 
wkHTMLtoPDF shell tool is much faster than both PDFKit 
and PhantomJS, HMTL to PDF conversion seems to be still the 
bottleneck of the system. 

 
 

12.24% 3.65% 3.23%
3.80%

1.96%
68.87%

5.15% 1.10%

1-      Receive Raw XML

2-      XML-UBL Conversion

3-      XSD Check

4-      SCH Check

5-      UBL-HTML Conversion

6-      HTML-PDF Conversion

 
Fig. 4.  Processing Time Percentages of a Single e-Invoice on Odroid XU4 

Embedded Platform 

In addition to the Table I, we also tested both embedded 
platforms for ten number of invoices and take the average 
execution time for each processing steps. The detailed 
performance results of ten invoices on both BeagleBone Black 
(Rev B) and Odroid-XU4 can be seen in Tables II and III. 
Here, it is obvious that execution times of some steps may 
change for different invoices. This is dependent on the invoice 
length and the system load at that time. Hence, for the 
calculation of performances, we took the average values of 
each processing step. 

IV. CONCLUSION 
This paper introduces development process of processing 

e-Invoice and e-Archive invoices with VisionPlus e-Archive 
application. The processing of e-Invoices and e-Archive 
invoices are done on the tax-payer’s site without affecting the 
performance of private integrator performance in the manner 
of distributed processing system. As each tax-payer uses the 
same system, each of them has the same performance. Hence, 
the maintainability of these systems on the tax-payer’s site 
will be very easy by remote desktop connections. As the 
communication between each DIARIST system is achieved by 
3G/4G USB modem dongles, there will be no conflict during 
communication with the remote DIARIST systems. 

V. FUTURE WORK 
As the DIARIST system is sufficient for the real-time e-

Invoice processing (2 sec. for processing a single e-Invoice), 
we do not plan any major change in the whole system. 
However, we are aware of that the HTML-PDF conversion is 
still the bottleneck of the system. In our future work, we 
will try different tools for HTML rendering process in order 
to speed up HTML to PDF conversion. 

 

REFERENCES 
[1] Tax Procedural Law General Communique numbered 433, 

http://www.gib.gov.tr/node/87891  
[2] Turkey’s First Private Integrator Receiving E-archive Service 

Authorization from Turkish Revenue Administration, 
www.earsiv.visionplus.com.tr/home-page.html 

[3] Universal Business Language Turkish Customization, www. 
en.wikipedia.org/wiki/Universal-Business-Language 

[4] Raspberry Pi 1 Model B+ And Raspberry Pi 2 Model B, 
www.raspberrypi.org 

[5] BeagleBone Black Low-Cost, Community-Supported Linux 
Embedded Platform, www.beagleboard.org/black 

[6] Odroid-XU4 Linux Embedded Platform, www.hardkernel.com

 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 374 12-14 Oct 2016, Baku, Azerbaijan



The Synthesis of Reliable Solutions of the Logistics 
Problems Using Geographic Information Systems  

Stanislav Belyakov 
Southern Federal University 

Taganrog, Russia 

Marina Belyakova 
Southern Federal University 

Taganrog, Russia 

Igor Rozenberg 
Public Corporation “Research and Development Institute of 

Railway Engineers”,Taganrog, Russia 

Marina Savelyeva 
Southern Federal University 

Taganrog, Russia 

Abstract— The paper proposes a method of constructing 
solutions based on the experience represented by cartographic 
images - centers and transformations of situations that do not 
change their meaning. The method is based on the 
metatransformation of images. The goal of metatransformation is 
to construct new situations by known precedents. The usage of 
metatransformations allows to evaluate the semantic proximity of 
situations and adapt the earlier decisions in a special way. The 
factors that determine the reliability of the generated solutions 
are analyzed. 

Index Terms— Decision making, knowledge, precedent analysis, 
intelligent systems, cartographic visualization, geographic 
information systems, logistics. 

I. INTRODUCTION

Reliable decision-making using geographic information 
systems (GIS) is essential for many applications that use spatial 
data. Maps and charts show the real world and make it possible 
to take into account many factors of the environment that affect 
the outcome of planned actions. It should be noted that GIS not 
only provide important information for decision making, but 
also are able to maintain the experience of solving problems for 
later use. This feature is implemented by the intelligent 
geographic information systems and network services. A 
distinctive feature of this type of systems is the use of 
knowledge. We strive to achieve a high level of reliability due 
to knowledge – correspondence of decisions to the real state of 
the area of the external world, in which this decision will be 
implemented. In case of inconsistency the damage arises as a 
consequence of using inadequate decisions [1]. 

II. CASE-BASED REASONING IN THE GIS

The basis of receiving solutions based on the experience is 
precedent analysis. In the analysis of precedents observed 
earlier in accordance with the hypothesis of compactness we 
suggest that the situations with similar meaning have decisions 
with similar sense. Consequently, the task of assessing the 
proximity of precedent plays an important role in the selection 

of potentially applicable solutions. The difficulty of this task is 
the selection of valuation metrics of precedents’ proximity. The 
metric reflects properties of the space of the observed 
situations and world view of the expert, which fixes the 
precedents. Shape of metrics must be selected and evaluated by 
subject area, model of its presentation and logic output reports. 

The precedent analysis in relation to the use of material 
flows’ management experience in logistics systems is 
considered in this paper [2]. The problem of material flow’s 
management is to provide moving of material objects from one 
area to another area with a predetermined level of quality 
indicators. Movement of goods, products, materials, raw 
materials involves the construction of logistics projects and 
monitoring of their performance with the help of GIS. The 
logistics project is information model of the specific cargo 
delivery problem. The material flow in the logistics project can 
be described by a model. 

>< TPS SL ,, ,

in which LS  is a set of spatially localized logisti* centers 

SP  - the set of transport routes between the logistics centers, 
T  - the schedule of cargos’s delivery. Generally the logistics 
center is the spot of the performance of logistics operations 
with the cargo (packing, unpacking, loading, unloading, 
sorting, recycling, etc.). The mappable description of the flow 
reflects the referencing LS  and SP  to the conditions of the real 
world using spatial data for strategic planning and the 
operational control of the flow. 

The mappable description of the logistics project can be 
built as a description of the situations change process [2]. Then 
the main decision making should be seen as a result of the 
cartographic analysis of situations, routes of transportation and 
schedules restrictions. Cartographic analysis can be performed 
in a conventional manner [3]. However, experience has shown 
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that this does not give the expected result for the following 
reasons: 

• the GIS tools are for card, schemes and plans 
processing as figurative and symbolic models of the 
real world. The semantic space of situations and 
solutions are not directly displayed and requires the 
development of special models of representation of 
meaning in a particular interpretation. In particular, it 
is for materials management tasks; 

• the concept of "sense of the situation" is interpreted by 
GIS analysts subjectively. Because of this, it is 
impossible to create a single semantic space of 
situations and achieve the reuse of the experience of 
decision-making. It takes the concept to unify the 
meaning of the situation in the context of decision-
making; 

• the concept of reliability is associated exclusively with 
the properties of spatial data. In practice, this is not 
enough, because the spatial data reflects the reality 
statically. The knowledge that will allow to predict 
dynamics of reality, appearance and consequences of 
decisions is necessary. 

These problems can be solved by introducing a new 
concept of presentation and use of maps, charts and plans for 
the semantic description of situations. 

The specific approach to the presentation of precedents in 
geoinformation systems is the presentation of situations by 
images [4]. The image of the situation 

>=< )(, cHcIs  

is described by the image center (c) and the set of its 
transformations ))(),...,(),(()( 21 chchchcH M= . Meaningfully 
center is real the situation observed previously and the 
transformations describe possible transformations of situation’s 
parameters from the point of view of the expert that do not 
change its meaning. Conversions concern spatial, temporal and 
semantic characteristics of the situation. Comparing of 
situations (evaluation of proximity) is based on a comparison 
of the mutual arrangement of the centers of images and their 
transformations. Thus, the creative thinking of humans is 
simulated. The logic of figurative comparison is described and 
the metric of evaluation of proximity of situations as the degree 
of generality of transformations ih  and two images 1I  and 2I   
is offered in this paper 

,,1),()(/)(2 )2()1()2()1( MihShShhS I
i

I
i

I
i

I
i =+∩=α  

where )(xS  is the area of the field x . Value 1=α  takes 
place at the coincidence of possible transformation 0=α  
otherwise. It can be seen that the possibility to compare images 
of situations solely in the common area maps is laid in this 
expression. If this is not the case, 

0)( )2()1( =∩ I
i

I
i hhS  

The situations are considered as different in meaning. This 
feature guarantee the reliability of solutions through the use of 
deduction. However, this limitation makes it impossible to use 
the experience of decision-making in geographically remote 
situations. At the same time, the practice of the expert shows 
the need and the opportunity to compare "the same thing in 
different places". From the point of view of logic reasoning, in 
this case the deduction should be replaced by the abduction, 
aimed at generating additional facts and statements for reliable 
output. Therefore it is necessary to improve the principle of 
comparing the situation changes. 

The aim of this work is to improve the reliability of the 
generated GIS solutions based on the application of the method 
of converting the images of situations. 

III.  SETTING OF THE PROBLEM OF RELIABLE SOLUTIONS’ 
SEARCH 

In general, the problem of finding the most reliable 
solutions using GIS is formulated as follows: there is a set of 
precedents of decision making in the form of images  

,||,1},{ InII n ==  

each of which includes a component of description of the 
situation and decision making 

., >=< ndnsn III  

Suppose there is the image of a problematic situation 
>=< ds III ~

,
~~

 for which you want to find a solution. Let *I the 
image of the solution which corresponds to a problem situation, 
and has a significant decision. The fact that such a solution 
does exist, can only be tested experimentally. Therefore, we 
assume that the decision corresponds to reality, if it is 
compatible with the experience of implementing solutions and 
consistently depicted on the map Ω  , in other words, when 
you build it does not violate the rules, reflecting the 
connections and relationships between map items 

.),( * trueIR d =Ω  
Then the search for a fair solution of the problem situation 

is to build the image of the solution dI~  that is the closest to 
reality: 

 
,),

~
( |,|,1,||||
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~

||

*

*

trueIRIndII

II

dsns

dd

=Ω=<−

→−
 (1) 

where |||| •  is the metric of distance between the images,   
d - is the restriction to the value of the distance. Analyzing the 
ways of solving the problem, the following should be noted: 
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• as the image *
dI  is not known, the problem should be 

solved constructively: scanning known precedents 
build them on the basis of their possible solutions and 
evaluate their reality through the correct cartographic 
representation; 

• the procedure of searching the solution of the problem 
is unstable. Each case is a set of objects and relations, 
probability of exact repetition of that in other regions 
of space and time is almost zero. The reduction of 
accuracy of comparisons will not give the desired 
effect, as it unpredictably affects the accuracy of the 
solution. Therefore, when you use case descriptions 
images, which indicate not only the situation, but also 
their possible changes, the probability of finding a 
similar situation increases, the decision process 
becomes stable; 

• the metric of proximity of situations should be 
determined through a conversion map objects as 
constructive search for a solution of problem is 
specified by Eq. 1 requires the display of images of 
precedents in a problematic spatio-temporal and 
semantic domain; 

• the rules of consistency ),( * ΩdIR in the formulation of 
the problem solution of problem is specified by Eq. 1 
are clearly marked, which creates certain difficulties of 
finding solutions: generation time of the alternatives 
would be useless after the validation rules. It seems 
appropriate to enable the restrictions to the consistency 
of cartographic mapping procedure. 

IV. METATRANSFORMATION OF IMAGES 

Statement of the problem solution of problem is specified 
by Eq. 1 has disadvantages which are overcome in the case of 
the introduction metatransformations that display images of 
situations and decisions in random areas of the map. Let 

),( 212 cIHI =
 

to be metatransformation of the image 1I  to image 2I  with 
the center 2� . Metatransformations’ result is a set of map 
objects, which should be built in the area of the map given by 
the center 2�  . Metatransformation requirement is that all the 
objects and the relationships of the image 1I  have been kept in 
the image 2I  . This ensures the preservation of meaning and 
consistency. 

For example, let us consider metatransformation of the 
vehicle of parking space. Transport parking is considered as the 
simplest logistics center, which is the part of the logistics 
chain. Parking image is described as follows: the image center 
is the point on the map, showing the location of the parked 
vehicle, conversions are zone of its possible location that do 
not affects the meaning of the parking operation. Let 1̂P  to be 

the image of the parking precedent, 2̂P  to be image of a 

problematic situation. Figure 1 displays the image 1̂P  by a 
polygon, the image center is displayed by the point. The center 
of image 2̂P  is set by coordinates of  the point ),( 11 yx .  

 
Fig1. The example of the metatransformation "Parking the car" 

Metatransformation of "Parking the car" ),ˆ( ˆ
212 cPHP = , which 

displays the image 1̂P  in the area defined by the center of the 

image 2c  at the point ),( yx  builds a polygon object 2̂P  of 
class "parking place" in the case: 

• a point ),( yx  located on the relation "LieWithin" with 
the object of one of the classes "parking place", "paid 
parking", "Free parking", "Asphalt platform", "road 
curb", and the object 2̂P ; 

• the object is not in the relation "Cross" with the objects 
of one class "Buildings", "Facilities", "Utilities", 
"Pond", "Gardening"; 

• the object 2̂P  has an area different from the area 1̂P  

not more than 30%, the dimensions 2̂P  should not 

deviate from the size 1̂P  of more than 10%; 

• object 2̂P should be on the relation "Attached" to the 
object "Road" or "Driveway" or "Lane" or "Highway"; 

• the object 2̂P  should not be located closer than 200 m 
from the object "railway-crossing"; 

• the object 2̂P  should not be in the "No Stopping" zone 
of action of a road sign. 

Figure 1 shows the result of the display 1̂P  to the given 
point ),( 11 yx .You can see that metatransformation consists of 
geometrical construction of a convex polygon and verification 
of compliance of the restrictions listed above. 

Metatransformation’s internal structure is written as 
follows: 

.       :   ,       :

,,   ,,    ,   :

2121

2211

dddsss

dsdsds

IIHIIH

HHHIIIIH

→→

>=<><→><
 

We emphasize that metatransformation of image includes 
two components: metatransformation of the situation ( sH ) and 
the metatransformation of solution ( dH ). This type of 
metatransformation corresponds to the hypothesis of logical 
independence of situations and decisions made in these 
situations. This makes it possible to take into account the four 
cases in the process of search: 
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• ∅≠∅≠ ),(,),( 2121 dddsss cIHcIH means that the 

precedent with the image 1I  may occur elsewhere and 
the earlier decision may be used repeatedly; 

•  ∅≠∅= ),(,),( 2121 dddsss cIHcIH means that the 

precedent with the image 1I  cannot occur elsewhere, 
although the earlier decision is very applicable in this 
case; 

•  ∅=∅≠ ),(,),( 2121 dddsss cIHcIH means that the 

precedent with the image 1I  can occur elsewhere, but 
its decision cannot be reused; 

• ∅=∅= ),(,),( 2121 dddsss cIHcIH  means that the 

precedent with the image 1I  is unique so it cannot be 
in another place, and decided to use again. 

These cases cover practically useful options for reuse of 
experience. 

We assume that metatransformation exists if a non-trivial 
image from the map objects can be constructed: 

.,,,   ),( 221121 Ω∈∅≠Ω∈∅≠⇔∅≠ IIIIcIH  

An important role in the evaluation of the results of 
metatransformation plays the fact that initial conversations of 
images’ center are described by vector of transformations 

))(),...,(),(( 21 chchch M . Each individual transformation )(chi  
is the mapping object. Metatransformation’s result can be 
considered as the restriction (for example, the polygon object is 
displayed as a linear one or a linear one as a point) or as an 
extension (linear object is displayed as a polygon or a point is 
displayed in the line). The neutral correspondence should be 
considered as a full correspondence of types of map objects. 
Then metatransformation rate can be defined as 

�
�
�

�
�
�

�

=

= �

image.  widen theobjects  theif,

neutral, is image  theif,
image, down the narrow objects  theif,

abscent,  are  objects image  theif,

))((

,))((||)),((||

3

2

1

0

f
f
f
f

chf

chfcchH

i

i
i

 

The search of reliable solutions presented by the problem is 
specified by Eq. 1 can be reformulated as finding the image 

>><>=<< )~(,~,)~(,~~
dddsss cHccHcI such as 

 
.||,1,||~,

~
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IndcIH
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snss

dndd

=<

→
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The statement of the problem is specified by Eq. 2 
characterized in the fact that the reliability measure is the 
number of conversions that displayed by metatransformations 

of images. The advantage of this approach is shown in the 
following. 

Firstly, real-world conditions which will be applied the 
formed solution are continuously changed. The implementation 
of logistics projects with the same initial data is never exactly 
repeats itself. As a consequence, solutions are not repeated and 
their methods of modifying are not repeated. The more 
dynamic external environment and higher the sensitivity of 
decisions to the change these conditions are, the higher the 
probability to construct the unreliable solution is. The logic of 
case-based analysis is not compromised in this case. The 
reason for the unreliability of the solution is in the absence of 
the forecast of its use. After turning into a mechanism the case 
analysis of the evaluation of the alleged effect the accuracy of 
made decisions increases. 

Secondly, the geographic information systems naturally 
support the prediction of the state of the real world. 
Geographical maps are never a snapshot of reality. There are 
generalizations laid in them that are the result of cartographic 
generalization. For this reason, the accuracy of the solutions 
found are continuously supported by updating the GIS 
cartographic basis. 

Thirdly, the use of metatransformations increases the 
robustness of solutions. Knowledge about the stability of the 
solutions, their application invariants has great practical 
importance for logistics systems, avoiding large losses for 
small changes in transport conditions. 

The search procedure of reliable solutions in accordance 
with the statement of the problem is specified by Eq. 2 consists 
of the following: 

• we give category of images and metatransformation 
that will be used to search for solutions; 

• we give the center of the problem situation I~ , which is 
a set of map objects. For the tasks of management of 
material flows the center is the starting and ending 
point of the transportation; 

• precedents of given category are selected of GIS 
knowledge base. If those are not available, we should 
change the category and take the next attempt of 
selection again. If there are no precedents the search 
procedure is terminated without result, owing to the 
lack of experience; 

• we form a set of possible solutions of the problem. To 
do this, we run metatransformations of images of the 
situations to the center of the image of the problem 
situation and the value of metatransformation 
standards is controlled. If there are no images with 
relative meaning, the procedure is terminated without 
result; 

• we search for the most reliable solution. For this 
purpose we make metatransformations of the images of 
the solution to the center of the image of the problem 
situation and select the variant with a maximum value 
of metatransformation standards. 
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V. EXAMPLE OF REALIZATION 

Consider an example that illustrates the proposed 
procedure. Suppose you want to transport cargo from point M 
to point N, displayed in Fig. 2. The GIS-based knowledge has 
precedents for transportation },,{ EFCDAB IIII = . The map 
shows the centers of precedents images that have a form of a 
pair of points and arrows corresponding to the direction of 
transportation. The center of image shows the position on the 
map of the source and the destination transport point. 

 
Fig. 2. The centers of images for transport tasks 

Figure 3 shows the conversion of images of situations 

sMNsAB II ,  that are relevant to the map fragments. Converting 

for sMNI  is received by metatransformation for "Loading 

refuges" of point A to the M by metatransformation "Loadout 
area" of point B to point N. Each metatransformation retains 
the dimensions and area of map objects, relations with the 
surrounding objects, similar to those in the previous example. 
The transformations are shown by shaded areas. Let us assume 
that a metric of conversion vector is calculated by the formula 
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Then the distance between the situations is 2, and when 
1=d  the image ABI  is a close within the meaning of the 

image MNI . 

The solution for a precedent with the image ABI includes 4 
logistics centers },,,{ 4321 LLLL SSSS and 3 transport sections 

321 ,, SSS PPP . On the Fig. 4 they are shown as elements of the 

image conversion schema. Conversion of logistics centers have 
the form of shaded polygons, conversions of the each 
transportation’s section are presented by a set of broken lines, 
each of which indicates a possible path of the cargo. 

 
Fig. 3. The conversion of images of situations 

 

Fig. 5. Metatransformation of the image’s solution 

 The metatransformation of logistics center is performed in 
a manner specified above; the metatransformation of path’s 
trajectory builds the shortest path between the given logistics 
centers. The chart of the result of metatransformation of the 
solution is shown in Fig. 5. The dotted line shows the trajectory 
of transportation, shaded polygons show logistics centers. 

 

 

Fig. 4. Conversion of the image’s solution ABI  

 Likewise the solutions for the remaining images CDI  and 

EFI are built. It is possible that each of the images will give a 
significant decision.  

VI. CONCLUSION 

The approach set out in this paper summarizes the 
mechanism of using the experience of decision-making in an 
environment of geographic information systems. Using the 
approach in practice will require the development of 
conceptual models of cartographic knowledge of a higher level. 
At this level the results of critical thinking of accepted 
solutions by the expert are accumulated. In the long term this 
should lead to an extension in the areas adjacent to the 
management of material flows. Further studies may be aimed 
at the effective implementation of metatransformations and the 
study of their behavior in the GIS cartographic base dynamics. 
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Abstract— Recommender systems are a popular trend in recent 
research in Internet technologies. The models and algorithms of 
these systems are based on applying information of users and 
website content as well as their interconnections. However, there 
is a problem of applying these models and algorithms when the 
users are unidentified and there is an information gap to give 
recommendations. Each study case appears as a pair of a situation 
and a set of possible recommendations with their characteristics. 
The paper offers to solve the problem of generating 
recommendations through the adaptation process of the initial set 
of recommendations into which the recommendations are included 
on basis of criteria of similarity of the main and recommended 
contents. The adaptation process uses the iteration formula 
optimizing the recommendation utility function.  

Keywords - recommender systems; unidentified user; search 
systems; recommendation utility; cold-start. 

I.� INTRODUCTION 
Recommender systems have become one of the recent 

important trends in Internet technologies [1-3]. Properly selected 
product, service or content recommendations make the website 
more attractive for its users. It is beneficial for a website owner 
because it provides user loyalty to the website, improve its 
ranking in search systems, ensures growth in income. To 
generate the recommendations meeting users’ current demands 
and preferences is an important task for developers of 
recommender systems.  

Various methods are developed to solve this problem. They 
are classified as follows: collaborative filtering, content-based 
filtering, and hybrids [1]. Collaborative filtering uses the 
information about user activity and their social relations, takes 
into account recommendations and opinions of different people 
belonging to the same group. Content-based filtering is 
grounded on the knowledge of the content and the user 
himself/herself without regard to the opinions of other people. 
Hybrid methods combining collaborative and content-based 
filtering are used for giving recommendations. 

In all these cases, the information about a user plays a key 
role. The lack of this information at the early stages of the 
operation engenders one of the main problems in this area. That 
is a cold-start [1]. There is another problem receiving little 
attention in research. It is the problem of giving 

recommendations to unidentified users [4]. The matter is that 
major online retailers (search systems, social networks, 
advertising platforms, analytical systems, big e-shops) have a 
wide knowledge of users, their behavior and relationship. The 
access to this information allows identifying or recognizing any 
new user of the website as the one belonging to a certain group 
of people. On basis of this information, he/she can be offered a 
personalized content or recommendations for the products 
meeting his/her current interests and preferences. 

However, as a rule ordinary site owners have no access to 
global knowledge of users. In particular, it is relevant to 
commercial corporate sites used when promoting and selling 
goods or services in small and medium-sized business. 
Considerable proportion of e-commerce website population 
comprises the people who visit the site for the first time and  in 
some special way convey no information about their interests, 
preferences, social relations, etc. to it. The sources of such 
visitors are search systems and online advertising service 
providing up to 70-80% of inbound traffic [4]. When dealing 
with such users, e-commerce website enhancement continues to 
be relevant.  

This paper offers a solution to the problem of generating 
recommendations for unidentified users of e-commerce site. 
This solution is based on the use of recommendation utility and 
serial adaptation of many offered recommendations. 

 

II.� CONCEPTUAL MODEL  
The utility shows the website owner’s view of the benefit 

provided by the recommendation for the purposes of the tasks 
allotted. The recommendations virtually present the description 
of products, articles, video or other content that appear in a 
special block of recommendations. If a user is interested in the 
recommendation, he/she moves to the recommended page.  In 
the simple case, moving to the recommended page is beneficial 
for the website owner as it makes positive impact on behavioral 
factors of site ranking in search systems. In more complex cases, 
the recommendation utility is confirmed by planned actions on 
the page (completing an order form, signing-up, following the 
link, etc.).   
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In this paper, we consider a base case with a single-criterion 
utility function of the i-th V(Ri) recommendation that is 
calculated as ratio of ni to Ni: V(Ri) = ni/Ni, where Ni is the total 
number of views of the recommended page; ni is the number of 
page transitions meeting the task-based constraints. In the base 
case, this restriction is the time for page viewing which must be 
higher than the threshold.  

We introduce the concept of the initial set of 
recommendations R = {R1, R2, R3, ...}. This set includes the 
pages of the site meeting the criteria of similarity to the page 
where the user gets recommendations. To determine the 
similarity of pages we use the similarity estimation methods 
described in [5].  

The next task is to separate a subset of the relevant 
recommendations of the maximum utility. This problem is 
solved by optimizing the aggregate recommendation utility 
V(R) = Σ V(Ri) �max, which is calculated according to the 
results of the recommendations presented to users in the 
previous period. Thus, the users on the page with a specific 
content vote for this or that recommendation they have received 
after analysis of the similarity of the content between main and 
recommended pages. Following the results of this voting, a 
package of recommendations is formed. It becomes clear in the 
following steps-iterations. Figure 1 shows a general scheme of 
giving recommendations. 

The difficulty is that the preferences of the users, to whom 
the recommendation package is presented, are changeable. This 
means that after completing the optimization task the result is 
unfixed in final form and the set (R) must be adapted taking into 
account both these changes and the emergence of new content 
on the site. Further, we offer a mathematical model and 
procedure of such an adaptation. 

 
Figure 1. � General diagram of giving recommendations 

III.� MATHEMATICAL MODEL 
Let us match each i-th recommendation to its relative 

frequency: λi = [0; 1], Σ iλ= 1. Then it is possible to present a set 
of recommendations as many pairs of R = {<Ri, λi> | i = 1, ..., N 
}, where N is the power of R . 

The adaptation process is divided into steps-iterations, j = 
0.1, 2, ..., M, where j = 0 – the iteration of "cold-start" which has 
the input of the initial set of recommendations - R0, and λ0i  is 
equal to 1/N for all i.  

In the output of each j-th iteration, relative frequencies are 
recalculated and R j +1 = {<Ri, λj+1i >} is formed.    

The iteration formula of frequencies recalculation is derived 
from the known gradient optimization formula: 

 ( ) N jn jN j
in j

itλ j
iλ j

i +=1+'  (1) 

where t is the coefficient of adaptation speed, ||…|| is the vector 
norm. 

We offer to calculate t in the following way:  
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Here, w is the threshold of uncertainty which initially set 
value is 0.5; r ≥ 1 – the parameter setting the t rate of change 
when the utility function Vj(Ri) exceeds the threshold of 
uncertainty. It has an impact on the sensitivity of adaptation 
process to the change in users' preferences expressed in 
changing of utility at the j-th iteration. The normalized vector λ 
is passed to the input of next iteration: 

 ( )∑ 1+1+1+ =
i

jjj λλλ ''  (4) 

Recommendations with the nonzero frequency λ, calculated 
at the output of the previous iteration, are considered relevant. 
They form a recommendations unit for the next (j +1)-th 
iteration, in which R is included at the calculated frequency of 
views. 

When the recommender system operates, the process of 
adaptation is in operation, too. It monitors the selection of users 
and responds to a change of their interests or emergence of new 
website content, i.e. new elements in set R. It becomes possible 
due to recomputation rules of w, r parameters on the basis of Vj 
(R) and Vthr. comparison in last iterations. 

IV.� APPLICATION  
The module of the recommender system (MRS) becomes 

integrated in the content management system (CMS) to apply 
this model practically. The code of MRS is put into the specified 
pages of the website. It generates a set of recommendations and 
collects data on behavior of users on the website. When the 
website page loads for the first time, the initial set of 
recommendations R is formed. It is performed automatically by 

Search Query 
Entry Page 
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a request from database (DB) for the pages, headers, and meta 
descriptions meeting the requirements of the recommender 
system.   

Further, the procedure of adaptation starts. As far as it 
collects information, it specifies content and metric values of a 
set of recommendations.  

Using the MRS module editor allows monitoring the model 
parameters, specifying an eigenfunction of the target, 
implementing criteria and rules to form R as well as identifying 
kinds of the elements from the website database that may act as 
recommendations (information content, goods of the company, 
commercial proposals, etc.). Tracing and statistics analysis of 
the recommendation selection become another important 
resource.   

 
Figure 2. � Application scheme of work 

V.� CONCLUSIONS 
The paper reviews the problem of generating 

recommendations for unidentified website users, the 
information of whom is insufficient for applying the traditional 
methods of recommender systems.  

We offer a solution of this problem through the adaptation 
process of the initial set of recommendations. The 
recommendations are included in the set on basis of criteria of 
similarity of the main and recommended contents.  

The adaptation procedure uses the iteration formula that 
optimizes the utility function of recommendations. By this 
formula, at the output of each iteration the values of relative 
frequencies of recommendations showing are recalculated at the 
next stage.  

The offered mathematical model of adaption procedure 
allows you to use it both at a cold-start stage and at tracking 
changes in users’ preferences. This provides inclusion of the 
new recommendations in the recommendation package which 
previously were not demanded or that emerged as a result of the 
new additions to the site content. 

We suggest creating the functional module RMS integrated 
in the website content management system to implement this 
model. Thus, it provides a possibility to manage an individual 
recommender system of the commercial corporate website that 
is independent of external user information sources and takes 
into account the preferences of the website owner.   

Further development of this approach involves taking into 
account multiple criteria when determining the function of 
recommendation utility. Another area of the study becomes the 
improvement of the methods for selecting the initial set of 
recommendations for which we plan to use the case based 
reasoning [6, 7]. 
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Abstract— One of the problems to be solved in the 

management of rail traffic is the problem of attaching the 
traction resources to the trains. In this paper, we will examine in 
detail two algorithms that are used for performing this task - 
stochastic algorithm and genetic algorithm. The second problem 
is schedule optimization problem. This paper presents auction 
method for solving this problem. (Abstract) 

Index Terms — Rail transport control system, freight 
scheduling problem, assignment problem, auction method, global 
extreme, optimization problem. (key words) 

I. INTRODUCTION 
Intellectualization of the transport systems of today is the 

most important and forward-looking activities in the railroad 
freight activity and resource management. This approach is in 
accordance with solving one of the most difficult and time-
consuming tasks as construction of optimal schedules. The 
complexity of this problem is depends on the system 
parameters and technological constraints. In this work the best 
schedules or solutions finding was reduced to the problem of 
finding the global extremum. At the same time to find the most 
optimal schedule is the difficult problem because of necessary 
ensuring only one existence of this extremum. The task of 
attaching the traction resources can be divided into the 
following sub-tasks: the assignment trains to the timeslots and 
the assignment traction resources to those trains. 

II. PROBLEM DESCRIPTION 

A. Train scheduling problem 
The main difficulty of trains to timeslots assignment is a 

limited pool of timeslots and travel periods. According to rail 
traffic scheduling technology, trains can be assigned to specific 
time periods - timeslots, which are considered input data to the 
solving problem. The input system serves all of the available 
timeslots for the next day (24 hours). This problem has been 
reduced to the assignment problem, i.e. finding the optimal 
schedule of the trains assignment. Each train has initial location 
and route - the stations through which the train must pass. The 
main task is to find the most available timeslots to trains, so 
that this choice was the most optimal. In addition, each train 
can be assigned to a time slot partly, several trains may occupy 
one time slot for various segments, and the train can use 
multiple slots to reach their destination. 

B. Locomotive scheduling problem 
This problem can be formulated as follows: at the entrance 

serves locomotives, train, train routes that are attached to them, 
time intervals. Train route contains information about all 
stations which should be visited with exact times of departure 
and arrival for each station. For locomotives passed their 
characteristics, the station at which it is at the moment, as well 
as its state. The solution to this problem is to build a 
locomotive train destination plan that provides the most 
efficient use of traction resources 

C. Assignment problem description 
One of the classical mathematical problems is the 

assignment problem, which is an example of a combinatorial 
problem of optimization. 

In general form this problem can be formulated in 
following way: 

• A given number of workers and a number (M) of tasks 
(N). Each worker can perform a work piece (P) (0 ≤ P 
≤ N), where the performance of each employee 
depends on the type of work performed by them - it 
makes some tasks more efficiently, some - other way 
around. The task is to distribute the work a way that 
maximizes the overall efficiency of all assignments. 
For each pair <task, worker> given the utility function, 
this allows to quantify the effectiveness of the 
appointment of the employee for this task. Thus, the 
optimization problem is to maximize the overall 
effectiveness of ΣUij all purposes, taking into account 
the fact that one work one person can be appointed. 

Train and locomotive scheduling problems can be modeled 
as an assignment problem in a similar way. By way of 
example, let’s consider how to formulate the problem of 
assigning trains to slots as a classical assignment problem: 

• As workers are considered trains that you want to assign 
to the time intervals. The main requirement for the decision 
will ensure that all employees were assigned to work, i.e., for 
each train would have found such a segment. 

• In addition, each employee can perform several tasks, i.e. 
Train can be assigned to several time intervals in order 
to proceed to its destination Moreover, some < train, 
slot > pairs are impossible, for example, when route of 
a slot is totally different from train route and they have 
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no common partial route within their routes. Each train 
can be assigned to several time intervals or on different 
parts of the same length. 

• The assignment problem is solved for all trains leaving at 
some point with a given station. 

• The input data for this problem is a set of trains, which are 
should be assigned. At the first stage, this is a lot of 
trains that can departure at the moment, as well as 
trains for which the station is an intermediate point of 
the route. 

• After the decision of the first planning sub tasks, we can 
determine the time of arrival at the next station for 
each train. Therefore at the next iteration all trains 
assigned at the previous iteration would turn into 
”trains previously partially assigned and soon arriving 
at a given station” at the next station of train routes. 

• Thus, at the beginning of each iteration of the algorithm is 
calculated number of trains to be set for a certain time 
interval at each station. After solving the assignment 
problem for each station and for each time interval, 
which is sent at least one train, we get a final decision. 

III. UTILITY FUNCTION CALCULATION 
Quantitative estimating of optimal decision is the most 

difficult in this problem formulation. For this purpose the 
utility function of each given pair of <train slot> or <train 
locomotive> was introduced.  

We will not dwell in detail on the identifying of assignment 
criteria, such criteria were determined and introduced for train 
assignment problem and locomotive assignment problem in the 
papers [4], [5]. 
Each criteria is put in correspondence with a normalized value 
uk, then the utility function value for each < train, slot > pair is 
calculated as Uij = ∑kckuk, where ck weight of k-th criterion. 
Weights can either be chosen experimentally or be assigned a 
specific value for each fragment. 
The calculation of this function is useful only for a particular 
set of timeslots and locomotives, which theoretically can be 
attached to train. Other "impossible" timeslots (locomotives) 
utilities remain unassigned. The slot can be considered 
"impossible" for the train if the train route coincides with a 
timeslot route even partially, or slots designed to train the 
category into which the train does not fall. A set of criteria can 
be assigned separately for each fragment. 

IV. MODEL STRUCTURE 
The process of train control was divided into two phases. The 
first is the solution of the assignment problem, which was 
solved by the auction method [3]. 
This method can find a global extremum function, but is less 
effective than other optimization algorithms. That is why the 
development of the objective function extremum seeking 
algorithms required for this type of problem. 
The following steps were performed for the solution of these 
problems: 

• Developing of a mathematical model of the railway traffic 
management system. 

• Solving the assignment problem using auctions 
• Developing of searching algorithm for the most optimal 

locomotive assignment. 
• Comparison of the global optimization techniques with 

reference to indicated problem. 
• Simulation developed freight management system on Far 

Eastern Railway and analysis of the efficiency of 
proposed searching algorithms. 

V. SOLVING THE ASSIGNMENT PROBLEM USING AUCTIONS 
The assignment problem is a special case of the transportation 
problem, which in turn is a special case of linear programming 
problem. This type of problem is solved by the classical 
simplex method, however, the use of a specialized method 
provides greater convergence rate. 
The best known way to solve the assignment problem is a 
"Hungarian algorithm" - one of combinatorial optimization 
algorithms. It was proposed in 1955, its complexity is O (n4), 
where n is the number of jobs and workers (the number of jobs 
must be equal to the number of employees). The algorithm can 
be modified to achieve O (n3) complexity. The Hungarian 
method has been implemented for the slot assignment problem 
for the trains, but it has slow convergence rate. Therefore, an 
auction method was developed another algorithm for solving 
the assignment problem. 
An assignment problem solving via auctions was proposed D. 
Bertsekas in 1989 and then in 1992 it was changed Bertsekas 
and Castañón [2]. Its initial purpose was for solving skewed 
assignment problems where the number of jobs is not equal to 
the number of employees. The main concepts of the auction 
algorithm applied for the train assignment problem are listed 
in the paper [4].  
Mathematical proof of convergence of auction algorithm, as 
well as a guideline for choosing values for λ and ε is given in 
[2]. 

VI. DEVELOPING OF OPTIMIZATION ALGORITHM 
The problem of finding optimal schedule may be 
approximated by the global optimization problem, whose 
complexity of the number of system parameters and process 
limitations. Search global extremum is a common problem in 
various areas of science. There are a large number of different 
optimization algorithms to solve real problems of searching 
for the best solution. However, since it is necessary to take 
into account the specifics of the technological criteria for 
analyzing the effectiveness of each approach, the task of train 
control optimization has gained complexity of spatial 
variables phase and its limitations. Therefore, most of the 
known algorithms are not effective for the construction of 
complex systems with a large number of constraints, specific 
criteria and fuzzy structure [1]. In this work we were 
considered some of the algorithms search for the optimal 
solution for this problem. One of them relates to the methods 
of mathematical programming, the second - to the soft 
computing theory. These algorithms can be used at various 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 384 12-14 Oct 2016, Baku, Azerbaijan



planning stages. The hybrid optimization algorithm based on 
the methods of stochastic approximation and coordinate 
descent. Genetic algorithm refers to soft computing 
techniques. GAs are direct, parallel, stochastic method for 
global search and optimization which imitates the evolution of 
the living beings described by Charles Darwin [5]. The system 
was built in such a way that in the first phase to search the 
local extremum. This is the starting point for further 
optimization, and search has global extreme. 
The problem of the appointment of the example the 
destination of locomotives on the train, as well as both of the 
optimization algorithms. 

A. Locomotive assignment optimization problem 
The task assignment locomotives for trains 
To quantify the optimality of the solution of the assignment 
problem of locomotives on the train was also determined the 
total utility function: 
 F(x) = ∑ij Uij =∑i Ui(xi) (1) 
This feature is a multidimensional feature vector argument X = 
[x1, x2, . . . , xm]T where vector X is the solution to the problem 
of the appointment of the locomotives on the train. X is 
represented as (loco1, loco2, . . . , locom)T, where locoi is a 
unique locomotive number assigned to the i-th plan and m - 
the total number of such plans. Because of this, this problem is 
reduced to the problem of finding the extremum of function 
with appropriate restrictions: 
F(X) = Σi Ui(xi) → extr(max); X  = argextrF; gj(X ) ≤ bj, j = 1, 
. . . , k (2) 
where X* is the best solution; gj(X ) ≤ bj - constraints of the 
problem; K - number of limitations. In general extremum 
search algorithm presented in the following form: 
Xn+1 = ||A|| Xn, ||A|| < 1 (3) 
where A - operator iteration. 
This algorithm allows you to find the extremum of the given 
function on the set of technological and operational 
constraints. It is necessary to find such form of iteration of A, 
by which the process (3) converge to the best solution, ie, to 
the extremum, which is in turn represented as X = [x1, x2, . . . , 
xm]T with the limitations of the form  
gj (x1, x2, . . . , xm) ≤ bj for all j = 1, . . . , k (4) 
under which the maximum of the function F(X). Valid is a 
solution that satisfies all constraints (4) for all j = 1, . . . , k.  
Totality of admissible decision is called domain D. The final 
solution is a pair (x , f (x )) of the optimal solutions and value 
functions. 

B. Hybrid optimization algorithm 
In the course of a detailed study of the problem revealed that 
the search function of the form F(X)  is a non-trivial task. This 
difficulty arises because of the strong dependence of the 
vector components X apart. Due to the lack of completeness 
limitations as gi(x1, x2, . . . , xm) ≤ bi would use well-known 
methods for the local or global optimization is not possible. 
Therefore, we developed a special hybrid algorithm based on 
coordinate descent methods and stochastic optimization, 
which is presented in detail in [5]. This approach allows you 

to find the extremum of the objective function F(X) on the 
given constraints trivial kind. 

C. Genetic algorithm 
GA is one of the methods of soft computing theory and 
adaptive heuristic search algorithm based on the evolutionary 
ideas of natural selection and genetics. This approach is based 
on the idea of the theory of natural selection, "survival of the 
fittest" or the fittest. In this paper we consider the adaptation 
of this method to the problem of the appointment of 
locomotives on the train. This research was worked by the 
Russian Science Foundation (grant no. 14-19-01772) project. 
The input of the algorithm is served: the number of individuals 
in one generation, the maximum number of generations, and 
the number of deaths in a single generation. In more detail the 
algorithm is considered in [5]. The output of the algorithm 
selects the fittest, is responsible for the appointment of the 
best option.  

VII. RESULTS 

A. Results of the auction algorithm work 
To compare and select the most effective algorithm was 
implemented Hungarian algorithm and auction method using 
AgentSpeak language to implement multi-agent approach in 
both cases. Basic agents are slots agents, stations agents, and 
the scheduler agent serves to synchronize all the elements of a 
central system and the formation of the final solutions. The 
difficulty of this approach is caused by a large number of 
partners with conflicting interests, a variety of criteria for 
decision making, uncertainty, dynamics and other factors. 
Adapting and finding a solution that satisfies both general and 
interests of each party an advantage multi-agent approach. 
When tested on the data size of 200 * 200 revealed that the 
algorithm based auction method converges to the solution 
faster than Hungarian. 20 seconds vs. 3-4 minutes. The given 
time estimate shows that auction algorithm converges in 
Nlog(N) time, which is a significant improvement compared 
to O(n4) of Hungarian method. 
Later an auction algorithm was implemented using Java as 
part of Intelligent Control Systems in Railway Transportation 
(ISUZHT) project that deals with the freight scheduling 
problem. The system is used for scheduling rail transportation 
East Siberian Railway 5 . Planning was performed in a network 
of 350 stations. Train routes typically consisted of 5 to 100 
stations. The overall number of trains to be assigned is circa 
2000. The performance of the java application with the data 
described above is 3 minutes that is an acceptable amount of 
time. 

B. Results of the hybrid optimization algorithm work 
To test the implementation of the hybrid optimization 
algorithm following test data were obtained: 6-hour period, 
with 199 scheduled trains, the region with 220 stations, 240 
train plans, and 163 locomotives with their parameters. The 
first stage was obtained the initial solution purpose 
locomotives on trains, which was subsequently used as a 
starting point for similar hybrid optimization algorithm. When 
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testing the operation of the hybrid algorithm we analyzed the 
optimization procedure with different parameters to optimize 
satisfy convergence conditions [5]. The dependency function 
of the normalized summary objective function F n Norm 
depending on the number of iteration was analyzed: 
Fn

Norm = F(Xn)/NFm (5) 
where NF is normalizing coefficient of summary objective 
function.  
Also, analysis of the convergence of the global extremum was 
carried out depending on the number N of iterations and 
optimal steam parameters were obtained through this to solve 
this problem. Hybrid optimization algorithm has improved the 
initial solution to the problem of appointments of 7%, which 
in turn indicates higher efficiency in comparison with the 
original decision. Also, some of the qualitative evaluation of 
the effectiveness of the developed system based on the quality 
indicators of the use of the locomotive fleet was given. As a 
result, the resulting multi-agent control system provides 
efficient and high-quality solution for rail traffic planning 
problem. 

C. Results of the genetic optimization algorithm work 
The GA gives better results than the starting GA "greedy" 
algorithm on the test data in the independence of the 
optimization criteria. The efficiency of using resources 
traction also significantly higher than that of the initial 
"greedy" solution 

VIII. CONCLUSION 
Railway is one of the most important elements for the solution 
of transportation problems. For most efficient use 
intellectualization of the existing control system in this area is 
the most important problem. In this paper we considered 
multiagent approach using the auction method to develop the 
most optimal solution of the assignment problem. Hungarian 

algorithm and the auction method were compared. As a result 
of this research the auction method has faster convergence rate 
and has been developed as a part of intelligent management 
system ISUZHT. 
However, the optimization problem is to find the optimal 
solutions. In this area, the task is characterized by a large 
number of parameters and technological limitations of railroad 
freight activity management. In order to optimize the initial 
decision hybrid and genetic algorithms have been 
implemented, both of which showed improvement in 
convergence rate and performance. 
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Abstract— The article deals with one of the most important 
optimization problems - the problem of three-dimensional 
packaging (3DP) of various sized elements. It belongs to the class 
of NP- hard and complex problems. The formulation and 
restrictions of the 3DPP are considered in the article. Bioinspired 
approach that uses a multi-level evolution and partially allows to 
avoid a preliminary convergence of algorithms. Genetic and 
evolutionary algorithms which obtain sets of quasi-optimal 
solutions in polynomial time were developed. To carry out 
computational experiments on test examples (benchmarks) the 
authors developed a software on the basis of bioinspired 
approach for the 3DPP. Conducted tests and experiments allow 
possible to clarify the theoretical estimations of algorithm time 
complexity. In the best case algorithms the time complexity is 
represented as O (n2), in the worst case - O (n3). 

Index Terms— Three-dimensional packaging; containers 
packaging; bioinspired approach; genetic algorithm; genetic 
operators; evolutionary algorithm 

I. INTRODUCTION 
3DP of various sized elements is a problem that occurs in 

many areas of industry, associated with the solution of such 
problems as the optimal filling of the empty volume, loading 
of the ships holds, freight trains, pallets, transport aircrafts, 
control of finished products warehouse, etc. In the modern 
world in terms of developing industries and manufacturing a 
delivery of products and goods in the  distribution sphere 
become more urgent ( moving, reloading, storage of goods, 
formation of transport batches etc). So, it is necessary to 
analyze and improve transport and cargo information 
processes, as well as the development of new methods of 
support and optimization of information processes in container 
terminals [1]. These problems are NP-complete [2]. This 
means that even with a small amount of cargo solution of thee 
problems is not possible in polynomial time, even with the use 
of modern supercomputers. On the other hand, there are 
additional constraints during the placing of the load in 
predetermined space. Therefore, an urgent and important task 
is the development of new approaches, methods and 
algorithms based on bioinspired search [3-5].  

II. DIMENSION PACKING PROBLEM FORMULATION 
The 3DPP can be formulated as follows: we have area of 

3D space with width W, length L and height H. Also, it is 
given a set of blocks А={аn}, a number of blocks is N. The set 
of blocks is divided into subsets of types T={tj}. Each type 
determines the set of parameters for each block, such as 
length, width, height, weight and the default orientation in 

space [6,7]. It is necessary to place a set of blocks in a given 
dimension. Output data are a plan of blocks packing in the 
space, value the objective function and time of problem 
solving. 

Each type of cargo is characterized by the 4 tuple <li, wi, 
hi, mi>, where li, wi, hi are dimensions of block, mi is block 
weight. In the course of problem solving position of specified 
type elements, defined by the set S={si=(<x1i, y1i, z1i>, <x2i, 
y2i, z2i>) | i=1, 2, …, n} in space, where <x1i, y1i, z1i>, <x2i, y2i, 
z2i> are corners coordinates - the closest to the beginning of 
coordinate axes, and the most distant corner of element 
respectively. Also a box (parallelepiped) M={L, W, H} is 
determined, where L, W, H are dimensions of the field [6]. 

The authors introduce restrictions taking in to account a 
criterion. V that means a ratio of packed blocks volume to 
box, Vcon volume required for packing of all blocks [7]. There 
are: 

1) the height of all blocks is the same; 
2) none of the element can not extend beyond the 

predetermined volume, i.e. satisfy the system of inequalities: 

 
3) the total amount of the elements can not exceed the 

packaging field: 

 

4) absence of intersections (it is impossible to put two 
objects in one area):  

 
 

 
 

5) the total weight of all blocks cannot exceed the 
specified limit 

, 
where G is a block weight; 
Gmax is maximum weight of all blocks. 

6) each block must locate on the surface of another 
block or box; 
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7) elements must be perpendicular to predetermined 
area. 

Optimization criterion is a volume occupied by blocks. 
The objective function is represented as follows: 

 
where Vbl is a volume of each block, Vcon is a container 
volume. 

This means that it is necessary to reduce free space in 
packing area. The maximum efficient result of problem 
solving is reached in case, when the objective function is 
equal to 1, i.e. packaging area is filled to 100%. 

III. BIOINSPIRED APPROACH FOR BLOCKS PACKAGING 
Bioinspired approach presented in Fig. 1 combines special 

procedures of genetic and evolutionary search [3,4,8-11]. 

In the developed approach optimal solutions search uses 
several random directed search algorithms (genetic and 
evolutionary algorithm. Solutions search usually is continued 
while at least one of the stopping criterion is reached. In this 
paper, the stopping criterion is an achieving a certain quality 
of solutions or exceeding of the algorithm running time. Let us 
consider proposed bioinspired approach based on multi-level 
evolution [3,4]. 
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Fig.1. The integrated bioinspired search algorithm 

 
In the first stage there are input such data and parameters, 

as size of the packaging field, a number of blocks, a 
probability of operators using, size of population, a number of 
iterations, stopping criteria. 

The environment (decision making person) affects to the 
“Input data” block. Decision making person (engineers, 
operator) is based on personal experience and statistic data as 
well predetermined restrictions of an element base. Decision 

making person (DMP) chooses values of input data and 
parameters which control hybrid search based ob bionspired 
algorithm. DMP inputs such data and parameters as: 3D 
packing size; block parameters; a number of blocks; a 
probability of genetic operators using; size of population; a 
number of iterations; stopping criteria. 

Further, the "Generation of the initial population" Block 
initialize a set of alternatives of the packing problem. The 
initial population is generated with the help of heuristic, based 
on a sequential algorithm. After that it is estimated average 
value of OF for the population, as well as the value of OF for 
each alternative solution. 

Suggested bioinspired approach is as follows. There is 
implemented an idea of a multi-level evolution with the two-
level hybrid approach. At the first level, the genetic algorithm 
is performed until it reaches local optimum. In the genetic 
algorithm new solutions in the population formed by various 
genetic operators: a crossover, a mutation and a reduction [8]. 
This algorithm has large computational complexity, however, 
guarantee the emergence of a qualitatively new solutions with 
common features that allows us to implement efficient search 
within a specific area. Then, there is created a new population 
on the basis of the best solutions. This population is a second-
level object for rapid evolutionary search. In the evolutionary 
algorithm new solutions by the GA, are generated with the use 
of just one mutation operator [10]. 

After the evolutionary algorithm it is checked on the work 
completion according with the criterion of exceeding the 
maximum allowable time of the algorithm. In case of 
obtaining a new high quality solution and the stopping 
criterion is reached, the best result is saved. Otherwise, 
evolutionary adaptation is applied. Evolutionary adaptation is 
to adjust search process, that continues iteratively until, the 
stopping criterion is reached. 

Stop criteria of bioinspired search are the follows: 

∆ > ∆Z, 
where ∆ is a variable that determines convergence OF 

values, ∆Z is given by a decision maker person; 

t < Tmax, 
where t is running time of the algorithm, Tmax is maximum 

allowable time of the algorithm. 

Note, that when receiving effective solutions are received 
by the genetic algorithm, the search process can be finished. 

Application of the proposed bioinspired approach produces 
effective solutions in polynomial time, and through the use of 
two-level approach it allow to solve the problem of pre-
convergence algorithms, as well as to consider a more 
promising solutions and remove pre-unpromising ones. 

IV. EXPERIMENTAL RESULTS 
To solve the 3DPP a software environment was developed. 

The authors used Visual C ++, Borland C ++, Builder. 
Debugging and testing of the developed algorithms was 
performed on the IBM PC with core i5 processor with 6GB of 
RAM. Computational experiments were carried out. 
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To determine the effectiveness of the developed 
bioinspired approach been it was  studied time and quality  of 
solutions for different set of test cases (benchmarks), different 
number of blocks [12]. The results of these studies are 
presented in Table. 1 and Fig. 2. 

TABLE. 1. COMPARISON OF THE HYBRID ALGORITHM WITH PEERS 

A number 
of blocks Ngoi et al. Bishoff et 

al. 
Gehring et 

al. 

Developed 
Bionspired 

Search 

шт. % % % % 

100 61,9 63,1 61,8 62,9 

200 68,8 66,9 67,7 70,1 

300 74,6 73,8 75,7 77,9 

400 80,5 84,1 83,1 85,1 

500 89,1 88,9 90,6 91,9 

Average 
value 74,98 75,36 75,78 77,58 

 

 
Fig. 2. Comparison bar chart of the packing blocks efficiency on the basis 

of different test circuits by different algorithms 

Quality of packing obtained on the basis of the developed 
bioinspired approach is higher on average 2.2% than packing 
results obtained using known algorithms suggested by Ngoi et 
al., Bishoff et al., Gehring et al., which demonstrates the 
effectiveness of the proposed approach. 

Experimental calculations have shown that the use of the 
bioinspired approach allows to obtain a set of local optimal 
solutions in polynomial time. 

V. CONCLUSION  
The bioinspired approach for solving the 3DPP were 

developed. A distinctive feature of this approach is the use of 
multi-level evolution in which different algorithms are used at 
different levels. At the first level the classic genetic algorithm 
uses different genetic operators, and at the second level - fast 
evolutionary search. This approach allows to obtain sets of 
optimal and quasi-optimal solutions in polynomial time, and 
partially solve the algorithms pre-convergence problem. A 
software environment in C ++ were developed. Computational 

experiments were carried out. Conducted series of tests and 
experiments made possible to clarify the theoretical 
estimations of the algorithms time complexity. In the best 
case, algorithms time complexity is O (n2), in the worst case - 
O (n3). 
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Abstract— The article covers questions of bioclimatic habitat 
analysis with outlining of thermoneutral zones favorable to the 
existence of animals. The technique of determining the structure 
and boundaries thermoneutral zones using the animal heat 
balance model and GIS technologies. We present examples of 
bioclimatic distribution over reindeer habitat territory and 
pastures in northern Central Siberia. 

Index Terms— bioclimatic distribution, thermoneutral  zone, 
the thermal resistance, heat balance simulation, GIS-technology  

I. INTRODUCTION  

The bioclimatic approach relies on the basic assumption 
that any living species can live comfortably in the climatic 
conditions in which the thermal balance with the environment 
is maintained thanks to the energy produced in the process of 
“normal” life activities (standard metabolism energy, digestion, 
physical activity) when the physiological thermoregulation 
system is at work [1, 2]. The habitat zones which satisfy these 
conditions are called thermoneutral. Within the boundaries of 
the thermoneutral zone there is no extra energy consumption or 
no limitations for the energy received from food which serves 
exclusively to maintain the organism’s thermal balance. It is 
extremely important both from the scientific and practical 
viewpoints to know the boundaries of climatically comfortable 
zones.  It allows one to determine migration routes and season 
locations of wild animals, as well as the preferred pastures of 
domestic animals.  

II. MATERIAL AND METHODS 

The different regions of a thermoneutral zone have 
different weather and climate conditions to which animals’ 
bodies also react differently.  Near the lower boundary of the 
zone the heat conductivity of fur and skin tissues are minimal, 
as well as the heat losses due to respiration and perspiration. 
However, a small fall of the ambient air temperature might lead 
to heat balance failure and hypothermia. The situation is totally 
different near the upper  boundary – fur and skin tissues heat 

conductivity and perspiration are nearly maximum, the 
respiration system starts functioning in the polypnoea mode 
which provide the highest possible heat rejection mode. Within 
the boundaries of the thermoneutral zone the heat loss level is 
relatively constant and equals the “normal” heat production of 
the body, while the thermal flows and the thermal balance of 
the animal’s body are kept constant due to the changes in the 
thermal resistance of fur, skin tissues and the work of other 
physiological thermoregulation mechanisms.  

On the whole, the condition of the physiological 
thermoregulation system can be assessed by the value R of the 
generalized thermal resistance of the animal’s body. The value 
of this resistance is determined as:  

 
 R=(t�-tb)/Q  
where tc is rectal temperature, tb is ambient air temperature 

and Q is total heat loss of the body. 
At the lower boundary of the thermoneutral zone the 

resistance reaches its maximum, limited by the potential of the 
mechanisms of the physiological thermoregulation system with 
the actual values of meteo- and actinometric factors, while at 
the upper boundary the resistance is minimal. Let’s take the 
normalized value of the generalized thermal resistance K as the 
stress  factor of weather and climate conditions for reindeer  
(R-index): 

 
 K=(R-Rmin)/(Rmax-Rmin). 
 
The minimum and the maximum resistance values for 

normalizing must be calculated using the actual values of 
weather and climate factors. Within the thermoneutral zone 
0<K<1, at the upper zone boundary K=0, at the lower - K=1. 
The deviation of the stress value from ceiling values will 
characterize the stability margin of the animal’s 
thermoregulation system for overheating or hypothermia in the 
current weather and climate conditions. 
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Beyond the thermoneutral zone boundary the animal’s 
body thermal balance is regulated by changing heat production 
with the fixed values of generalized thermal resistance, which 
have achieved their critical level.  The stress factor as we knew 
it is of no use here. Therefore we will estimate the stress of 
weather and climate conditions beyond the thermoneutral zone 
boundary using the value of fictitious generalized resistance Rf, 
calculated when there are no limitations of the 
thermoregulation physiological system according to the 
following formula with P denoting the “normal” heat 
production of the organism: 

 
 Rf=(t�-tb)/P.  
 
Normalizing is performed using true threshold values of 

thermal resistance.  
 
 K=(Rf-Rmin)/(Rmax-Rmin). 
 
When the organism is overheated, stress factor �<0, in case 

of hypothermia K>1. It corresponds to such relative increase or 
decrease of threshold values of thermal resistance which would 
provide the thermal balance recovery with the “normal” value 
of heat production. The higher relative to one and the lower 
relative to zero the stress factor is, the more severe weather and 
climate conditions are, the faster will hypothermia and 
overheating of the organism take place and the more energy 
will the animal have to spend in order to recover its thermal 
balance. This energy corresponds to extra energy expenditure 
which is to compensate heat losses during hypothermia and the 
energy deducted from the “receipts section” of the organism 
energy budget in order to decrease heat production and 
eliminate overheating. Energy disbalance causes the 
deterioration of defense and reproductive abilities of animals. 
As a result, they cannot survive in such conditions for a long 
time.  

There are a lot of experimental data concerning the 
influence of environment on the thermal state of animals and 
humans. For example, A.Ya. Sokolov and �.V. Kushnir’s 
monograph [2] contains a list of about 500 references on the 
issues of bioenergetics and thermal regulation only of reindeer. 
However, it is impossible to conduct real experiments for 
arbitrary values of environmental factors, the condition of the 
animals’ organisms and their behavior patterns. The problem 
could be solved by substituting real experiments with computer 
simulations with the corresponding animal model. To do it, we 
developed a special model of the animal’s thermal balance, 
which provides us with the data required for estimating the 
stress of weather and climate conditions and analysis of the 
bioclimatic structure of the habitat. The model is different from 
the known models of such type [3, 4] and our earlier versions 
[5, 6] because the concept of thermoneutrality was realized in it 
- relative stability of the animal’s body heat losses in the wide 
range of changing weather and climate factors due to the work 
of the physiological thermoregulation system. 

The main principles of the developed model are based on 
the following empirical biological generalizations:  

• the animal’s body is considered to consist of “the 
core” with the relatively constant temperature and “the shell” 
with the changing temperature; 

• energy expenditure on the work of the physiological 
thermoregulation system (changing the shell and the fur heat 
conductivity, adaptive changes of the respiratory system, 
perspiration) are negligibly small; 

• the thermoregulation system reacts to the disbalance 
of heat production and heat losses; 

• all mechanisms of the physiological thermoregulation 
system work simultaneously. 

The active system of regulating heat flows is realized in the 
model. However, the external factors influence the 
thermoregulation system indirectly by changing the total heat 
in the animal’s body. The thermoregulation mechanisms 
include: 

• indumentums piloerection, 
•  change of the shell tissues thermal resistance, 
•  change of heat losses with breathing, 
•  heat production change (grazing decrease in hot 

weather which leads to less energy consumption for specific 
dynamic food action and reindeer biomass increase).  

The input data used for calculations are: air temperature, 
wind speed, cloudiness, humidity, depth and thickness of snow, 
as well as the animal’s weight and the type of its activity. See 
[7-9] for the detailed description of the model.  

Three tasks have to be solved in order to build the 
bioclimatic field of the habitat using the thermal balance 
model. The first one is collecting the body of input data for 
making calculations in the model. The body contains the time-
series of necessary actinometric and meteorological data: air 
temperature, wind velocity, cloud amount, depth and thickness 
of snow, direct and scattered solar radiation and sun’s altitude.   
These data may be provided by the network of meteorology 
stations in the area, weather satellites and meteorological 
databases. The problem consists in selecting the data with the 
required time averaging, their adjustment and formatting. The 
second task is conducting calculations on the thermal balance 
model using the collected body of data in order to estimate the 
stress of animal thermoregulation system performance in 
certain localities of the habitat. The third task is to build 
bioclimatic fields using GIS technologies and to determine the 
boundaries of thermoneutral zones [10]. 

III. RESULTS AND DISCUSSION 

As the preliminary calculation showed the most dangerous 
periods for reindeer are summer (July-August) when 
overheating is possible and winter (December-February) when 
hypothermia might occur. In the frost-free season the limiting 
group includes the most bulky reindeer (strong male) with 
minimal heat loss.  The heat loss was maximal in the “rest in 
the standing position.” In winter the limiting group consists of 
calves – animals with little weight and maximum relative heat 
loss.  
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Fig. 1. R-index for calves. Rest in a standing position (upper),  rest in a 

couching position (lower). 1-norml year, 2-cold year, 3-warm year, Dixon 
district (Taimyr). Vertical scale – R-index, horizontal scale – months (1 – 
January). 

The heat loss of the body is minimal in the “rest in a 
couching position”. In May-June (the period of calving of wild 
and domestic reindeer) and in September – October (autumn 
grapier and preparation for rutting season) practically the 
whole territory of Northern Russia is a favorable thermoneutral 
zone for reindeer (Fig. 1). 

The bioclimatic calculations method was used for analyzing 
wild reindeer habitats in Taimyr and domestic reindeer 
breeding in the North of the Russian Federation [9, 10].  

To analyze the habitats of the Taimyr reindeer population 
we used the data from 25 meteorology stations located on this 
territory for 1986 - the year  with “average” weather and 
climate factors in the interval 1970-1990. The stress fields of 
weather and climate conditions of the area were constructed by 

interpolating the values connected with the location of 
meteorology stations. The interpolation was performed using 
the algorithm of inversely weighted distances. When the 
temperature decreases the boundary of the zone shifts to the 
Dixon - Ust-Tareya. Let’s consider some analysis results. 
Figure 2 shows the stress fields and the location of the 
boundary of the overheating zones for reindeer calves in July in 

 

 

 
Fig. 2. The stress fields and the location of the boundary of the overheating 

zones (bold) for reindeer calves. July, 1986, (upper). Weather condition as July, 
1986, but ambient air temperature was increased by 4�
 (lower). 

 
normal weather conditions of 1986 (upper) and when the 
ambient air temperature was increased by 4�
 (lower). Similar 
data are provided for male (Fig. 3). As can be seen from the 
figures, the increase of the average monthly ambient air 
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temperature causes the significant shift northwards of the 
regions of comfortable living for reindeer, and this is especially 
true for male species. 

In July-August large overheating areas in the region appear. 
In Taimyr and in the Evenk country these include the regions 
of Dudinka, Volochanka, Khatanga and the whole territory 
further to the South. In August the overheating zone shifts 
southwards to the regions of the Yessey, the Tura, the Agata 
and the Igarka. The obtained results agree perfectly with the 
biological data about the seasonal location of Taimyr wild 
reindeer groups.  

Traditional reindeer herding is the basis of the way of living 
of the indigenous population in many regions of Northern  

 

 
 

 
 
Fig. 3. The stress fields and the location of the boundary of the overheating 

zones (bold) for reindeer male. July, 1986 (up).  Wheather condition as July, 
1986, but ambient air temperature was increased by 4�
 (lower). 

 

Russia. The essential physical factor, determining the 
perspectives of reindeer breeding development is the fodder 
resources of the pastures. However, this point of view 
contradicts the newly obtained data. For example, the last 
several decades have seen the growth of reindeer population in 
the tundra of the Yamal-Nenets Autonomous District (YNAO) 
which is the region with the strong lack of fodder resources. At 
the same time in many other regions where the pasture 
resources are not fully used, the reindeer population is 
decreasing or remains quite small despite the financial support 
provided by the government [11, 12]. 

Using the objective data we have to assess which regions 
are more suitable for reindeer herding, and which ones – less 
suitable. This information is essential for planning the 
development of this economic sector and taking decisions 
concerning its state support as it forms the traditional basis of 
the way of living of indigenous groups. 

Using the thermal balance model based on the data from 25 
meteorology stations, we analyzed how the territories of the 
most intensive summer reindeer grazing in YNAO depend on 
the climate [13]. The obtained results help to explain the 
historically developed peculiarities of the location of traditional 
reindeer herding. 

The heat balance factor is most important in summer, 
therefore Yamal reindeer herders, using the limited period of 
spring migration, move to the North, as far as it is possible and 
accumulate their herds along the Western coast of Yamal 
where heat loss increases due to stronger winds. This strategy 
reduces to the minimum the threat of crossing the upper 
boundary of the thermoneutral zone. It seems quite possible 
that the above mentioned climatic peculiarities are reflected in 
the traditional knowledge of reindeer herders, and therefore for 
summer pastures they choose the most comfortable for reindeer 
areas from the point of view of their thermal balance, in spite 
of the fodder resources depletion.   

The calculations made on the model also allow us to predict 
how possible climate change might influence reindeer herding 
in Yamal. If the average monthly temperature rises by 2�
 the 
boundaries of the thermally neutral zone will shift northwards 
by about 100 km. This will lead to the deterioration of reindeer 
herding conditions, especially in warm years. As a result the 
Southern part of Yamal might become the zone of “risky 
reindeer herding.”  

Besides, the thermal balance model was used for the 
approximate assessment of the suitability of the climate of 
different regions of Russia for domestic reindeer herding. The 
calculations showed that in the regions which are perfect from 
the point of view of ecological and economic conditions of 
their location (for example in the tundra of YNAO) it is 
possible to have profitable and cost-effective reindeer herding. 
In the other regions with less comfortable temperature regime 
for reindeer labor costs of reindeer herding are much higher.  

Reindeer herding in these regions brings no appreciable 
profits, but is supported by regional governments in order to 
give employment to indigenous population. 
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IV. CONCLUSION 

The computer simulation results of the reindeer thermal 
balance allowed to point out the areas of optimal and pessimal 
climatic conditions for wild reindeer populations and domestic 
reindeer herding.  The model, presented in this work, is 
adjusted using the data for reindeer. However, with the 
corresponding modification such an approach can be used for 
studying the influence of weather and climate factors on other 
wild and domestic animal species.  
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Abstract—The paper covers the issue of protecting private keys 
of a digital signature in a hybrid document management system. 
It proposes a method of generating private keys based on a 
handwritten signature using a method of building a reference 
signature description. The method demonstrates the following 
indicators of reliability: FRR=0.148, FAR=0.05 when the length 
of the key is 304 bits.  

Index Terms—a hybrid document, authentication, encryption key 
generation, user’s signature, biometrics.  

I. INTRODUCTION

Nowadays many documents are created using IT. But in 
many countries, in Russia in particular, the total transition to 
the “paperless technologies” will not occur in the nearest 
future. Legislative requirements and government regulations 
state the most important business documents to be drawn up in 
paper only. Besides, many managers prefer to work with paper 
documents to make legally valid solutions. Therefore, we can 
tell about the transit to a compound or hybrid document 
management system. An attribute of a hybrid document is a 
digital signature that is built using biometrical data, a hash-
function of a document and a handwritten signature [1]. The 
limitation of a typical digital signature is its ability to be 
alienated from the owner. Another limitation appears if a 
document has to be translated from digital to a paper form, the 
standard digital signature becomes useless in this case.  

A problem of providing authenticity of open keys is solved 
by means of the certification authority [2]. A common practice 
of protecting private keys is the usage of data storage 
equipments or secure data banks [3]. In this direction new 
methods of protecting temporary memory and communication 
line during accessing the storage equipment or a data bank are 
being developed.  

There are known ways of protecting encryption keys and 
passwords by means of biometric data (a fingerprint, a voice, a 
face, an iris) [4]. The paper [5] suggests an algorithm of 
protecting a key and biometric data themselves by means of an 
owner’s fingerprint using the error-control coding to correct 
errors derived from the essential impossibility to obtain a pair 
of completely identical images of a fingerprint in the process of 

another scanning. Another method of protecting private keys 
are known as well, the majority of them are based on using an 
owner’s fingerprint [6-7] and a fuzzy extractor method. 
According to this method a vector of biometric parameters and 
some additional information – an open string that is dependent 
on reference biometric characteristics but is not a template 
itself are necessary to generate the key [8]. However, there is 
no efficient methods of restoring templates from the open 
string. There are known methods of protecting a private key via 
“fuzzy storage” [9-10]. The difference between the fuzzy 
storage and a fuzzy extractor is in the fact that in the first case 
an open string is a random set, in the second case it is a finite-
dimensional vector.  

The attributes stated in papers [4-7] are visible therefore 
their biometric images may be stolen and forged. In 
comparison with static biometric attributes the dynamic 
characteristics of the manner of handwriting a signature are 
much more difficult to capture, that is a signature privilege. A 
signature may be replaced with a secret handwritten password. 
But the stability of obtaining the signature characteristics is 
significantly lower.  

This paper proposes a technology of protecting a hybrid 
document management system that differs from others by 
using information about the parameters of the signature 
handwriting manner to generate a private digital key, and by 
creating a special analog of a digital signature in a form of a 
barcode. The paper covers the first stage of this technology – 
the private key generation based on a signature. A method of 
fuzzy extractors is proposed to use to bind a traditional 
handwritten signature with a private key [8].  

Several approaches are known to aim at the increase of the 
reliability of the key generation and the signature-based 
authentication: the search of new information-bearing 
attributes, the development of more efficient algorithms of 
decision-making and comparing a presented sample with a 
template, the consideration of the signer’s psychophysiological 
state while creating a signature template [11]. This paper 
suggests decreasing the probability of errors of key generation 
by finding and excluding incorrect signature samples in a 
moment of open string generation and by using the most stable 
biometric attributes only.  
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II. PAST ACHIEVEMENTS 
The reliability of the biometric protection for a key is 

defined by the probability (or a percentage) of the mismatch of 
a key generated from attributes of the same user (FRR – False 
Rejection Rate) and the probability (or a percentage) for the 
mismatch of a key generated from attributes of different users 
(FAR – False Accept Rate). When FRR=FAR a coefficient of 
equal probability (EER) is used. The following results of 
generating keys via signatures are known. The paper [12] 
describes the research of signatures belonging to 126 test 
persons (the research was supported by the Spanish Ministry 
for Science and Technology under the project MCYT 
TIC2003-08382-C05-01 and the European Commission for 
Science and Technology under the IST-2002-507634 
Biosecure NoE project) where the following result is achieved:  
FRR=57.30% along with FAR=1.18% for professionally done 
forgeries, and with FAR=0.32% for forgeries made without 
monitoring the process of handwriting the original signature. 
The paper [13] provides the following result: EER≈6.7% for 40 
test persons. The paper [14] demonstrates EER.9% when the 
length of the key is 100 bits. Another result is FRR=28% along 
with FAR=1.2% presented in the paper [15].  

Let us consider several results of generating a key using 
static biometric attributes. It should be noted that the number of 
these studies is much larger. For methods using a fingerprint 
there are: FRR=0.9 along with FAR.0, a key length is 256 bits 
[16]; FRR=12.6% along with FAR.0%, a key length is 327 
bits [17]. For methods using an iris there are: FRR=0.47% 
along with FAR.0%, a key length is 140 bits [18]; FRR=4.64 
along with FAR.0, a key length is 128 bits [19]. As is seen 
from above key generators based on static biometric attributes 
significantly exceed systems of key generation based on 
signature attributes. Nowadays reaching the same or at least 
comparative indicators for signature attributes is a subject of 
studies. Their relevance is determined by the advantages that a 
traditional signature used as an authenticator provides.  

III. SPACE OF SIGNATURE ATTRIBUTES  
A digital tablet or a tablet computer and a stylus may be 

used to input signatures. A signature is characterized by a 
stylus position function x(t), y(t) and a stylus pressure function 
p(t); they contain information about the dynamics of stylus 
movement and a signature image, where t is the time. It is 
necessary to find attributes that means the values describing the 
owner.  The attribute values obtained from signatures of the 
same owner are similar (the values are close) and obtained 
from signatures of different owners should be different (values 
significantly differ).  

Signature samples differ in the duration (a number of 
readings). Firstly, samples should be normalized by the equal 
duration. For this purpose, the functions are passed through the 
direct Fourier transform and inverse Fourier transform with the 
same duration, this procedure is called resampling, and the 
duration is equal an average duration of scaled signals [11]. 
The normalization consists of the following steps: 

� The initial and final values of all dots with a zero 
pressure are discarded. 

� The functions х(t), у(t) and р(t) are passed through the 
one-dimensional Fourier transform. 

� This functions are passed through the inverse Fourier 
transform, the output dimension should match with the 
number that is the nearest lowest integer multiple of the 
second power.  

Different approaches to defining attributes are reported, 
they describe both static signature images and dynamic 
characteristics of the handwriting manner. The present paper 
uses all approaches and selects the best number and a 
combination of attributes in a process of a calculating 
experiment.  

One of the approaches to the making the attribute space is 
based on building a matrix of distances between readings of the 
signature. The process of calculating the matrix of distances 
may be divided into the following stages: 

� A calculation of the step s=N/d, where N is a number of 
dots resulted from the inverse Fourier transform, d is a 
desirable dimension of the matrix multiple to the power 
of 2. The calculation results in many elements, and it 
requires significant calculation resources that is why 
calculations should be done with the step s. 

� A calculation of the matrix of distances R in 3-
dimensional space (pressure is the 3rd dimension) for the 
complete set of coordinates with the step s. Distances 
between the ith and the jth coordinates that may be 
calculated using the formula 1 are the elements of the 
matrix.  

rij7�7@A(xi-xj)2+(yi-yj)2+(pi-pj)2BC7 <D=7

� Normalization of the matrix by the signature length: 

r’ij = rij/(r12+r23+…+r(N-1)N). 

Elements of this matrix are biometric attributes. The 
matrix of distances in 2-dimensional space (р is not 
taken into account) may be calculated in a similar way. 
The next approach covers attributes that characterize 

the signature image: 
� A signature length-to-width ratio.  
� A center of the signature described with the coordinates 

Cx, Cy and Cp.  
� An angle of slope for the signature calculated by the 

formula 2. An angle of slope is a cosine of a mean spiral 
angle for a signature polygonal path to the X axis:  

� �7<DEN�D=Fi�D
G<<xi+1 - xi=E@A<xi+1 - xi=H+<yi+1 - yi=HB=C<H=7

� An angle of slope between centers of the signature 
halves. After the center of the signature Cx has been 
found let us divide the set (X,Y,Z)={(xi,yi,pi)} into two 
subsets L={( , ,pi)| ≤ }. Let us find the coordinate 
of the left half CxL of the signature using the formula 3. 
Other coordinates of the corresponding halves of the 
signature are calculated in the similar way.   

CxL �7<DEIL|=Fxi�L
G<xi=C7 7 <J=7
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The next approach is a simple way to measure the dynamic 
attributes of the signature based on Fourier transform. The 
functions of pressure and velocity of a stylus on a tablet [20] 
are expanded into Fourier series. If the function of velocity for 
a stylus on a tablet surface is used, then the dependence 
between the angle of a tablet and a position of a user’s hand 
disappears. Further the amplitudes of the obtained harmonics 
are normalized by the energy of the functions (values of the 
amplitudes are divided into a sum of squared amplitudes of all 
harmonics for the corresponding signal).  

Another approach to the calculation of attributes is based 
on the correlative analysis of the signature functions х(t), у(t) 
and р(t) [11, 20].  Values of the correlation coefficients 
between the signature functions х(t), у(t) and р(t), and their 
first-order derivatives are used as attributes.  

IV. THE PROPOSING METHOD OF KEY GENERATION 

To make an open string a user enters several samples of his 
signature using a special device (a digital tablet or a tablet 
computer that supports pressure force measurement). Any 
signature is converted into a vector of values of the attributes 
mentioned above. Further mean values of sample attributes are 
calculated. Any sample attribute value is converted into a 8-bit 
vector. A mapping of a range of possible attribute values onto a 
set {0, 1, 3, 7, 15, 31, 63, 127, 255, 254, 252, 248, 240, 224, 
192, 128} is used, the elements of the set are presented in a 
binary form. The sequence of bits is set in a random manner for 
every user individually. Further the elements of the bit vectors 
are concatenated into a final bit sequence. A private key is 
encrypted with the Hadamard error-correcting code. The 
advantage of the Hadamard codes is a high speed of 
processing.  

Characterizing by a large code distance the Hadamard 
codes allow correcting a large number of error as well. It is 
achieved through high redundancy. Sometimes it is worth it. In 
order to apply the Hadamard coding it is necessary to build the 
the Hadamard matrix of the corresponding order. For any 
integer n>0 a squared matrix H=hij of the nth order is called the 
Hadamard matrix if hij�{+1; -1}�i,j и HHt=nI where I is a 
unity matrix. Let us create a code using all lines of the matrix I 
and their complementary relations. This code (or its  {0,1} 
correspondence) is called the Hadamard code. Let us select 
code words starting with c+1 in the Hadamard code with the 
length of n, discard the first coordinates and translate into the 
{0,1}-code. The resulting equidistant binary code with the 
length of n-1, the dimension of n and the distance of n/2 is the 
shortened Hadamard code. A fuzzy extractor based on the 
Hadamard code will encrypt a bit representation of a random 
string (a private key) taking a block size as a parameter. The 
error-correcting ability of the code depends on the block size; 
the best block size may be found in a process of a calculating 
experiment. The length of the generating key is the biggest 
integer of the difference 8M/b, where M is a number of 
attributes, b is a block size. The encrypted sequence is 
combined with the obtained bit sequence using the XOR 
operation. The result of the combination is an open string. To 
obtain a private key a user inputs a new signature sample that is 

processed in a corresponding manner and “subtracted” of the 
open string to “detach” biometric data. Further the error-
correcting code is applied to this string, and if the presented 
biometric image matches the template image to a high degree, 
the private key will be obtained.  

This approach does not require storing a template of a 
user’s signature, only an open string should be stored. As the 
sequence of attributes for any user differs, the order of 
attributes in the presenting vector will not match if the 
biometric data are detached of another user’s open string. 
Therefore, the probability of an error is significantly lower, at 
this time the probability of an error of the private key mismatch 
for 2 signature samples of the same user (FRR) is permanent 
for sure (a sequence of attributes in the “Self” image is the 
same). The sequence of attributes may be stored in a certain 
storage device or a dedicated server. This information is worth 
being kept in secret. If it is disclosed the probability of the error 
of the II type increases.  

V. DISCARD OF AN INCORRECT SAMPLE DURING GENERATING AN
OPEN STRING 

A personal signature is a dynamic biometric image that 
changes throughout life. The changes may be natural, the 
reason is the changes in the manner of handwriting in the 
course of life. Nowadays methods of updating a template in a 
case of successful authentication are used to take into account 
these variations. It is recommended to create a new template (a 
period is defined based on the character of these changes) from 
time to time. But unexpected shifts may be caused by the 
inaccuracy of the equipment and the signature input.  Users 
often makes mistakes while inputting a signature, the reasons 
may be different: a signer’s hand jerked, a user diverted 
attention away, etc. As a result, many attributes derived from 
these incorrect signatures have values that are not typical for 
this user. Therefore, it is important to consider only correct 
signature samples to build template attribute values.  

The simplest way would be the evaluation of the correlation 
relationships of the signatures after the normalization by the 
duration. But the initial functions х(t), у(t), and their derivates 
(velocity functions of the x and y coordinates) depend on the 
signature angle of slope. The signer’s hand jerks are captured 
by the velocity and the pen pressure functions as a rule that 
leads to the decrease in a number of correlation relations 
between the corresponding functions of incorrect and correct 
signatures of the same user. But experiments show that some 
test persons have low values of correlation coefficients 
between correct samples of these functions (below 0.5, see 
Table 1). Some test persons have signatures that do not possess 
salient values of the pressure function (see Table 2). 
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TABLE I. LOW CORRELATION DEPENDENCE OF THE VELOCITY 
FUNCTION FOR A STYLUS ON A TABLET 

 Test person 1 
No of a 

signature 
sample 

1 2 3 4 5 6 

1 1 0.1958 -0.14 0.2321 0.0445 0.0263 

2 0.1958 1 0.3052 0.1644 0.2662 -0.323 

3 -0.140 0.3052 1 0.3611 0.5941 0.1769 

4 0.2321 0.1644 0.3611 1 -0.068 0.2878 

5 0.0445 0.2662 0.5941 -0.068 1 0.1843 

6 0.0263 -0.323 0.1769 0.2878 0.1843 1 

 Test person 2 
No of a 

signature 
sample 

1 2 3 4 5 6 

1 1 -0.03 -0.373 -0.167 -0.036 -0.3881 

2 -0.03 1 0.2261 0.2339 0.2246 0.1095 

3 -0.373 0.2261 1 0.4161 0.0241 0.1681 

4 -0.167 0.2339 0.4161 1 0.7196 0.62 

5 -0.036 0.2246 0.0241 0.7196 1 0.3798 

6 -0.388 0.1095 0.1681 0.62 0.3798 1 

 

TABLE II.  LOW CORRELATION DEPENDENCE OF THE PRESSURE FUNCTION 
FOR A STYLUS ON A TABLET  

 Test person 1 
No of a 

signature 
sample 

1 2 3 4 5 6 

1 1 0.1757 0.2098 0.3311 0.0065 0.6785 

2 0.1757 1 0.5028 0.4952 0.299 0.5286 

3 0.2098 0.5028 1 0.0928 0.4808 0.3574 

4 0.3311 0.4952 0.0928 1 0.1816 0.6677 

5 0.0065 0.299 0.4808 0.1816 1 -0.075 

6 0.6785 0.5286 0.3574 0.6677 -0.075 1 

 Test person 2 
No of a 

signature 
sample 

1 2 3 4 5 6 

1 1 0.5053 0.0101 0.4088 0.278 0.1633 

2 0.5053 1 0.1638 0.7963 0.8215 0.3897 

3 0.0101 0.1638 1 0.6181 0.4945 0.7722 

4 0.4088 0.7963 0.6181 1 0.9384 0.7229 

5 0.278 0.8215 0.4945 0.9384 1 0.7576 

6 0.1633 0.3897 0.7722 0.7229 0.7576 1 

Therefore, an estimation of the correlation relations is 
proposed to be made between the vectors of the attribute values 
derived from the initial signature samples to search incorrect 
samples. These correlation coefficients are more steady values 
for all test persons (see Table 3).  

TABLE III.  CORRELATION DEPENDENCE FOR THE VECTORS OF THE 
SIGNATURE ATTRIBUTE VALUES  

 Values of the elements qij for the test person 1 
No of a 
signature 
sample  

1 2 3 4 5 6 

1 1 0.8319 0.6850 0.8222 0.5331 0.6465 

2 0.8319 1 0.7592 0.8023 0.5028 0.6491 

3 0.685 0.7592 1 0.6768 0.6114 0.5291 

4 0.8222 0.8023 0.6768 1 0.5029 0.7802 

5 0.5331 0.5028 0.6114 0.5029 1 0.518 

6 0.6465 0.6491 0.5291 0.7802 0.518 1 

 Values of the elements qij for the test person 2 
No of a 

signature 
sample 

1 2 3 4 5 6 

1 1 .,4637 0.4048 0.5066 0.5451 0.4091 

2 0.4637 1 0.5985 0.884 0.9278 0.6636 

3 0.4048 0.5985 1 0.7344 0.6813 0.8983 

4 0.5066 0.884 0.7344 1 0.9556 0.7148 

5 0.5451 0.9278 0.6813 0.9556 1 0.7508 

6 0.4091 0.6636 0.8983 0.7148 0.7508 1 

 
The proposing method of searching incorrect samples while 

generating an open string is realized after the translation of the 
entered user’s signatures into the vectors of attribute values and 
before the calculation of the mean (master) values of the 
attributes, and is as follows:  

� A matrix of correlation coefficients qij (Formula 4) for 
the vector of attribute values for k entered signature 
samples (see Table 3) is built.  

� A multiple correlation coefficient ci;1,2,..,i-1,..,i+1,..,k  for 
every ith attribute with other vectors of attribute values 
derived from the previous step is calculated. Thus, an 
estimation of the correlation dependence for every 
signature sample and other entered signatures. As is 
known, a coefficient of multiple correlation may be 
calculated by the formula 5.  

� The calculating coefficients of correlation are 
compared with some threshold value. If the obtained 
coefficient is less than this value, the signature 
corresponding to this coefficient is considered to be 
incorrect and is not taken into account for generating 
an open string. Instead, a user is offered to input 
another signature, and the procedure is repeated for the 
next signature.  

7 qij �7Fv�1
K[<xiv-"i=<xjv-"j=BE@A<xiv-"i=HB@A<xjv-"j=HB67 <L=7

where M is a number of attributes, xiv is a value of the ith 
attribute derived form the vth signature sample,  "i is an 
expectation (a mean value) of the ith attribute  
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7 ci;1,2,..,i-1,..,i+1,..,k �7@A1-(|Qk|/Qii)B67 <M=7

where |Qk| is a determinant of the matrix of the correlation 
coefficients Qk for k vectors of the attribute values, Qij is an 
algebraic complement of the element qii of the matrix Qk.  

It is empirically stated that the optimal threshold value in 
the space of attributes under examination may slightly vary for 
every user, but its value ranges within the interval [0,5; 0,7]. 

VI. DEFINITION OF THE OPTIMAL NUMBER OF ATTRIBUTES AND 
AN ESTIMATION OF THE EFFICIENCY OF THE SUGGESTED 

METHOD  
To perform a calculation experiment 65 test persons were 

selected. Any user entered 50 signatures minimum using 
WACOM tablets of the latest models. Every signature was 
translated into a bit sequence by the method described above. 
A proportional frequency of occurrence for on-bits in a bit 
presentation of the attribute values was calculated for all 
entered samples. An integral estimation of permanency of bits 
for a converted attribute value as a multiplication of relative 
frequencies of occurrence of on and zero bits in all digits 
(elements of a bit vector) is performed. The relative 
frequencies of 0 and 1 are replaced with the nearest figures (for 
a product not to be equal 0).  

The more digits the frequencies close to 0 or 1 have, the 
less the final product and the higher an integral estimation of 
the attribute permanency.  Further, a certain number of the 
most permanent attributes is selected, the others are discarded. 
The optimal number of attributes and a block size for the 
Hadamard code is defined based on the calculation experiment.  

In the course of the calculation experiment a half of 
samples entered by the users were used to generate open 
strings. The other samples were used to generate keys. The 
experiment was repeated several times, moreover the learning 
selection and the experimental selection of signatures changed 
in a random manner. The major results of the experiment are 
presented at the figures 1-2. The test validity is more than 0.99 
under the confidence interval equal 0.03. As the figures show 
the optimal block size is 6 bits. Under the smaller block size, 
the error probability is high if the key length is smaller. If the 
size is larger, the length of the key is larger, but the probability 
of the error of generation is too significant.  

Fig. 1.  Probabilities for errors of key generation without using a method of 
discarding incorrect samples along with different block sizes of the

Hadarard code  

 
 

Fig. 2.  Probabilities for errors of key generation before and after using the 
method of discarding incorrect samples when the block size of the 

Hadamard code equal 6 bits (explicitation of the result)  
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VII.  CONCLUSION 
Based on the results the optimal number of attributes from 

all reviewed in these paper is 228. The method of discarding 
incorrect samples decreases a number of errors of the type I 
(FRR) by 6.5% on average, and of the type II (FAR) by 46%. 
The best result in generating keys based on the Hadamard code 
in a given space of attributes is the following: FRR=0.148, 
FAR=0.05 along with the length of key equal 304 bits. The 
study validity is more that 0.99 along with the confidence 
interval equal 0.03. The result was obtained when incorrect 
samples were discarded during generating an open string and 
the size of the block of the encrypting message was 6 bits. The 
number of errors of the I and the II type was minimal when 
these parameters were used. The study demonstrated that the 
advantage of the extractors based on the Hadamard code in 
comparison with BCH (Bose-Chaudhuri-Hocquenghem) code, 
for example, is a high speed of generating a key. 

The further studies on upgrading the methods of protecting 
private keys are planned to pursue in the decrease of 
redundancy for an open string. One of the variant of the 
upgrade is a partial carrying of error syndromes out of an open 
string that gives an opportunity to increase the key length while 
decreasing error probabilities. BCH codes, Reed-Solomon 
codes in particular, a subset of BCH codes allow this.  
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Abstract—The fuzzy joint points (FJP) is a method that uses a 
fuzzy neighborhood notion to deal with neighborhood parameter 
selection issue of classical density-based clustering and offers an 
unsupervised clustering tool. Recent works improved the method 
in terms of speed to enable the method for big data applications. 
However, space efficiency of the method is still a limiting factor. 
In this work, we discuss techniques to improve the space 
efficiency of the method, so that FJP is applicable regardless of 
the size of data and offer a distributed version of the algorithm. 

Index Terms—Clustering, Fuzzy joint points (FJP), Memory 
efficiency. 

I.  INTRODUCTION 

Clustering is one of the most common tools for data 
analysis. Basically, clustering algorithms partition data into 
groups called clusters, such that intra-cluster similarity is 
maximized and inter-cluster similarity is minimized. A 
clustering method is mainly characterized by its choice of 
similarity measure.  

The k-means algorithm [1] is a simple and yet an effective, 
and a very reputed algorithm, that defines similarity directly by 
a distance function. The k-means and its many variants 
typically need a level of supervision for determining the 
number of clusters and the initial partition. Moreover, using 
merely a distance function to measure similarity implies that 
the clusters have similar and regular shapes. 

Density-based (also known as neighborhood-based) 
clustering methods have the ability to discover clusters in data 
regardless of their shapes and DBSCAN [2] is considered to be 
the pioneer of such methods. Also, density-based algorithms do 
not require number of clusters to be determined in advance. On 
the other hand, DBSCAN and its many variants require one or 
more neighborhood parameters to be set by user. Adjusting the 
parameter values naturally needs experimenting and is usually 
a subtle task. 

The fuzzy joint points (FJP) method [3] makes us of fuzzy 
neighborhood notion to deal with parameter dependency of 
classical density-based approach and offers a fully 
unsupervised clustering tool. It is shown in [4] that DBSCAN 
is very sensitive to 2 input parameters and needs delicate 

choice of parameters to achieve quality clustering, whereas FJP 
achieves similar results in automatic fashion.  

In its early versions [3,5] FJP appeared to be quite slow, 
making it impractical to use for even small data sets, such that 
the experiments in those works could be done on data sets up to 
only 1053 data points. An optimal time version of FJP 
presented in [6] enabled the approach to be used for rather big 
data sets. An implementation of the optimal time algorithm 
was capable of clustering 10000 data points only in a few 
seconds. Moreover, a heuristic improvement of FJP called "Scan was also proposed in [6] that accelerates the algorithm 
by a constant factor. 

Even though the FJP methods offer the advantages of the 
density-based clustering without need of supervision of user 
and their speed have reached to a point where they are 
applicable to large data sets, they suffer from rather high 
memory usage. In fact, it was the memory that limited the size 
of the data sets used in the previous practical experiments 
rather than the calculation time. The space complexity of FJP 
was not addressed in the past and it is intended in this paper to 
handle this important issue. 

 

II. THE FJP METHODS 

Several definitions that are essential to FJP are given in the 
following [7]. 

Definition 1. A conical fuzzy point _ 	 #f� �$ � c#m>$ is a 
fuzzy set whose membership function is given by 

À#�$ 	 Á
 � ©#��z$¥ � e#�� f$��������������������ÂÃ��Ä|�� , 

where f � m> is the center of the conical fuzzy point _, e#�� f$ is the distance between the point � � m> and the 
center p, and � � m� is the radius of the support set CÅff�_, 
where 

�ÆÇÇ�È 	 � v3 � ÉÊ�~�ÀË#3$ : �w. 
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Definition 2. The "-level set of a conical fuzzy point _ is 

defined as the follows 

_4 	 v� � m>�~����#�$ � "w. 

Definition 3. A fuzzy neighborhood relation ÌG x�×�x H Í�� 
Î 
on a set x is defined by 

Ì#x�� x�$ 	 
 � ©#�p��U$�¥ ��
where ��� �� � m> are the centers of the conical fuzzy points x�� x� � x Ï c#m>$, respectively. For ~x~ 	 E, the radius is 
chosen as 

� 	 123 ©#�R��T$� 	 ©ÐÑQ� ������ � 	 
� E¯̄ ¯̄¯��
in the methods. This implies 

ÌKx�� x0L 	 
 � ©K�R��TL©ÐÑQ ¶�
Definition 4. The �-neighborhood of a conical fuzzy point _ 
is the set of conical fuzzy points, whose values of fuzzy 
neighborhood relations to _ are larger than or equal to a 
particular � value. In other words, conical fuzzy points x� 	#��� �$ and x� 	 #��� �$ are "-neighbors, if 

Ì#x�� x�$ � "����" � #�� 
Î��
and it is denoted by x�Ò4x�. 

Definition 5. Let ÌG x n x H Í�� 
Î be a fuzzy neighborhood 
relation. A relation Ì� 	 #Y�0� $�n� that is calculated as 

Y�0� 	 123{ 1|}vY�{�Y{0w � �� � 	 
� � � E��
is the max-min composition of the relation matrix Ì 	 #Y�0$�n�, and is denoted by Ì�Ì. 

Definition 6. Let ÌG x n x H Í�� 
Î be a fuzzy neighborhood 
relation. A relation ÌÓ  that is defined by 

ÌÓ 	 Ì \ Ì� \ � \ Ì� \ Ì��� \ ���
where Ì{ 	 Ì�Ì{N�� d � Ô� d � ., is the max-min transitive 
closure of the relation Ì. 

Definition 7. Conical fuzzy points x� and x� are fuzzy "-joint 
points, if there is a sequence of �-neighbors between them, 
such that 

x�Ò4»�� »�Ò4»�� � � »{N�Ò4»{� »{Ò4x�����d � �¶�

It is proved in [3] that any points x�� x� are fuzzy "-joint 
points, if and only if 

ÌÓ#x�� x�$ � "��
where ÌÓG x n x H Í��
Î is the max-min transitive closure of 
the relation ÌG x n x H Í�� 
Î. 
 

Given a set x 	 v��� ��� � � ��w a pseudo-code of the FJP 
algorithm is as follows. 

The underlying idea of the FJP algorithm is to calculate the 
transitive closure of fuzzy neighborhood relation between 
points and, according to transitive closure, to handle the 
equivalence classes as the clustering partitions. The 
fundamental observation here is that the different "�-level sets, 
where "� are the unique values in the transitive closure matrix 
result in unique clustering partitions [3]. 

Given the ideas above, for an input set x 	 v��� ��� � � ��w a 
pseudo-code of the FJP algorithm is as follows. 
 
Algorithm 1: FJP 
Input: Dataset x; 

Step 1. Calculate the distances: e�0 	 eK��� �0L� �� � 	 
� � � E; e>Õ� 	 123 e�0 � �� � 	 
� � � E; 

Step 2. Calculate the fuzzy neighborhood relation Ì: Y�0 	 
 � ©RT©ÐÑQ � �� � 	 
� � � E; 

Step 3. Calculate the transitive closure matrix ÌÓ ; 

Step 4. Constitute the array � 	 #X�$�&��U
 consisting of the 

elements "�� � 	 
� � � E� � 
 of  ÌÓ 	 #YÖ�0$�n� matrix sorted in 
descending order: "� � "���� � 	 
� � � E� � 
, Set: s"� 	 "� � "���� � 	 
� � � E� � 
,  × 	 2�� 123�&�����UN� s"�; 
Step 5. Determine the connected components of the "Ø-level 
set of  ÌÓ  to obtain the resulting clustering partition and output 
the partition. 

Stop. 

Step 4 of Algorithm 1 involves finding a critical value 
named "Ø, whose level set provides the final clustering 
partition. This value serves as the final neighborhood 
parameter, providing the autonomy of the method. 

The algorithm requires a transitive closure calculation, 
which is a computational bottleneck. "Scan is a heuristic 
approach that avoids the transitive closure calculation by 
trying different "�-levels, where "� � "�N� 	 s" and s" is a 
parameter given by user. At first glance, having a parameter 
dependency contradicts the autonomy of FJP, and yet the 
parameter is easy to select so that it achieves the same 
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clustering quality. Parameter selection issue is studied in detail 
in [7]. "Scan algorithm is also essential for our work in this 
paper, and so its pseudo-code is given in the following. 

 
Algorithm 2: "Scan 
Input: Dataset x, and scanning unit s"; 

Step 1. Calculate the distances: e�0 	 eK��� �0L� �� � 	 
� � � E; e>Õ� 	 123e�0� �� � 	 
� � � E; 

Step 2. Calculate the fuzzy neighborhood relation Ì: Y�0 	 
 � ©RT©ÐÑQ � �� � 	 
� � � E; 

Step 3: Set:  
current " value "Ù 	 
, 
number of clusters of the last partition d� 	 �, 
number of repetitions of the current partition  �Ù 	 �, 
number of repetitions of the most repeated partition �>Õ� 	 �, 
the best partition obtained so far iB 	 [; 

Step 4. Calculate "Ù-level set of Ì and determine its 
connected components to obtain the current clustering 
partition. Set results as: d 	�Number of the clusters in the current clustering partition, i 	�Resulting current clustering partition; 

Step 5.  
if d� 	 d then the current clustering partition is not unique, 

set: ��Ù 	 � �Ù � 
; 
else 

if �>Õ� � �Ù then the current clustering partition is the 
best one so far, set: �>Õ� 	 �Ù,  "Ø 	 "Ù � s",  iB 	 i; 
end if; 
Set: �Ù 	 
,  d� 	 d; 

end if; 

Step 6. Set: "Ù 	 "Ù � s"; 
if "Ù : � and d : 
 then, go to Step 4; 
else Output the clustering partition iB (and optionally "Ø). 

Stop. 

Both of the algorithms involve calculations on ExE 
matrices implying a quadratic space complexity, which is a 
serious drawback in practice considering limited memory 
availability. The next section analyzes the space requirement 
of the methods in detail and discusses a data set division 
technique to overcome the issue 

III. IMPROVING MEMORY EFFICIENCY OF FJP 

First of all, it is important to note that both Algorithm 1 and 
2 run in Ú#E�$ time making them fast enough for even large 
data sets.  A theoretical and experimental analysis of those 

algorithms in terms of calculation time can be found in [6].  
The largest data set used in computational experiments 

consisted of 10000 data points in the previous works, even 
though the longest CPU time observed was only a few 
seconds. The reason why no bigger data sets were used was 
that the available RAM (4 GB) was insufficient. 

Let us make a rough estimation of memory requirement for 
an FJP application, assuming that no additional space is used 
besides an ExE matrix of real numbers. Note that the number 
of attributes of a data point is irrelevant, since the matrix 
consists of the neighborhood values. If each cell holds a single 
precision floating point number, i.e. each number requires 4 

bytes of memory, then ÛE� 	 � and E 	 Ü+�  hold, where E is 
the number of data points and � is the number of bytes 
required. Fig 1. gives a comprehensive illustration of the fact 
that a quadratic space complexity is impractical for a 
clustering application to work on big data. 

 
Fig. 1. Number of data points versus required memory in GigaBytes. 

A baby step can be reducing the precision of floating point 
numbers, using the following observations: 1. A fuzzy 
relationship matrix consists of numbers in [0, 1] interval; 2. 
Empirically, a very rough precision is enough to operate. The 
first observation is obvious, whereas the second one is an 
implication of previous work [7,8], where a number of 
experiments with different " settings showed that sufficient 
scanning parameters changes between 0.382 and 0.059. 
Therefore, a representation of numbers in [0, 1] interval with a 
spacing of ��ÝÝ Þ �¶��Û would be enough to obtain the optimal 
clustering results. That is to say, 1 byte of memory could be 
sufficient instead of 4 bytes for each number in the matrix. 

In order to improve the space efficiency, so that FJP is 
applicable regardless of size of data set, a more generic 
approach is needed. Dividing the data set into subsets to 
obtain local clustering results and aggregating the local results 
into a final clustering is a steady approach, which is applied to 
a number of clustering methods [9,10]. Naturally, it is also a 
way to adapt a method to the distributed computing. In a 
density based clustering method where neighborhood 
parameters are preset, this generic divide-and-conquer 
approach can be applied straightforward: Local clusters only 
need to exchange a small portion of their members that are 
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potentially within the neighborhood parameter of other local 
clusters (called border points in DBSCAN) and they are 
merged if any of 2 members from different local clusters are 
discovered to be neighbors. 

In case of FJP, the neighborhood parameters are not present 
in advance. Thus, another way of exchanging data points 
between local clusters is needed. Assuming the clusters are 
convex sets, choosing the convex hull of local clusters as their 
candidate member to merge with other clusters can be 
considered. However, FJP may build clusters of irregular, 
non-convex shapes and there may be situations where convex 
hulls miss actual connecting points of 2 local clusters. Such a 
situation is illustrated in Fig. 2. 

 
Fig. 2. Point a is in convex hull set of cluster A, and points c and d are in 

convex hull set of cluster B. Only a and b are "-neighbors. 

A generalization of convex hulls are known as 8-shapes     
[11,12]. In order to avoid confusion of 8 notations, they are 
referred as �-shapes from this point on. The concept of �-
shapes is given in the following. 

Definition 8. A generalized disc of radius 
 �ß  is a disc of 
radius 
 �ß  if � : �, the complement of a disc of radius �
 �ß  
if � � �, and a half-plane if � 	 �¶ 
Definition 9. Let i be a finite set of points on plane. For f� à � i, if there exists a generalized disc of radius 
 �ß  with f 
and à on its boundary and which contains all other points in i, 
then f and á are �-neighbors. 

�-shapes are constituted by connecting �-neighbors with 
edges to outline the shape of i. An Fig 3. shows an example 
of an �-shape. � value determines the detail of the shape by 
effecting number of �-neighbors and for � 	 �, �-shape is a 
convex hull. Note that the above definitions are given in ��, 
but extensions to �© for arbitrarily larger integers e can be 
easily made. On the other hand, efficient �-shape construction 
algorithms deal with data sets up to 3 dimensions. Extension 
to higher dimensions and algorithms to discover �-shapes, and 
more detail on the topic can be found in [12]. 

 
Fig. 3. An �-shape [12]. 

Set of �-neighbors of a local cluster of FJP on a divided 
data set is a natural list of a candidates to connect to another 
local cluster. This enables the aforementioned data set division 
technique to be applied to FJP, regardless of its parameter 
ambiguity disadvantage. A pseudo-code of such an algorithm 
is in the following. 

Algorithm 3: Distributed FJP 
Input: Dataset x, number of subsets Y, disc radius �; 

Step 1. Sort x according to an arbitrary attribute of data; 

Step 2. Divide x into Y consecutive distinct subsets of roughly 
equal size x 	 â x���&� ; 

Step 3. Build local clusters of each subset x�, � 	 
� � � Y 
using FJP; 

Step 4. For each local cluster ^��0 in x�, � 	 
� � � Y,              � 	 
� � � d calculate sets of �-neighbors �#^�0$; 

Step 5. Merge any 2 clusters from different subsets if           f � �#^��B$ and à � �#^����B$, � 	 
� � � Y � 
 are              "-neighbors, where * denotes any integer in [1, k]; 
Output the global clustering after merging process; 

Stop. 

Before discussing how Algorithm 3 handles excessive space 
requirement of FJP, following issues about the algorithm itself 
emerge. How to determine �? Does it guarantee the same 
clustering results with FJP methods? How to maintain a 
common "-neighborhood among subsets as their critical-alpha 
values may differ? 

Choosing � appears to be the most challenging issue of the 
algorithm. Intuitively, set of �-neighbors of each local cluster �#^�0$ is supposed to be small enough to ensure that merging 
step itself does not dominate local memory usage. This can be 
solved by another local procedure. 

Whether Algorithm 3 can achieve same clustering 
performance with other FJP algorithms depends on 
maintaining an appropriate common "-neighborhood notion. 
The fuzzy relation function given in Definition 3 requires the 
maximum distance between data pairs, implying local 
clustering requires global information. If the data set is min-

 Cluster A Cluster B 

  

  

a 

c 

d 

b 
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max normalized, replacing e>Õ� with Üb, where b is number 
of attributes (dimensions) provides a consistent relationship 
function among subsets without need of global maximum 
distance. Having a common relationship function, it is easy for "Scan to maintain a common "-neighborhood: At each 
iteration there is a constant "Ù value, which is supposed to be 
the same for any subset. Conversely in FJP, "Ø value that 
determines the final clustering is extracted from the data set at 
hand. Thus, "Ø values might be different for each subset of the 
data set. Again, this issue can be solved by a procedure 
between consecutive subsets while merging. 

Considering distributed version of the algorithm achieves 
optimal or sub-optimal clustering results, it is immediately 
seen that each local clustering requires Ú##E Yß $�$ space. 
Since Y is determined by user, it can be adjusted to fit in the 
available memory. Likewise, if � parameter is appropriately 
set as mentioned above, memory limitation is surpassed. 

IV. CONCLUSION 

FJP is an unsupervised, density-based clustering method 
offering quality clustering. Previous studies presented a great 
improvement in terms of speed to handle big data using FJP. 
However, low memory efficiency disabled the method to 
extend its bounds further. 

In this work, using �-shapes (or "-shapes originally) to 
determine border points of local clusters, we offered a 
distributed version of FJP that allows the users to adjust the 
memory requirements to their needs. It also serves as a 
scheme to apply the method in distributed environments. 

In future, an experimental work could help investigating 
possible practical problems as well as measuring 
computational performances. Besides, devising algorithms to 
build �-shapes of high dimensional data sets might be a 
fructuous subject. 
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Abstract—An optimum power allocation scheme for non-
orthogonal multiple access (NOMA) with successive interference
cancellation (SIC) technique for downlink channels of next
generation cellular networks is proposed in this paper. In NOMA
downlinks, the signals for each user are superimposed at the
transmitter side and SIC is implemented at the receiver side to
separate them. Numerical results show that the overall system
throughput performance can be improved significantly by the
proposed power allocation algorithm with NOMA in comparison
with orthogonal multiple access (OMA), which is implemented in
previous wireless telephone technology generations.

Keywords—Future Radio Access, OMA, NOMA, SIC, Power
allocation

I. INTRODUCTION

The increasing demands for high data rate and ubiquitous
access to multimedia contents have resulted in an explosive
proliferation of mobile equipment. This has put tremendous
performance pressure on cellular networks in terms of pro-
viding more reliable, faster and energy efficient services in the
upcoming wireless generations (G), especially 5G and beyond.

Conventionally, various orthogonal multiple access (OMA)
techniques in time, frequency and/or code domains, have been
implemented successfully in existing wireless systems where
each user’s signal can be differentiated easily. Time division
multiple access (TDMA) is implemented in first generation
analog telecommunication systems, while frequency division
multiple access (FDMA) together with TDMA are being
used in the existing global system for mobile communica-
tions (GSM). Code division multiple access (CDMA), on the
other hand, is widely implemented in 3G and finally, the
latest 4G network Long Term Evolution (LTE) and LTE-
Advanced are employing orthogonal frequency division mul-
tiplexing (OFDM), orthogonal frequency division multiple
access (OFDMA), multiple input multiple output (MIMO)
and precoding etc. Suffice to say that OMA techniques have
been successfully implemented in mobile telecommunication
technologies since 1980. However, it is expected that data
capacity and spectral efficiency for these wireless mobile
communication networks will reach bottleneck soon.

Non-orthogonal multiple access (NOMA) technique, em-
ploying super positioning of signals emitted from the trans-
mitter side (TX) in time, frequency and code simultaneously,
is believed to be able to solve this bottleneck. It is stated
as a solution for spectrum efficiency and improvement of

throughput performance for upcoming radio access [1]. This
technique, however, requires careful power allocation from
the TX in relation to the distance of each receiver; those
farther away from the TX shall be allocated more power to
compensate for transmission loss. This will also ensure fairness
in term of data capacity. Furthermore, due to super positioning
of all receivers’ signals during transmission, cancellation of
unwanted interference and noise, i.e. other unrelated receivers’
signals, will be required at the receiver side (RX). This will
entail high computational complexity at both TX and RX;
optimal power allocation is required at the TX while successive
interference cancellation (SIC) is required at the RX.

In this paper we investigate an optimum power allocation
scheme for NOMA with SIC for the downlink channels of next
generation cellular networks. Some background information on
NOMA with SIC model is explained in Section II, followed
by our system model in Section III. We discuss our numerical
results in Section IV and conclude our work in Section V.

II. BACKGROUND

As mentioned earlier, the requirement for higher level of
communication is being met by usage of new kinds of mobile
devices, services and applications that enable high resolution
video streaming (4K), media rich social network services,
augmented reality etc. [2]. NOMA is being regarded as a
potential scheme that can meet the above-mentioned needs
and requirements. Many researchers have compared the perfor-
mances of NOMA and SIC with other technologies in different
scenarios. In [3], the capacity performances of OFDMA which
is implemented in 4G, is compared against NOMA with SIC
for two user equipments (UE). They implemented a highly-
complex full search power algorithm (FSPA) at TX, and the
results clearly prove NOMA’s dominance over OFDMA with
32 percent and 48 percent increase in capacity for UE1 and
UE2 respectively. Computer simulations in [4] also showed
superior performance of NOMA cell throughput and cell-edge
user throughput over those in OMA for wide band and sub
band scheduling in high mobility and low mobility scenarios.
Another results of computer simulations with transmission rate
back-off algorithm applied in NOMA scheme [5] achieved
clear average user throughput and cell-edge user throughput
gains that are similar to perfect channel cases in OMA sce-
nario.

NOMA implements UE multiplexing in power domain,
however power allocation is not a novelty for NOMA. Ac-
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cording to [6] the larger the difference in the allocated power
ratio is between the UEs, the smaller the inter-user interference
is. Such resource allocation is discussed in [7] where iterative
sub-optimal power allocation algorithm based on difference of
convex (DC) was offered for OFDMA-based NOMA systems.
The best simulation result was approximately 16 x 106 bps for
25 UEs. Such results can be reached in the current 4G network
and will be suitable for mobile device services. One constraint
remains that power has to be allocated on the basis of providing
fair capacity rates among UEs, besides sum capacity. Optimum
power allocation algorithms with fairness rates were offered in
[8] where simulations for OFDM systems with two UEs were
done. The algorithm is implemented in two steps and complex
for dynamic power allocation computations.

III. SYSTEM MODEL

This section describes the underlying system model used
in this paper where we considered downlink transmission only.
In a network with K UEs (see Fig. 1), we assume the UE1 is
the closest to the base station (BS), and UEK is the farthest
one.

Fig. 1. Downlink NOMA for K UEs.

In NOMA, signals emitted from the BS for each UE are
superimposed on top of each other. More power is allocated
to UE located farther from the BS. In the network, all UEs
receive the same signal which contains the information for
all users. Then, each UE decodes the strongest signal first,
then subtracts the decoded signal from the received signal. SIC
receiver iterates the subtraction until it finds its own signal. UE
located close to the BS can cancel the signals of the farther
UEs. The farthest UE, since its signal weighs the most in the
received signal, the first signal it decodes is its own signal.

The transmitted signal by the BS can be written as

x(t) =
K∑

k=1

√
αkPTxk(t) (1)

where xk(t) is the individual information signal and αk is
the power allocation coefficient for the UEk and PT is the
total available power at the BS. The power allocated to each
UEk then becomes Pk = αkPT . In NOMA, power is allocated
according to the distance of UEs to the BS: UE1 is the closest
to the BS, so it is allocated the least power, whereas UEk is
the farthest one, therefore it has the highest amount of power.

The received signal at the UEk is

yk(t) = x(t)gk + wk(t) (2)

where gk is the channel attenuation gain for the link between
the BS and the UEk and wk(t) is the additive white Gaussian
noise at the UEk with mean zero and density N0 (W/Hz).

When NOMA is used, the throughput (bps) for each UE
can be written as [9]

Rk = W log2 (1 +
Pkg

2
k

N +
∑k−1

i=1 Pig2k
) (3)

where W is the available transmission bandwidth and N is the
total noise power N = N0W .

In OMA, on the other hand, UEs are allocated orthogonal
frequency or time slots in order to receive their information.
When the total bandwidth and power are shared among the
UEs equally, the throughput for each UE for OMA becomes

Rk = Wk log2 (1 +
Pkg

2
k

Nk
) (4)

where Wk = W/K and Nk = N0Wk.

The sum capacity for both OMA and NOMA can be written
as

RT =

K∑
k=1

Rk. (5)

We further define fairness index as [10]

F =
(
∑

Rk)
2

K
∑

R2
k

(6)

which indicates how fair the system capacity is shared among
the UEs, i.e, when F gets close to 1, the capacity for each UE
gets close to each other.

The objective of our power allocation mechanism is to
maximize the sum capacity under a fairness constraint for
NOMA systems. The optimization problem considered in this
paper is formulated as

maximize
αk

K∑
k=1

W log2 (1 +
Pkg

2
k

N +
∑k−1

i=1 Pig2k
)

subject to:

K∑
k=1

Pk ≤ PT

Pk ≥ 0, ∀k
F = F ′

where F ′ is the target fairness index in the network. We
obtain the power allocation coefficients αk for each UEk

through exhaustive search. The algorithm 1 describes optimum
powered allocation is given below.
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Algorithm 1 Optimum power allocation (OPA)

initialization
initialize powerMatrix include all possible PAs
set fairnessConstraint to F ′
for i in powerMatrix do

calculate capacity
calculate fairnessIndex
if fairnessIndex ≤ fairnessConstraint then

set capacity(i) to zero
end if

end for
set maximumCapacity to zero
for i in capacity do

calculate capacity(i)
if capacity(i) ≥ maximumCapacity then

set maximumCapacity to capacity
end if

end for
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Fig. 2. OMA maximum capacity data throughput rate performance for five
UEs with fairness index = 0.9.

IV. NUMERICAL RESULTS

In this section, we present our numerical results that
compare the achievable throughput for OMA and NOMA. We
consider K = 5 UEs in the network. The available bandwidth
is taken as W = 50 MHz. Total available power at the BS is PT

= 1 Watt. The distance between each terminal in the network
is set at 50 meters. Carrier frequency is 1 GHz. The channel
gains are obtained with Okumura-Hata propagation model and
are calculated for 5 UEs as [g1. . .g5] = [-33.21 -36.23 -37.99
-39.24 -40.20] in dB. The noise density N0 is taken as 10−17

W/Hz.

Fig. 2 gives the achievable data rates for the UEs in
the network with OMA when both power and bandwidth is
equally shared between the UEs. The maximum rate of UE1

is 9x107 bps, UE2 barely reaches 7x107 bps, then the rate
gradually decreases and reaches 4x107 bps for UE5. The
rates are calculated using (4) and the sum capacity for this
scenario becomes approximately 3.05x108 bps. Moreover, in
OMA configuration, the fairness is calculated as 0.9 using (6).

In evaluation of the performance of NOMA with optimal
power allocation (OPA), we considered three different scenar-

ios with fairness indexes 0.5, 0.7 and 0.9. Numerical results
show clear dominance of NOMA over OMA for each fairness
index case of NOMA.

In Fig. 3, the data rate distribution is given when OPA is
applied when the fairness index is 0.5. UE1 achieves 2.5x108

bps, data rate of the UE2 is slightly lower than 1x108 bps. In
general, all five UEs achieve higher rates than that with OMA.
The low fairness of 0.5 can be observed. The sum capacity for
this case is calculated as approximately 4.37x108 bps. The
optimum power allocation coefficients for this fairness index
equal to [α1. . .α5]= [0.07 0.2 0.23 0.24 0.26].
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Fig. 3. NOMA maximum capacity data throughput rate performance for five
UEs with fairness index = 0.5.

When the fairness requirement is increased to 0.7 (see Fig.
4), the data rates obtained for UE4 and UE5 are slightly less
as compared to OMA, however UE1, UE2 and UE3 perform
better. UE1 obtains slightly more than 16 x 107 bps, UE2

achieves approximately 12 x 107 bps, however UE3, UE4 and
UE5 obtain 5 x 107, 3.8 x 107 and 3 x 107 bps respectively.
The optimum power allocation coefficients for this fairness
index equal to [α1. . .α5] = [0.02 0.14 0.23 0.30 0.31].
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Fig. 4. NOMA capacity data throughput rate performance for five UEs with
fairness index = 0.7.

In Fig. 5, NOMA performance with fairness index equal
to 0.9 is implemented. Numerical results prove dominance of
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NOMA performance over OMA for all five UEs. Cell edge
UE5 achieves 5 x 107 bps against 4.4 x 107 bps in OMA.
The highest throughput 12.1 x 107 bps with only 0.01 power
allocation coefficient is obtained for UE1 in NOMA against
9 x 107 for OMA. The sum capacity with fairness index 0.9
by NOMA is approximately 3.95 x 108 bps, while achievable
sum capacity for OMA is approximately 3.05 x 108 bps.
The optimum power allocation coefficients for this fairness
index equal to [α1. . .α5] = [0.01 0.05 0.12 0.28 0.54]. Among
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Fig. 5. NOMA capacity data throughput rate performance for five UEs with
fairness index = 0.9.

different fairness index requirements, the highest sum capacity
is obtained with fairness index of 0.5. Fig. 6 shows achievable
data throughput obtained for different fairness indexes. It can
be clearly seen that as the fairness requirement increases,
the less is the difference between each UE throughput. For
all fairness indexes, the UE1 has the highest throughput and
its value reduces as the fairness requirement increases. For
UE3, UE4 and UE5, on the other hand, the throughput values
increase as the fairness index increases. The throughput for
UE2 gradually increases till it reaches its peak at the fairness
index value of 0.7, and then it moderately reduces. The
throughput for all the UEs is in the range of 0.5 x 108 and
1.4 x 108 bps at the 0.9 fairness index. Sum capacity curve
confirms our previous results: the sum capacity for all UEs is
reduced, when the fairness index requirement is increased.

V. CONCLUSION

In this paper, we implemented an algorithm to determine
the optimum power allocation ratio for NOMA with SIC.
Optimum power ratios for each UE are obtained to maximize
the sum capacity while maintaining a target fairness index. Cal-
culations were performed for three different fairness indexes:
0.5, 0.7 and 0.9. The sum capacity results for NOMA with SIC
outperform OMA for all three fairness indexes. Furthermore,
it was shown that the sum capacity with NOMA reduces
as the fairness index increases. In conclusion, NOMA with
SIC is expected to be implemented in the future radio access
technologies and promises to improve the spectral efficiency.
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Abstract—Many of the world’s great museums, cultural 
heritage sites, and other tourist locations offer their visitors some 
sort of companion mobile app.  These apps have features that 
range from providing basic information to detailed exhibit data, 
guided tours, interactive displays and augmented reality.  With 
very few exceptions, these apps are purpose-built for each 
specific venue.  We describe a general extensible framework for 
mobile location-based information systems that provides a 
complete infrastructure for building apps of this type, with which 
only content creation is required to make a full-featured, venue-
specific mobile app, but further customization is also possible 
and simple. 

Index Terms—Mobile computing, frameworks, location-based 
services.  

I. INTRODUCTION 
Many of the world’s great museums, cultural heritage sites, 

and other tourist locations offer their visitors some sort of 
companion mobile app.  These apps have features that range 
from providing simple helpful information to detailed exhibit 
data, guided tours, interactive displays and augmented reality.  
With very few exceptions, these apps are purpose-built for each 
specific venue.  We describe a general extensible framework 
for building apps of this type, with which only content creation 
is required to make a full-featured, venue-specific app, but 
further customization is also possible and simple.  

The framework was modeled with museums and other 
cultural sites in mind − we collected  requirements by 
reviewing tens of existing museum and cultural site apps, as 
well as by working with the National Museum of the Republic 
of Kazakhstan [1], for whom we are developing the first 
system based on the framework. Although we designed it using 
museums as a model, the framework is generic enough to 
support location-based information systems for a variety of 
places, whether indoor or outdoor, large or small, including 
college campuses, shopping malls, parks and gardens, or even 
entire cities.  We have implemented a fully-functional 
prototype version of all the components in the framework, and 
are currently beginning an evaluation of the framework itself, 
as well as developing a number of extensions. 

The framework consists of four main components, as 
shown in Figure 1: 

� A content database to store all the information 
associated with the areas and objects in a given venue, 

along with a set of web APIs that allow access to the 
content from mobile clients 

� A usage database to store information such as user 
data, access times and counts, and likes, along with the 
web APIs to update this data from mobile clients 

� A web-based client application that allows content 
managers to maintain the content data and view the 
usage data 

� A mobile app that allows visitors  to access the content 
using a variety of different methods, and which 
updates the usage database based on user activity 

The databases structure their data as generally as possible. 
In the content database, all the areas and objects in a venue are 
arranged in a simple hierarchy.  All information can be entered 
and accessed in multiple languages.  Content can be organized 
by level, to allow for customization for different user 
populations (e.g. children and adults).  Content can be created 
and stored in an extensible set of media formats, including 
various text, audio and image formats. 

 

 
 
 
The mobile app can access content about objects, exhibits 

or general areas in a venue.  It uses an extensible set of location 
determination and object identification mechanisms that 
currently includes: QR codes, NFC tags, and Bluetooth 
beacons.  A prototype module for image recognition as an 
object identification method has been developed and is 
currently being integrated into the framework. 

Section 2 of this paper covers some background and related 
work; section 3 discusses the database model and components, 
section 4 discusses the mobile application, section 5 discusses 
the web application and web APIs, and, finally, section 6 
discusses the plans for evaluation and future development. 

Fig. 1. The high-level model of the framework. 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 413 12-14 Oct 2016, Baku, Azerbaijan



II. BACKGROUND AND RELATED WORK 
Mobile location-based information systems range from 

very general navigation-focused applications such as Google 
maps (maps.google.com) and in-car navigation systems to 
systems that can work indoors and give users specific 
information about each of the possibly many objects 
surrounding them.  Our framework is designed to produce 
systems that fall at the more fine-grained end of this spectrum. 
A museum is a good representative example of a space that 
contains numerous individual areas and objects for which 
visitors might like to have access to additional related 
information.  The additional information may not be 
displayable with the objects physically due to space, format or 
aesthetic considerations.  Human, audio, and paper guides 
filled this need in the past, and now mobile apps are being 
created to provide the same services. 

Our review of a large number of museum, cultural site and 
botanical garden apps showed that these types of apps are often 
built from scratch for specific venues or even for exhibits 
within a single venue.  The results of that review are outside 
the scope of this paper; however, for example, the Smithsonian 
Museum main mobile app [2] lists over 30 other Smithsonian 
apps, for different buildings, different exhibits, using different 
input mechanisms, with different user interfaces, for different 
mobile platforms, etc.  The result is wasted development effort 
and less than ideal user experiences. Although results for 
venue-specific applications do appear in the literature, many 
researchers have proposed more general solutions [3, 4, 5, 6, 7, 
8]. 

In [7], the researchers have developed a general framework, 
but it is more suited to outdoor navigation than to complex 
indoor environments.  Other researchers have proposed 
frameworks suitable to object-rich environments but limited 
them to a specific technology: in [8], RFID is the primary 
technology used for object identification, and in [6], image 
recognition for augmented reality is the focus of the work.  
Bruns et.al [4] presented interesting work that combines 
Bluetooth location determination with image recognition for 
object determination.   A very flexible architecture was 
proposed in 2007 by Zafeiropoulos et. al [3], and, more 
recently, in 2013, researchers in Italy [5] presented their work 
on a mobile guide that uses NFC and QR codes for object 
determination, which is part of a more general framework for 
location-based information and social interaction. 

Our framework is similar in many aspects to the work in [3] 
and [5], but ours offers more generality with respect to 
technologies than [5] and, unlike [3], is designed for 
extensibility. 

III. THE DATABASE COMPONENTS 
The database components are central to our framework. 

Regardless of whether it is a museum, park, historical building, 
or shopping mall, basic information about a place or venue is 
stored in the content database; for example, its name, location, 
contact data, news and events.   The set of items in a venue that 
can be individually identified by a user is stored hierarchically.  
For example, a museum may contain a number of buildings, 

and in each building there are various halls, and in each hall, 
there are multiple exhibits, and in each exhibit, there are 
individual works of art.  In our database, each of these things – 
buildings, halls, exhibits, artworks – is called a ScannableItem.  
A ScannableItem is a generic thing that is uniquely identified, 
may contain other ScannableItems and has a number of 
attributes associated with it.  The attributes of a ScannableItem 
include a unique ID, a type, a location, a short and a long 
textual description, as well as associated images, audio and 
video.  

The content database also contains tables for configuration 
data: one table contains a record for each available language.  
For example, at venues in Kazakhstan, the primary languages 
are Kazakh, Russian, and English; whereas, in the United 
States, the primary languages would be English and Spanish.  
Another configuration table contains a record for each level.  
Levels allow for each piece of information to be customized for 
a certain audience.  For example, the National Museum creates 
content customized for adults, students and small children.  
Each text attribute for a ScannableItem − name, short 
description, image caption − can be stored in any of the 
configured languages, and each longer textual attribute or 
audio can be stored in any combination of language and level.  
In an environment like the National Museum, with 3 languages 
and 3 levels, an object on display may have 9 available text 
descriptions. 

Figure 2 below shows a partial entity-relationship (ER) 
diagram for the content database, specifically the 
ScannableItem table and the primary tables related to it.   
   

 
 

 
In the current version of the framework, the content and 

usage database tables are stored together in one relational 
database.  However, if a large amount of usage data were to be 
collected, it would be appropriate to keep that data in a 
companion non-relational database, such as MongoDB [9], 
designed for fast updates.  In the current version, only the 

Fig. 2. A partial ER diagram for the content database. 
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ability to like/favorite an item is supported, so there are only 
two usage data tables: a user table and a favorites table that 
links users to items. Tables to store access history are planned.  
Usage data will be useful for users and venue managers to 
understand the relative popularity of the areas and items in the 
place. 

IV. THE MOBILE APPLICATION 

A. Location Determination and Item Identification 
In any location-based information system, the method of 

determining the user’s location is key.  In many systems, there 
is just a single method: outdoor systems might use GPS, indoor 
systems might use RFID, Bluetooth or WiFi triangulation.  For 
specific object identification (which of course also can 
determine location precisely), systems might use NFC, QR 
codes, or image recognition.  Our framework allows for any 
one or a combination of these methods.  Our current version 
includes the ability to identify areas or objects using Bluetooth 
beacons, NFC tags or QR codes, and we are adding the ability 
to use image recognition.  For example, a specific item may be 
marked with QR code and an NFC tag, both of which resolve 
to the same item in the database.  Similarly, the entrance to an 
exhibit may have an NFC tag, and a Bluetooth beacon may be 
located just inside.  So a user of the system might scan the tag 
to get general information about the exhibit, or exhibit 
information might be pushed to the user automatically after she 
enters.  

B. Android Mobile App 
The mobile app is based on the Android platform.  Its user 

interface is simple and uses the principles of Google’s 
Material design [10].  The app’s main screen consists of four 
panels: 

� Home − basic information and latest news 
� Favorites – list of the user’s favorite items and 

areas 
� Navigate – displays floorplans/maps 
� More – includes settings, credits, links, etc. 

Figure 3 shows the main app screen, with a current event 
displayed on the Home panel.  The floating button launches 
the QR code reader, and when a code is recognized, the app 
switches to the item details screen.  If an NFC tag is scanned, 
or a Bluetooth beacon is sensed, the app automatically starts 
the item details screen.  The item details screen displays all the 
information available about a specific object or area.  This 
information may include textual information, images, audio or 
video. 
 
 

 
 

C. Audio 
An audio file can be stored for each area/object in the 

database together with its long text description, allowing for 
different audio by language and level.  In this way the mobile 
app can use the same content as existing audio tours, and 
function in the same manner, but allow patrons to use their own 
mobile devices and headphones instead of the venue needing to 
own and maintain specialized devices and headsets. 

Whenever a user enters an area or scans an object, the 
audio will be available for playback on the mobile app’s item 
details screen.  Furthermore, if the venue has not created 
special audio, the item details screen will allow the user to 
listen to the long description of an object using the mobile 
device’s built-in text-to-speech capabilities.  Although text-to-
speech does not provide an ideal user experience, and the 
quality is not consistent across languages, it does at least 
provide an option for vision-impaired visitors, or those for 
whom reading on a small screen is uncomfortable. 

D. Navigation 
In the prototype version of the app, the navigation screen 

only displays maps/floorplans of the venue.  However, the 
content database does contain the location of each area/object.  
A web interface has already been developed that allows a 
content manager to specify the location of an area/object by 
placing it on a map/floorplan, and to specify (draw) and store 
the navigable paths between areas/objects and between floors.  
A new navigation panel for the mobile app is being developed 
that makes use of the location and path data in the content 
database in order to allow the user to locate herself on the map, 
to search for items of interest and see their locations on the 
map, and to see the best path to an item of interest. 

V. WEB CLIENT AND APIS 
The server-side components of the framework include a 

web client and a set of APIs.  The web client gives content 
producers and managers a convenient way to enter, organize 

 

Fig. 3. The main screen of the Android mobile app (content from [1]). 
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and maintain their content.  The APIs provide a way for the 
mobile app to query and update the content and usage data.  
Some of the current APIs are listed in Table I.  The APIs return 
their results in JSON for easy handling by the mobile app. 

TABLE I.  APIS FOR CONTENT AND USAGE 

Type Address 

GET       /api/scannables/{id}/{language}                    

GET       /api/scannables/{id}/{language}/{level}            

GET       /api/languages                                     

GET       /api/levels                                        

POST      /api/like/{userId}/{scannableId}                   

DELETE    /api/unlike/{userId}/{scannableId}                 

GET       /api/favorites/{userId}                            

GET       /api/likenumber/{scannableId}                      

GET       /api/getnews/{language}                            

 
A section of the client interface for maintaining a 

ScannableItem is shown in Figure 4, illustrating the ability to 
add short descriptions of an area/object in multiple languages, 
as well as to enter the basic data associated with an item.  
Current functionality in the web application includes 
maintaining items and all their related data, manipulating maps 
and floorplans and specifying item locations and navigable 
paths, creating and editing the hierarchical relationships 
between areas and objects, and maintaining events and their 
related images, text and audio. 
 

 
 
 

VI. CONCLUSIONS AND FUTURE WORK 
We have developed a general framework for mobile 

location-based information systems and implemented a fully-
functional prototype version of all the components.  The 
framework provides a simple, general capability for developing 
systems that are commonly used in museums, tourist sites, 
parks and shopping areas.  It provides a comprehensive method 

for creating and displaying content customized to different 
audiences based on language and level.  It allows for content to 
be presented in textual, audio, and image formats, and is easily 
extensible to allow for other media.  It currently allows for 
location determination and object identification to be done 
using a combination of QR codes, NFC tags, and Bluetooth 
beacons; it is easily extensible to allow for GPS, image 
recognition and other methods.  Future work on this project 
falls into two main categories: evaluation and further 
development. 

A. Evaluation 
We plan to use our framework to create a system for the 

National Museum of the Republic of Kazakhstan and install a 
prototype of the system in the museum for evaluation during 
the summer of 2016.  We also hope to create and install 
another prototype at a museum in the U.S. during the same 
timeframe.  These evaluation sites will help us improve the 
user interfaces and prioritize new features. We also are seeking 
a partner to develop a system using our framework for a very 
different type of venue, such as a shopping mall or botanical 
garden, in order to evaluate the generality of the framework. 

B. Further Development 
Some of the features that are currently under development 

include full-featured navigation, object identification using 
image recognition, and more comprehensive collection of 
usage data.  We expect to begin development of an iOS version 
of the mobile app in autumn 2016.  Future development will 
include personalization features based on analysis of usage data 
collected; for example, offering users suggestions for paths to 
take or areas to visit or producing post-visit content for the 
user.  We should provide support for new types of content, 
such as augmented reality or location-based advertisements.  
We may add more social features beyond liking, such 
commenting on objects.  Finally, many different types of 
mobile apps can be built to make use of the same content, such 
as games and quizzes. 

A significant issue for the framework itself is that it 
assumes that the mobile device has a constant internet 
connection at all times, since content is retrieved on an as-
needed basis.  To be more general, an option must be available 
to intelligently pre-download content, and for the mobile app to 
be configured to work from that locally-stored data in an 
offline mode. 
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Abstract—Intrusion detection systems are one of the most 
relevant security features against network attacks. Machine 
learning methods are used to analyze network traffic parameters 
for the presence of an attack signs. In this paper, extreme 
learning machine method is considered for intrusion detection in 
network traffic. The experimental results lead to the conclusion 
of practical significance of the proposed approach for attacks 
detection in network traffic.  

Index Terms—Anomaly detection, network attack, network 
traffic, extreme learning machine, NSL-KDD. 

I. INTRODUCTION 
Network attacks are one of the causes of the abnormal 

phenomena observed in the work of the network equipment, as 
well as traffic transmission over the network. Anomalies of 
network traffic may result in incorrect operation of single 
channel or entire network segments, lead to a denial of service 
in this network equipment. Network attacks are constantly 
changing because attackers use individual approaches. It is also 
affected by changes in software and hardware. 

Solution of anomaly detection problem is not trivial, since 
anomalies nature itself is changeable. Providing a 
comprehensive definition of abnormal or normal behavior in 
the context of a computer network is quite subtle [1, 2]. 
Another reason is that some anomaly detection methods 
require labels of normal and abnormal behaviors that are 
difficult to obtain [3, 4]. In addition, choose the right tool for 
anomalies detection is not easy. The intended tool may well be 
suitable for only one type of abnormality, but not in all [5]. 
Thus, when anomaly types are not known a priori, it is a very 
realistic assumption, that the choice of anomaly detection 
method is not trivial. In addition, the scale of the network is a 
problem. When it detects anomalies it is need to consider load 
balancing (distribution of the tasks implementation process 
between multiple network servers in order to increase the 
overall performance) and fault tolerance (the ability of the 
system to work in case of failure of its individual elements), 
especially with the growth of the existing network size [6, 7]. 

More information about anomalies detection can be 
obtained by machine learning methods. Theoretically, machine 
learning algorithms can achieve high productivity, i.e. can 
minimize the number of false alarms and maximize detection 
accuracy. However, it usually requires an infinite number of 
training samples (theoretically). In practice, this condition is 

impossible because of the limited computational capability and 
requiring real-time response. 

In this paper, a method for the anomalies detection in 
network traffic based on the extreme learning machine (ELM) 
is considered. 

II. APPLICATION OF MACHINE LEARNING METHODS TO 
INTRUSION DETECTION 

The cyber security anomaly detection includes the detection 
of malicious activities. This approach consists of two phases: 
training and detection [8]. At the training phase, machine 
learning methods are used to create a normal traffic profile in 
the absence of an attack. At the detection phase, input events 
are labeled as an attack when the event records are different 
from the normal profile. Subsequently, anomaly detection can 
detect previously unknown attacks. However, the anomaly 
detection is complicated by high false alarm rate. In these 
cases, an attacker can use these anomalies to train an anomaly 
detection system, so that it will recognize the malicious 
patterns as normal. 

All four possible anomaly detection metrics (true positive, 
false positive, false negative and true negative) are shown in 
Fig. 1 as a confusion matrix [9]. The problem is to minimize 
the false negative and false positive results. 

 

Fig.1. The confusion matrix for evaluation of the performance of machine 
learning methods. 

 
The most commonly used performance evaluation metric 

for anomaly detection methods is the frequency rate of true 
positive results (TP) (also known as detection probability), 
which is the number of correctly classified intrusions. Another 
important indicator is the rate of false positive results (FP) (or a 
false alarm), which denotes the number of abnormal samples 
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classified as normal. The frequency of false negative results 
(FN) is the number of normal samples classified as an 
intrusion. The frequency of true negative results (TN) is the 
number of correctly classified intrusions. In addition, other 
parameters, such as receiver operating characteristic (ROC), 
are used to evaluate an intrusion detection system (IDS). ROC 
is the detection metric for performance evaluation, and is 
generated by plotting TP against FP at various thresholds. F-
score (also known as F-measure) evaluates recognition system 
performance as a whole, combining the precision and recall. 

III. EXTREME LEARNING MACHINE 
Extreme learning machine algorithm was proposed by 

Huang et al. in 2006 [10]. This algorithm is based on a single-
layer feedforward neural network (SLFN). ELM also solves the 
classification and regression problems [11-14]. Consequently, 
ELM can be used to detect anomalies in network traffic. It is 
widely used in many researches [11-12, 15]. ELM has a high 
computation rate and does not require iterative parameter 
tuning for training. 

In ELM model input data training is carried out within 
seconds or minutes, even for large data sets and complex 
applications, which cannot be achieved using conventional 
methods. 

SLFN with L  neurons in hidden layer and activation 
function ),,( xbaG ii  can be described as [10, 16]: 
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from the hidden layer to the output layer and 
)](),...,(),([)( 21 xhxhxhxh L�  is a non-linear mapping space, 

which contains the output vector with respect to the input x . 
The activation function ),,( xbaG  is a non-linear piecewise 

continuous function [10, 17]. In ELM model, hidden node 
parameters ),( ba  are randomly generated, and it is therefore 
more effective than support vector machines or artificial neural 
networks [10, 13]. 
The output vector jY  in matrix form is calculated as follows: 
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where N  is the number of input samples. 
Y  is the target output matrix: 
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Network training consists in calculation of output weights 
matrix of the hidden layer by 

� YH 9�T �� ����

where TT HHHH 1)( :9 �  is the pseudo-inverse matrix 
(Moore-Penrose matrix) for the case of non-singular matrix 
Н . 

From matrix theory [18] it is known that the Eq. 5 is the 
best approximate solution of Eq. 2 by the least squares method, 
which avoids local minima during network training. 

When the neural network is trained, i.e., according to the 
Eq. 5 found the output weights matrix T  of the hidden layer, 
the output vector is calculated based on Eq. 2. And the input 
features vector (which is not contained in the training set) is 
applied to the network. Then the number of class to which the 
input vector belongs is calculated. 

IV. DATABASE DESCRIPTION 
The attack samples of transport and application levels can 

use the advanced database of signatures [19] built on the basis 
of KDD-99 database on the initiative of the American 
Association for the Defense Advanced Research Projects 
Agency (DARPA) [20]. A dataset of connections was collected 
to conduct the research in the field of intrusion detection, 
which covers a wide range of intrusions simulated in a medium 
that mimics the US Air Force network. NSL-KDD includes 42 
attributes and has labels for each specific type of attack. Each 
vector is designated either as a normal or as an attack. 
Deviation from “normal behavior” is considered as an attack 
[3]. 

All attacks are divided into four groups [21]: DoS (Denial 
of Service Attack), R2L (Remote to Local Attack), U2R (Users 
to Root Attack), and Probe (Probing Attack). 

V. EXPERIMENTAL RESULTS 
Operation of the network, trained by ELM using Matlab 

package, is compared with various activation functions (radial 
basis activation function (RBF), triangular basis activation 
function (TriBas), and Gaussian activation function) and is 
tested using NSL-KDD database (Table I). The hidden layer 
has 30 neutrons with different activation functions. This 
number of neurons provides a high classification accuracy on 
the test sample and acceptable accuracy on the training set for 
the network structure and training method. 

In this paper Gaussian activation function for different 
parameter values of J  and A  was proposed [22]. The best 
accuracy in detecting the DoS, U2R and R2L attacks was 
achieved using Gaussian activation function with 1.0�J  and 

4�A  (DoS – 86.89%, U2R – 99.99%, and R2L – 99.94%). In 
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the case of Probe attacks high accuracy (99.06%) was obtained 
for the Gaussian activation function with 2.0�J  and 0�A . 

It should be noted that the neural network training based on 
the ELM approach is superior to other methods, both in 
velocity and in classification accuracy for training and testing 
samples. 

TABLE I.  DETECTION ACCURACY COMPARISON FOR DIFFERENT 
ACTIVATION FUNCTIONS 

 DoS Probe U2R R2L 

RBF 80.01% 91.79% 99.88% 99.94% 

TriBas 81.60% 95.62% 99.65% 99.57% 
Gaussian ( J =0.2, 
A =0) 84.26% 99.06% 99.95% 99.70% 

Gaussian ( J =0.1, 
A =4) 86.89% 90.01% 99,99% 99,94% 

The considered classifier based on ELM method provides 
an acceptable quality of attacks classification and a high 
performance, making it an attractive solution for the real-time 
intrusion detection systems. Thus, the proposed approach can 
be considered in the construction of IDS system. 

CONCLUSION 
Network attacks are one of the causes of the abnormal 

phenomena observed in the network equipment operation, as 
well as traffic transmission over the network. Anomaly 
detection is possible by means of machine learning methods to 
improve the reliability of the existing systems. In this paper, a 
method for the anomalies detection in network traffic based on 
ELM was proposed. An experimental database NSL-KDD was 
described. A description of the main types of attacks was 
given. 

In the view of the above mentioned, it is possible to select 
the following research directions in the field of anomaly 
detection: 

� increasing the reliability and accuracy of intrusion 
detection methods, and anomalies (reduction of first- 
and second-order error levels, particularly with regard 
to previously unobserved impacts of information 
technology); 

� increasing the share of corrective processes that do not 
require human expert intervention, which reduces the 
level of heuristic decision-making and allows 
qualitatively improve the response time to attack (for 
example, by automatically generating signatures for 
new malware in a few minutes after the confirmation 
of its abnormally rapid spread on the network); 

� resistance to the new technologies used by an attacker 
in order to conceal the fact of the intrusion, active 
influence on the very IDS by creating denial-of-service 
conditions, or the generation of excessive flow of false 
positives, which makes it impossible to use. 
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Abstract— The main purpose of the given paper is to describe 
the concept and the development process of the new open 
technology for the automatic formation of the personal digital 
voice pattern for the solution of the following problems on its 
basis: computer speech synthesis, continuous speech recognition 
and identification of a person by his voice (three major tasks in 
the field of speech technologies). 

Index Terms— Personal digital voice pattern (PDVP), speech 
cloning, speech synthesis, speaker identification. 

I. INTRODUCTION 

The precondition for the development of the given 
technology was the increasing necessity of users of modern 
mobile devices and stationary computers in better quality and 
productivity of modern speech technologies [1]. Thus, one of 
few possible ways of speech technologies evolution in the 
direction of quality improvement is the creation of the new 
open standardized technology for the exact account of user 
individual voice features that will allow providing more 
flexible and adaptive personification of speech systems. The 
more speech information about a user is processed by the 
speech system in the process of work, the more exact and 
complete is the voice portrait of the person, and the more 
possibilities it has for adapting, in order to provide more 
qualitative results of synthesis, recognition and identification. 

The previous scientific investigations and technical 
developments were basically concentrated on separate aspects 
in the process of different tasks solution in the field of speech 
technologies. New models, algorithms and methods in this 
field were offered, and the existing ones were investigated. The 
essential difference of the given technology approach from the 
previous ones is its complex and generalizing character 
directed at the creation of the unified technology for the 
solution of the primary tasks in the field of speech technologies 
due to more flexible adaptation to the specific features of a 
separate person’s voice. 

In the process of the PDVP technology development the 
following theories, methods and algorithms are integrated to 
the one monolithic technology:  

- The speech formation theory [2-3]; 
- Parameterization of speech signals [4-5]; 

- Computer speech synthesis [6]; 
- Automatic speech recognition [7-8]; 
- Identification of a person by his voice [9]; 
- Speech enhancement [10]; 
- Speech cloning [11]; 
- Automatic segmentation of speech signals [12]; 
- Formation of speech databases [13]; 
- Application of additional biometric sensors jointly with a 

microphone (multisensory speech signal processing) [7-9]; 
- Solution of speech inverse tasks [14-16]. 
The investigations of Belarus scientists from the Laboratory 

of Speech Recognition and Synthesis of the Incorporated 
Institute of Informatics (Minsk), which are directed at the 
development of speech cloning system [11], are the closest to 
the given technology on its subject. The research of the Belarus 
scientists differs from the given technology, as their cloning of 
speech characteristics is only used in the course of speech 
synthesis, and other speech technologies are not involved. 

Also for the given technology development, the works 
which are carried out under the supervision of V. N Sorokin at 
the Institute of Problems of Information Transfer of the 
Russian Academy of Sciences (Russia, Moscow) are of great 
value. For all types of the speech sounds they managed to 
obtain the solutions of speech inverse tasks with the inaccuracy 
comparable with the measurement inaccuracy [14-16].   

II. THE PDVP TECHNOLOGY CONCEPTION 

The personal digital voice pattern (PDVP) represents a set 
of parameter values of various mathematical models and 
algorithms which describe the individual speech and the voice 
characteristics of a certain person with the given degree of 
accuracy in the compact and unified form. The identification of 
optimal values of model parameters is carried out by the 
algorithmic way with the use of a digital record of a natural 
speech signal pronounced by this person. The results of 
algorithmic estimations of various measures of similarity 
between the initial speech signal and the signal synthesized 
with the use of the PDVP serve as optimality criteria. The 
PDVP provide the possibilities for more precisely considering 
of individual voice characteristics of users, and its using 
ensured considerable improving the qualitative characteristics 
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of computer synthesis, speech recognition, and speaker 
identification. Also the important PDVP property is 
standardization and unification of the data on individual speech 
and voice characteristics of a certain person that allow to use 
the common and the unified data set while solving all the 
above-mentioned problems. 

Potentially, the PDVP can obtain the social function similar 
to the function of a digital photo: users can keep in electronic 
form the voice portraits of people dear to them, whom they 
hold in remembrance, so as to have a possibility to sound any 
textual information by their voice. Potentially, the realization 
of the technology for the creation of the personal digital voice 
portrait can generate the new independent market of goods and 
services based on the given technology on international scale. 

III. THE PDVP TECHNOLOGY DEVELOPMENT PROCESS 

For PDVP technology realization the wide range of tasks 
are solved. At first the formation of the set of specialized 
mathematical models and algorithms for parameterization of 
various aspects of speech-formation process is conducted. 
These aspects are included: vocal tract configuration, vocal 
excitation signal, resulting speech signal, dynamics of 
intonation processes, etc. Also the research of applicability of 
different types of biometric sensors in addition to a microphone 
was conducted. These additional biometric sensors are needed 
for direct high-precision registration of vocal excitation signals 
and also for monitoring of dynamics of vocal tract 
configuration change in the speech-formation process 
(multisensory speech processing) [7-9]. 

The additional research is carried out for the purpose of 
choosing the optimum composition and the number of 
parameters of models and algorithms included into the formed 
set. It was important to identify the demanded accuracy of 
these parameters definition for providing the qualitative 
solution of the speech synthesis, speech recognition and 
speaker identification tasks. As the result of this stage of work 
was the PDVP standard which defines the composition of the 
used models and their parameters, the admissible ranges of the 
parameter values changing, and also the format of 
representation, storage and data exchange.  

For the automation of the PDVP formation process the set 
of tools in the form of the information system were developed. 
In the process of PDVP formation the long digital recording of 
a natural speech signal pronounced by the person, whose 
personal voice digital portrait is used.  

At the next stage the construction of the algorithms for the 
solution of the computer speech synthesis, recognition and 
identification tasks on the basis of the PDVP technology was 
performed with software realization of the corresponding 
information systems. 

At this time, the documentation is prepared for detail 
describing the of the PDVP technology. All these information 
will be available on the web-portal, where all the technologies 
and the information resources developed in the framework of 
the given project will be placed in the source codes and open 
access. 

IV. THE FUNDAMENTAL PDVP SUBTECHNOLOGIES, 
ALGORITHMS AND METHODS 

A. Mathematical modeling of speech formation processes 
The significance of the given project consists in the 

research of the existing mathematical models and algorithms 
and also in the development of new ones for the solution of the 
given task for the development of the new open technology for 
the PDVP automatic formation. 

For the PDVP formation the results of the speech inverse 
task solution are used. These are the tasks of definition of a 
speech tract form, anatomic and articulatory parameters, 
commands of articulation control and also the form of vocal 
excitation impulses by the parameters measured on a speech 
signal. These problems are incorrect, as they essentially 
suppose ambiguous and frequently unstable solutions. 
However, there are preliminary results which show that it is 
possible to obtain the solution of speech inverse tasks with the 
inaccuracy comparable with the measurement inaccuracy. The 
bases of these solutions are mathematical models of speech 
formation which are used in Tikhonov's variation method along 
with physiologically and anatomically adequate restrictions and 
specific regularizers [14-16]. The constructive algorithms 
based on the solution of inverse tasks provide the essentially 
new approaches to the development of speech technologies. 
The preliminary experiments show that the quality of speech 
articulatory synthesis is comparable with the quality of natural 
speech; the compression of a speech signal to speed less than 2 
Kbit/sec is possible with the full preservation of speech 
legibility and individuality, and the total probability of an error 
of the speaker verification by his voice can be below 0.01%. 
Also new possibilities in the development of speech automatic 
recognition systems are created. 

In the framework of the PDVP project, the new methods for 
the solution of inverse speech tasks are developed, and the 
results of these solutions are used to increase the efficiency of 
the PDVP formation process. 

In the composition of PDVP in addition to inverse task 
solution the parameters of the following models, algorithms 
and methods are included: 

• Fujisaki intonational model which allows to consider 
all speaker dependant aspects of speech prosody [17]. 

• Sinusoidal model used for performing of harmonic 
analysis of separate speech segments and their 
subsequent compression [4]. 

• Speech segments clustering algorithms [18]. 

B. Using the throat microphone (laryngophone) as the 
additional modality for direct voice excitation signal 
registration and further analysis 
In the process of the PDVP technology development, the 

research of applicability of different type biometric sensors in 
addition to a microphone is conducted. These sensors are used 
for the direct high-precision registration of vocal excitation 
signals and also for monitoring the dynamics of the speech 
tract configuration change during the speech formation process. 
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The signal of human vocal fold oscillations can be used as 
independent modality during the speech segmentation and 
recognition processes. It is well known that the vocal fold is the 
source of a voiced quasi-periodic excitation. The role of the 
vocal fold in the process of speech signal generation can be 
demonstrated on the basis of an aggregate model of speech 
production (Fig. 1). In accordance with this model, vocal fold 
vibrations are modeled by the sinusoidal impulse generator 
whose spectrum is given P(f). Noise oscillations are modeled 
by the white-noise generator with spectrum N(f). While mixing 
vocal and noise oscillations, their amplitude levels can be 
matched by the following parameters: v – for the voice 
generator, u – for the noise generator. Then output signals from 
both generators are summed and delivered to the input of block 
that models the vocal tract where their spectral shape is 
transformed in accordance with the transfer function H(f). The 
emission characteristics of the lips are modeled by L(f). 

 

 
Fig. 1.  Aggregate model of speech production 

Hence the spectrum of the speech signal S(f) is defined as 
follows: 
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If external acoustic noise is taken into consideration in the 

model, then spectrum of the resulting signal will be: 
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For the impact on the speech signal we have the following 

parameters of the speech production model: a mixture of the 
internal voice and noise oscillations (determined by v and u), 
the fundamental frequency (determined by P(f)), the spectral 
form (specified by H(f)), the amplitude of signal (depending on 
v, u, h). While solving speech recognition tasks by the original 
speech signal R(f),  there was an attempt to restore the 
parameters described above, and then to transfer them to the 
input of the recognizer. Due to objective circumstances 
(imperfect algorithms, the presence of background noise (E(f), 
etc.), the solution of the problem of restoring the model 

parameters may contain some inaccuracies which can usually 
become one of the reasons of recognition quality deterioration. 

The analysis of the used model (1), which is considered to 
be the most adequately reflecting the objectively occurring 
physical speech formation processes [2], allows to make the 
single conclusion that the signal of the voice excitation which 
is presented by the vocal fold oscillations plays the primary 
role in the speech formation process. Since the speech signal 
itself is the result of the complex transformations of the voice 
excitation signal with the further adding of the noise 
component, and we don't often know the parameters of the 
vocal tract where the given transformations (amplification and 
suppression of resonant frequencies) are realized, then it is 
quite reasonable to register directly the excitation signal with 
the use of a throat microphone. The given model substantiates 
the necessity of using a throat microphone for direct 
registration of the voice excitation signal, which in its turn 
allows getting the additional information for the realization of 
more accurate segmentation in comparison with the 
segmentation using only one speech signal. It is rather difficult 
to restore the source excitation signal directly from the speech 
signal. For this it is necessary to know the exact physical 
parameters of the speaker's vocal tract. 

On the subsequent stages the voice excitation signal is 
passing through the different types of analysis. Particularly 
using the voice excitation signal the succeeding segmentation 
of source speech signal was conducted. The segmentation 
process was performed synchronously with the fundamental 
frequency of the speech signal. This level of segmentation is 
subphonemic. Also the laringophone signal was used for 
calculation of the new types of informative features which are 
allowed to improve the efficiency of the segmentation and 
recognition processes. 

C. Automatic speech segmentation algorithm 
While solving different speech synthesis and recognition 

tasks, there is a necessity of using speech segmentation 
algorithms [12]. The process of speech signal segmentation can 
be performed by applying the different algorithms at different 
levels: sub-phonemic, phonemic, syllabic, the word level, 
syntagmatic, etc. The accuracy and stability of the 
segmentation results have significant influence on efficiency of 
the speech recognition process, and also on naturalness of 
synthesized speech. 

The effectiveness of segmentation algorithms can be 
evaluated by the following criteria: precision of the boundary 
determination, robustness, stability, computation speed. The 
main advantage of automatic segmentation algorithms in 
comparison with manual segmentation is the ability to achieve 
a high degree of segmentation results reproducibility. It means 
that the all boundaries between the two typical segments in 
different places will be detected in the same way throughout 
the whole signal.  

In the given work the several new approaches for solving 
the problem of speech signal segmentation by applying the 
additional modality - a signal of human vocal fold oscillations 
is used. In this case, the term "modality" means an existence 
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mode of an object or behavior of an occurrence or as a way of 
understanding of an object or an event. 

The automatic segmentation algorithms are used in the 
PDVP building process where, at the first stage, a continuous 
speech signal coming to the input is segmented, and then the 
process of multilevel classification and recognition of the 
obtained speech segment sequence is executed. These 
algorithms are also used for the formation of databases of 
speech segments that are directly used as patterns in the 
parameterized form during the recognition and synthesis 
processes. 

During the process of PDVP formation the special 
algorithm is also used for the automatic speech signal 
segmentation based on the use of changing dynamics analysis 
of the harmonic features of speech signals [4]. They are 
sequentially calculated for each period of the segmented speech 
signal in accordance with its fundamental frequency (pitch 
synchronous). The analysis of the used harmonic features 
properties shows the possibility of their use as additional 
informative features for the phonemes differentiation in the 
speech recognition algorithms (Fig. 2). 

 

 
Fig. 2.  The software unit with implemented algorithms of automatic 

segmentation of speech signal on the sub-word units. On this figure 
using the arrows the segment borders are marked. 

D. Automatic tuning of the recognition system to individual 
speaker characteristics using PDVP 
The important property of the automatic speech recognition 

system is the recognition accuracy. The recognition accuracy 
depends on the set of different factors. One of these factors is 
the ability of the system to recognize speech of different 
speakers. The majority of algorithms of recognition are 
constructed by the principle of comparison of a distinguished 
speech segment with reference segments of a database. 
Therefore those speakers will have the best results of 
recognition, whose speech characteristics correspond to speech 
characteristics of reference speech segments. The two ways of 
improvement of recognition quality are possible. 

The first way consists in increasing of quantity of 
accessible reference signals in a database. Thus reference 
signals should correspond to various speakers with various 
speech characteristics. At the realization of the given 
requirement there are certain complexities: it is inconvenient to 
carry out speech recording of dozens of speakers with various 

voice characteristics. It is caused by the fact that the voice of 
any person has quite unique characteristics. After increasing of 
the database size the laboriousness of recognition also 
increases. 

The second possible variant for the solution of the given 
problem is the development of the specialized algorithms for 
automatic adoption of the recognition system for the specific 
features of the speaker using PDVP. The given direction has 
been chosen in the process of the realization speech recognition 
system on the basis of this technology. 

The investigation and realization of the following 
algorithms were made for the solution of the given task: 

1. The algorithms for the estimation of the voice specific 
features (average values and temporal characteristics of 
formants, durations of phonemes, intonation contours, model 
parameters, etc.) 

2. The algorithm of spectral transformation of the one 
speaker signals to the signals of another speaker on the basis 
PDVP; 

3. The algorithm of fast reconfiguration of the recognition 
system from the voice of one speaker to the voice of another 
one. 

The software realization of the given algorithms in the 
structure of the speech recognition system has allowed to 
increase the accuracy of  the recognition with simultaneously 
decreasing the volume of speech databases. 

E. Speech synthesis personification 
The use of the PDVP technology in systems of speech 

computer synthesis which allow carrying out the 
personification of synthesis results, i.e. speech synthesis will be 
carried out by the voice of the person whose digital voice 
portrait was chosen for synthesis. The given aspect is promote 
the substantial increase of the synthesis result quality, because 
in the speech synthesis process the preference will be given 
basically to the high-quality PDVP, which provide the most 
natural sounding of the synthesized voice, while this voice 
itself is pleasantly perceived by ear. Thus, having the 
specialized software, every user of speech computer synthesis 
systems can create his own PDVP and use them for artificial 
speech synthesis. Users can carry out the PDVP exchange, 
choose for themselves the most pleasantly sounding voices, 
keep the PDVP of people dear to them. Most likely, of the 
greatest popularity will be the PDVP of celebrities (actors, 
singers, politicians), and also of people possessing unique 
voices (for example, professional announcers). Potentially, the 
PDVP can obtain the social function similar to the function of a 
digital photo: users can keep in electronic form the voice 
portraits of people dear to them, whom they hold in 
remembrance, so that to have a possibility to sound any textual 
information by their voice. On the basis of the given 
technology, the PDVP market presented in the form of 
specialized web-sites can be generated, where PDVP placing, 
exchange and sale are carried out. 
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F. Multilinguality, multiplatformness and open source 
The given PDVP technology is developed on the principles 

of open systems. All the project source codes will be in open 
access. In the process of the given technology development, the 
principle of multiplatformness for providing the maximum 
independence of software and technical platforms is used. On 
the basis of the given technology, the applications of computer 
speech cloning and synthesis, automatic speech recognition 
and identification of a person by his voice for various 
platforms: Windows, Linux, Android, iOS are developed. Also 
the special emphasis will be made on the developed technology 
adaptation for mobile platforms. 

The next important fundamental principle of the given 
project is multilingualism. The technology is developed, so that 
it would be possible to provide the support of personalized 
speech synthesis in most of the existing natural languages with 
minimum expenses, only at the setting level. In particular, in 
the course of the project realization, the synthesis support in 
the Kazakh, Russian and English languages with the possibility 
of further system expanding to other languages will be 
provided. For the system expansion to other languages, the 
resources of the international community of developers who 
will join the given project as its popularity increases will be 
used. All multilingual resources for the given system, and also 
its source codes will be consolidated in open access at the 
project official website. 

V.  CONCLUSION 

In the framework of the PDVP technology, the question of 
unification of user individual speech characteristics within the 
limits of the solution of three primary tasks in the field of 
speech technologies is investigated for the first time: computer 
speech synthesis, continuous speech recognition and speaker 
identification. The developed technology is promoting the 
increase in the quality of speech human-machine interfaces. 

In the course of the PDVP technology realization of the 
following main results are obtained: 

1. The technology for the automatic formation of the digital 
voice pattern of a person including the following elements: 
mathematical models and algorithms, the PDVP standard, the 
information system for the PDVP automatic formation. 

2. The PDVP based software for: computer speech 
synthesis, continuous speech recognition and automatic 
identification of a person by his voice 

3. The databases of different PDVPs balanced by the 
properties of the speakers. 

On the current development stage we finalizing the 
standardization of the PDVP technology and preparing it for 
open source availability. Also now we are work on improving 
the quality and effectiveness of PDVP based speech 
technologies. 
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Abstract—The Internet has become an integral part of 
human`s life with an ever increasing number of applications and 
services that it provides to its customers. Both the numbers of 
Internet users and services provided by the Internet continue to 
rise tremendously. Quality of Service (QoS) is the ability of a 
network to provide better services for the users to divide the 
bandwidth according to the needs of different applications. With 
an increase in demand for multimedia applications like video 
streaming, VoIP and video conferencing, larger bandwidth 
requirement increases drastically since such applications are very 
sensitive to delay, packet loss, and jitter. IPv6 has new  features 
which are designed to improve QoS supported by IPv4, as well as 
other improvements. This paper gives a comparative analysis of 
QoS architectures, namely Integrated Services (IntServ) and 
Differentiated Services (DiffServ), which are examined to see 
their effects for Voice over IP (VoIP) in IPv4 and IPv6 
environments. For comparisons, OPNET Modeler is used for 
network modeling and testing. The obtained test results show the 
importance of IPv6 to support multimedia applications on the 
Internet.  

Index Terms — QoS, IPv4, IPv6, IntSer, DiffServ, OPNET 

 

I. INTRODUCTION 
There is an increasing demand for multimedia applications 

such as videoconferencing, VoIP and video streaming which 
cause serious data congestion on the IP networks. In recent 
years, the Internet has become the communication 
environment not only for social and human interaction but also 
for business relations as well as to support education in 
universities and schools. In addition, technological 
developments have led to creation of enormous new 
multimedia contents such as 3D videos, interactive 
environments, network gaming, virtual worlds which require 
larger bandwidths to support such applications [1]. 

With the developments of multimedia applications over IP 
networks, the bandwidth consumption has become a serious 
problem between the Internet service providers and Internet 
users. Since the bandwidth is a precious resource in the 
networks, the IPv4 and IPv6 protocols, which are the main 
two network layer protocols, provide Quality of Service (QoS) 
for the applications to a certain extent. Here, QoS represents 

providing the requirements of a network application by 
managing the delay, delay variation (jitter), bandwidth, and 
packet loss parameters [2].  

In IPv4, QoS is provided by Type of Service (ToS) Field 
(also known as Differentiated Service field in the latest 
update) in IP header. The IPv4 ToS field is an 8 bit field with 
the first 6 bits known as the DiffServ Code Points (DSCP). 
The datagram's priority is defined with these precedence bits. 
It is a field in an IP packet that enables different levels of 
service to be assigned to network traffic [3]. 

IPv6, which is the successor of IPv4, implements QoS with 
the assistance of two fields: flow label and traffic class [4]. 
The 20 bit flow label field is designed to provide specific 
handling for a data flow. The flow is a unique combination of 
non-zero flow label and source address. The IPv6 routers 
provide service to the packets that belong to a particular flow 
in a similar way. The traffic class field is represented in 8 bits 
and is used for prioritizing the data packets similar to the TOS 
field of IPv4. The first 6 bits are used for classification of 
various packets [3].  

The concept of Quality of Service (QoS) refers to the 
ability to provide different services to network traffic of 
different classes. The ultimate goal of QoS is to provide better 
network services with dedicated bandwidth, controlled jitter 
and latency, and improved loss characteristics [2]. QoS is the 
ability to ensure the delivery of critical data flows; in other 
words, to ensure various performance criteria that determine 
the level of satisfaction of a network application. In addition, 
it offers an ability to define the attributes of the services 
provided, both qualitatively and quantitatively. Assurance of 
QoS is important if the network capacity is not enough for all 
applications, especially for multimedia applications such as 
real-time VoIP, online games and IP-TV, since these 
applications are sensitive to delay and often require fixed bit 
rate in contrast to other applications such as HTTP, FTP and 
E-Mail which are not sensitive to delay. 

QoS architectures which are designed by the Internet 
Engineering Task Force (IETF), namely integrated services 
(IntServ) and differentiated services (DiffServ), provide end-
to-end QoS in an IP network. These architectures have some 
QoS parameters such as bandwidth, latency and jitter which 
are under the control of service providers, and can be 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 427 12-14 Oct 2016, Baku, Azerbaijan



predicted and matched with the needs of the applications. The 
IntServ architecture provides a guaranteed end-to-end service 
through negotiations [5]. Applications ask for the level of 
service required to operate and rely on QoS mechanism 
provided by the network before beginning of the transmission. 
Applications do not send traffic before receiving a sign that 
the network is able to receive the burden to be loaded by the 
application and to provide the requested QoS. The other QoS 
model is the DiffServ architecture which provides a set of 
classification and queuing mechanisms to protocols or 
applications [3, 6]. DiffServ relies on the ability to classify 
packets of different types at edge routers or hosts. Network 
traffic can be classified based on network addresses, protocols 
and ports, the ingress interface, or other parameters as long as 
it is supported by a standard access lists or extended access 
lists. Then, the routers are expected to give priority to specific 
classes depending on the application requirement. 

The main contribution of this paper is to provide a 
comprehensive analysis for QoS architecture’s performances 
in IPv4 and IPv6 networks for VoIP applications. IPv6 is an 
emerging technology and many studies evaluate its 
performance when it is used on traditional IP networks. 
Various studies compare IPv4 and IPv6 performances for 
different traffic types such as FTP and HTTP. However, there 
are only a few studies evaluating the performance of VoIP, 
especially real-time, applications with other traffics on both 
IPv4 and IPv6 networks. 

The paper is organized as follows: In Section II, we 
provide an overview of QoS architectures. Section III explains 
the test environment. Obtained test results are given in Section 
IV with discussions. Finally, Section V concludes the paper. 

 

II. QOS ARCHITECTURES 
The IETF has designed two architectures for delivering 

end-to-end QoS in an IP network. These architectures are 
IntServ and DiffServ [7] which are explained in the following 
sub-sections. 

A. Integrated Services (IntServ) 
IntServ is a communication model for data networks 

designed and developed by IETF to meet a wide range of QoS 
requirements of various devices and applications in a 
computer network [5]. In this architecture, network 
applications make a request in advance about QoS 
requirements that they need. The request is usually sent by 
signals in the communication process to form a flow as a type 
of virtual circuit between the transmitter and receiver 
including also all routers along the path. Resource Reservation 
Protocol (RSVP) is used for this signaling process [8]. This 
model realizes and maintains all individual flows in the routers 
and assures timely delivery of packets. A user or application 
sends information to the network about the QoS requirements 
for the traffic profile. The traffic profile determines the 
requirements, e.g., how much bandwidth and delay should be 
provided. After getting confirmation about the QoS request 
from the network, the application is allowed to start sending 

and receiving data. The transmitted data must be within the 
limits given by the QoS device without any exceptions. 

In the IntServ model, applications are required to reserve 
resources for each flow. IntServ creates a flow as a virtual-
circuit that requires a signaling system to build up virtual 
circuit before the data transmission. RSVP is a signaling 
protocol to reserve certain amount of bandwidth for the 
requesting applications. RSVP is an independent protocol 
from the Integrated Service model. Therefore, RSVP can also 
be used in other models to create virtual-circuits [8].  

In RSVP protocol, the sender sends a PATH message 
towards the receiver to inform it about the attributes of the 
desired traffic. Along the path each intermediate router moves 
this message to the next hop specified with the routing 
protocol. When the receiver approves the flow, it sends a 
RESV message that is moved hop by hop in the reverse 
direction towards the sender. The intermediate routers along 
the path may accept or reject this request; if the same request 
is accepted, resources are allocated, and then RESV message 
is moved towards the sender. On the other hand, if the request 
is refused, RESV-ERR message (error message) is sent by the 
intermediate routers back to the sender to inform that the 
request is rejected. If the sender receives a RESV message, 
then that means the resources have been allocated successfully 
and data can be send to the receiver. At the end of 
communication, the receiver sends a RESV-TEAR message 
towards the sender to delete the resource allocation. In turn, 
the sender sends PATH-TEAR message to remove the path 
stated in all routers [8].  

Although IntServ provides guaranteed services for network 
applications, there are two issues with this model when it is 
applied to the Internet: 

1. In this model, each router stores information for each 
stream. In fact, if this model is used widely in the Internet, 
then the routers will be overloaded and become slow, since too 
much information is stored for each flow by the routers on the 
path (scalability problem). 

2. The IntServ model only provides two kinds of services: 
guaranteed and control-load. If an application requires another 
service different than these two types, then it is not possible 
(restriction on service type). 

B. Differentiated Services (DiffServ) 
The DiffServ model is a QoS support technology which is 

based on the class of service quality designed for IP. The 
purpose is to provide differentiated services for different types 
of applications on the Internet. It provides a traffic flow with 
predictable parameters like latency, bandwidth and packet 
loss. The IETF has developed this model to address the 
weaknesses of the IntServ model [6]. There are two main 
changes in it as follows: 

1. The basic process shifts from the centre of the network 
(core routers) to the edge of the network (edge routers or 
hosts). As the routers do not need to store information about 
the flow, scalability issue in the IntServ model is solved. 
Applications or hosts define the type of services they need 
before sending packets. 
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2. The service per-flow is converted into per-class service. 
A router has to route packets formed on the class of services, 
e.i., the service class is not specified in the flow, but specified 
in the packet. This feature can solve the restriction issue on the 
type of service accordingly and it can define different classes 
depending on the application demands. 

The IETF has decided to change the TOS (type of service) 
field in IPv4 and the traffic class field in IPv6 with 
Differentiated Services (DS) field [3]. Therefore, both the 
IPv4 and IPv6 packets have a field named the DS field. The 
value of this field is set at the boundary of the network by the 
sender host or the first router designated as the boundary 
router. The DS field has two sub-fields. The first one is named 
DiffServ Code Point (DSCP) consisting of 6-bits which 
determines the activity of router per-hop behaviour (PHB). 
The second field is defined as Currently Unused (CU) in RFC 
2474 [3] and modified as Explicit Congestion Notification 
(ECN) in RFC 3168 [9], which is used by end-systems for 
notification about network congestion. 

A router with DiffServ capability uses the 6-bit DSCP to 
refer an index table in which the packet handling mechanisms 
of the classes are defined when they are being processed. 
Some group of packets share a DSCP value so it refers to one 
Behavior Aggregate (BA), therefore core routers need to take 
only BAs into account instead of individual flows [3]. 

The per-hop behavior (PHB) specifies the packet 
forwarding properties relating to a particular class of traffic. 
This makes it possible for the network devices to prioritize 
traffic accordingly. Intermediate routers in the network can 
use the DSCP marking to make decisions based on how they 
are configured, to choose a particular PHB to ensure the flow 
of packets. This enables applications to function as designed. 
When DiffServ bits are set to zero, it indicates that there is no 
special handling requirement for this package in the network. 
Other marks should be in accordance with a specific 
forwarding behavior [10]. Differentiated services are split into 
two categories termed as assured forwarding and expedited 
forwarding. 

Assured Forwarding (AF): AF provides a number of DS 
code points assigned to four AF classes (queues) known as 
AF1 to AF4. In each class, there are 3 bits of AF code which 
is described as low, medium and high, indicating the 
possibility of packets being dropped from that class. For each 
class, various levels of service are guaranteed, and drop 
precedence is used inside a class to specify the relative 
importance of the packet in case of congestion. The major 
objective of this PHB is to guarantee delivery as long as a 
given rate is not overridden. AF traffic is not subject to 
quantifiable time requirements such as jitter or delay [11]. 
Table 1 shows the DSCP values for the generally used four AF 
classes.  

 

 

 

 

TABLE 1: THE DSCP VALUES FOR THE FOUR AF CLASSES [12] 

 

Expedited Forwarding (EF): This service is described as 
Premium Service which is specially designed for traffic flow 
that requires low latency, low jitter such as multimedia real-
time applications (video, voice, etc.). EF minimizes delaying 
of the packets. So, packets face very small or no queues in 
some cases and their processing are independent from the 
network load [13]. At edge routers of a network, the total EF 
traffics maximum rate must be less than the bandwidth of the 
slowest link in the network. As a result of that, this approach 
ensures bandwidth availability even in the congestion, all EF 
packets are not overloaded and can present desired behavior. 
 

III. TEST ENVIRONMENT 
OPNET Modeler is used for modeling and testing a 

network appropriate for the QoS architectures. The basic 
characteristic of OPNET is to provide different real-life 
network configuration capabilities which can make the 
simulation environment closer to reality [14]. The advantages 
of OPNET compared to other simulators include Graphical 
User Interface (GUI) for modeling, comprehensive library of 
network protocols and models, graphical interface to view the 
results, availability of documentation for the user to develop 
the network models. 

Figure 1 shows the network topology used in this study. As 
seen in the figure, the router R1 is connected to the router R2 
using a bi-directional DS1 link (1.5 Mb/s), whereas other 
workstations and servers are connected to each other via 10 
BaseT (10Mb/s) links. The Profile, Application and QoS 
Attribute definitions are modified to support the network 
design. 

The following six scenarios are modeled and simulated in 
this study.  

� Scenario 1: DiffServ in IPv4 Network  
� Scenario 2: DiffServ in IPv6 Network  
� Scenario 3: IntServ in IPv4 Network  
� Scenario 4: IntServ in IPv6 Network 
� Scenario 5: Best effort in IPv4 Network 
� Scenario 6: Best effort in IPv6 Network 

 
The attributes of the routers, workstations and servers are 

defined to support the related scenarios. The QoS 
configuration is modified to present each simulated service 
model. The modeled networks are simulated for one hour 
duration using three applications which are web (HTTP), 
VoIP, and video conference. Among these different 
applications, VoIP has the highest priority and we aim at 
seeing the QoS provided by different architectures to this 
application. The statistics, which are important in the 
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evaluation of the networks, are collected. These statistics can 
be global representing all network components or local 
representing only one selected network component.  

Fig. 1. Network topology for QoS architectures 

IV. TEST RESULTS AND DISCUSSION

Figure 2 shows end-to-end delays for IntServ, DiffServ 
and Best Effort over the IPv4 and IPv6 networks. The values 
of IntServ and DiffServ over both IP versions are closer to 
zero in contrast to the Best Effort services. The large affect of 
QoS model on minimizing the delay compared to Best Effort 
technique, which uses FIFO as queuing algorithm, is 
noticeable with the obtained results. 

Fig. 2. Average end-to-end delays for 6 scenarios 

Fig. 3. Traffic sent    Fig. 4. Traffic received 

Figure 3 and Figure 4 show the average traffic sent and the 
average traffic received by the voice application, respectively. 
As seen in the graphic, generally traffic sent in IntServ is 
higher for both IPv6 and IPv4. IntServ assigns a dedicated 
bandwidth for voice flows, so these flows of packets have 
more facilities to reach to destination than DiffServ which 
handles the classification of packets at edge routers. There is a 
slight difference between IPv4 and IPv6. 

Figure 4 shows the average traffic received for the voice 
application. DiffServ has more traffic received than IntServ 
and both of them have less traffic received in IPv6 with small 
differences. DiffServ has more traffic received because it 
classifies the packets according to DCSP values assigned to 
packets at the network's edge, so, DiffServ processes packets 
much faster than IntServ in the core network. For DiffServ, 
the Expedited Forwarding (EF) is used in this work. EF 
minimizes delay that the packets face with and it has very 
small or has no queues in some cases and their operation is 
independent of the other loads in the network. IPv4 has more 
traffic received than IPv6, because the header size of IPv6 is 
bigger than IPv4. As a result, IPv6 has more packet drop and 
less traffic received compared to IPv4 [15]. 

Table 2 shows the percentage of loss packets in voice 
application over IPv4 and IPv6 when IntServ and DiffServ 
mechanisms are used. The heavy traffics load in the network is 
the main reason to increase loss packet ratio because the 
buffer becomes full which causes packet drops. The obtained 
results show that DiffServ has better performance in terms of 
packet loss. 

TABLE 2: VALUES OF LOSS PACKET RATIO IN VOICE APPLICATION. 

Figure 5 shows the average end-to-end delay in voice 
application. DiffServ presents less packet delay in both IPv4 
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and IPv6 in comparison to IntServ, and the delay over IPv6 is 
less than the one over IPv4 in both QoS architectures [16]. 

Fig. 5. Average end-to-end delay in voice application 

In DiffServ based networks, all flows categorized into a 
given QoS class share the common network resources, 
therefore, the end-to-end queuing delay of a specific flow 
must be based on the amount of traffic from other flows which 
are part of the same class. The queuing delay in a DiffServ-
based network may be less than the one in an IntServ-based 
network. In IntServ-based networks, each flow reserves 
network resources and the reserved resources are utilized by 
the flow with the highest priority. Hence, the maximum end-
to-end queuing delay of a flow is possibly only predicted 
precisely from the amount of the reserved network resources. 
As a result, we find that DiffServ architecture causes smaller 
queuing delay than IntServ architecture. The obtained results 
are in line with the results given in [16], which investigates the 
performance of DiffServ and IntServ.  

Fig. 6. Average jitter in voice application 

Figure 6 illustrates the average jitter in voice application. 
The value of Jitter over IPv4 is higher than IPv6 for both QoS 
architectures. Both DiffServ and IntServ have closer jitter 
values to each other over IPv6. IPv6 supports classification of 
packets by using the flow label in header field, so, this field is 

used for reducing the total time processing load at the routers 
in a network and this situation results in minimizing jitter 
affect in the network. For the sake of voice application to be 
understandable, the voice packets need to reach at regular 
intervals.  

V. CONCLUSIONS

In this paper, we have tested the performance of QoS 
architectures for VoIP applications over IPv4 and IPv6 
networks. The obtained results show that QoS service 
architectures provide clear advantage compared to best effort 
service. When we compare QoS architectures, DiffServ gives 
better performance than IntServ over both IPv6 and IPv4 
networks when multimedia traffic exists simultenously with 
other traffics on the network. IntServ produces more delay and 
jitter. On the other hand, IPv6 provides better delay and jitter 
than IPv4. Considering four scenarios with QoS, DiffServ 
over IPv6 network is the best solution for VoIP applications. 
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Abstract—Scientific problems, related to the interaction 
between IT-services suppliers and consumers in the cloud 
environments, has been described. The analysis of quality 
metrics, used for IT-services estimation, has been carried out 
taking into account the specificity of the cloud infrastructure that 
focuses on large-scale scientific problems solving. The technique, 
used for the visual express quality estimation of IT-services, has 
been proposed. The method of parallel coordinates has been used 
for multidimensional data visualization. The proposed technique 
can be used as an effective instrument for visual analysis of cloud 
services functioning (the dynamics of their quality indicators is 
considered). 

Index Terms—Cloud Computing, Quality of Service, Quality 
Metrics, Data Visualization, Parallel Coordinates Method. 

I. INTRODUCTION

Cloud services mean an approach to the IT-infrastructures 
creation in which the consumer gets the required IT-resources 
from external providers in the form of web services. The key 
features of such services are the following: self-service on-
demand, broadband network access, resource pooling, instant 
flexibility, measurability of the provided services [1]. The 
cloud solutions implementation can be a rather profitable 
alternative decision for the enterprise (in comparison with 
private IT-infrastructure maintenance). Clouds can save the 
costs that are usually spent on the purchase and support of the 
private computer equipment. Moreover, it can be helpful to 
adjust the amount of simultaneously used resources paying 
only for the consumed volumes. In addition, this approach 
allows business processes to be simplified within the company 
as the most of issues (relating to IT) are outsourced to cloud 
provider. Under these conditions, the actual task is to ensure 
the required level of cloud services quality.  

There are many techniques helping to organize the 
management activities for IT-service provision. For example, 
there are the following: ITIL (IT Infrastructure Library), MOF 
concept (Microsoft Operations Framework), COBIT standard 
(Control Objectives for Information and Related Technology) 
[2–4]. However, none of these techniques can provide 
exhaustive and scientifically grounded recommendations on 
the formation or improvement of IT-service management 
structure in order to increase its efficiency in cloud 
environments. 

II. PROBLEM STATEMENT

In this study, the authors discuss the visual quality 
estimation technique for cloud services that solve scientific 
problems. Cloud services usage can significantly increase the 
availability and simplicity of the large-scale computational 
experiments implementation needed for interdisciplinary 
scientific research. At the same time, there is a problem of 
"trust" to the cloud environment from the researchers’ side. It 
will be appreciated that some of the users, involved in large-
scale scientific problems solving, do not have the necessary 
level of competence for the installation, configuration and 
sharing scientific applications in the cloud. The collusional 
situations that arise during the scholars’ work just exacerbate 
the problem of "trust" to cloud technology. Thus, cloud 
providers urgently need new approaches and technologies that 
are suitable to meet the following functional requirements: 
1) to estimate the degree of data processing criticality for
large-scale scientific problems solving; 2) to organize the
guaranteed management of IT-services quality to resolve the
considered contradiction.

Cloud service providers are interested in using simple 
visual tools that give users an opportunity to evaluate the 
quality of IT-services in the cloud and to calculate the 
financial benefits from cloud computing introduction. 

The object of the study is associated with methods for the 
IT-services quality evaluation in the high-performance cloud 
environments, focused on the large-scale scientific problems 
solving.  

The subject of the study is connected with the process of 
the interaction between the actors in cloud environment. 
Properties of the actors and the main scenarios of their 
interaction are described in the extended reference model [5–
7] that takes into account the specificity of large-scale
scientific tasks. In this model, the following cloud actors are
considered: Consumer, Provider, Auditor, Broker, Crisis
manager and Composite architect.

The aim of the study is to offer an efficient adaptation of 
the existing imaging techniques to the problems of visual 
quality estimation of services in cloud environments that 
focuses on large-scale scientific problems solving. 
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III. QUALITY INDICATORS ANALYSIS FOR IT-SERVICES IN
CLOUD ENVIRONMENT 

Many of the standards that are currently applied to cloud 
computing have been developed for "before-cloud" 
technologies (such as web and telecommunication services). 
Currently there is an active development of standards and 
guidelines that are designed specifically for cloud services. The 
"cloud" standards are developed in two directions: technical 
solutions and business solutions. Basic provisions of these 
standards that take into account the business purposes were 
formulated in ETSI (European Telecommunications Standards 
Institute) [8]. Among the technical solutions, it is possible to 
distinguish four categories of cloud standards that are used for 
IT-services quality estimation. These categories have the 
following notations: security, interoperability, data portability 
and reversibility.  

Based on data that was taken from the works [9-11], the 
authors proposed a hierarchy of indicators for cloud services’ 
quality estimation (fig.1). The level L0 corresponds to the 
global level estimation of the quality of cloud services. The 
level L1 corresponds to a set of requirements that are imposed 

on the participants that provide or use cloud services. At the 
level L2 the decomposition of requirements for cloud services 
was carried out. As the result, the three groups were obtained. 
The� have the following notations: 

• Requirements to financial indicators of business
processes.

• Requirements to indicators of supporting processes of
IT-services.

• Requirements to technical indicators.
The levels L3 � L4 detail the elements of the second level

by presenting different types of measured metrics and 
calculated indicators, for example, such as the following: 
financial indicators, qualitative indicators, probabilistic 
indicators; indicators that take into account the service level 
management and the availability of service. 

The technical performance requirements are based on the 
NIST standards [12,13] that include five most important 
characteristics of cloud services (on-demand self-service, broad 
network access, resource pooling, rapid elasticity, measured 
service).  

Fig. 1.  Hierarchy of quality indicators of services in cloud environments 
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IV. VISUALIZATION TECHNIQUE

The proposed technique of visualization is based on the 
modern concept of Visual Analytics (VA) that is also called 
Visual Data Discovery (VDD) [14]. Such systems are designed 
to help the low-complemented user to get brief, easy to 
understand information about the values of cloud services’ 
quality indicators. It can improve the efficiency of distributed 
calculation used for the solving of large-scale scientific 
problems. Such systems have a thick layer of automatic data 
analysis. In the context of the study, this layer implements the 
calculation of complex quality indicators based on measurable 
metrics and then transmits the information to the visualization 
layer. 

Dashboards are one of the most important elements of the 
user’s interface in visual analytic systems. They provide 
multiple visual indicators on a single page. The authors 
propose to use the method of parallel coordinates [15] and petal 
charts for multidimensional data visualization. The method of 
parallel coordinates provides an opportunity of effective 
multidimensional data visualization even if the information is 
measured in different scales. In addition, a researcher can 
easily determine if there is a correspondence between the 
requirements (SLA, etc.) and the values of IT-services’ quality 
indicators. 

The proposed technique has the following steps: 
1) Getting the data of cloud services monitoring. The

information, containing measured values of metrics, is 
received from the monitoring systems and then it is 
transmitted to the analytical processing system. The metrics 
are grouped in accordance with the requirements of the 
financial, technical and other indicators (fig.1).   

2) Complex quality indicators calculation. For each group
of indicators and for a certain period of time the complex 
indicators are calculated based on the values of measurement 
metrics. 

3) Visualization. Visual researcher’s interface is represented
as a Dashboard. For each group of quality indicators it is 
possible to choose the form of presentation: radar chart or 
parallel coordinates. Data normalization is performed only for 
the method of parallel coordinates. It allows to visualize the 
degree of closeness between the quality indicators’ values and 
the critical values that are defined in the SLA.  

Example.  Let’s represent the values of technical indicators 
shaped like parallel coordinates (fig.2). The considered 
indicators are the following: Service Availability, Service 
Unavailability, Mean Time Between Repairs (MTBR), Mean 
Time Between Failures (MTBF), Access Control Violations. 

Fig. 2.  Visualization with parallel coordinates  

The presented information has been collected for a period 
of six months. Each line represents a set of indicators for a 
particular month. The researcher has the opportunity to 
enhance the color of the necessary visual elements and to 
analyze the relevant indicators. For example, in January 
5 events of Access Control Violations took place. The current 
value of the Service Availability indicator was 0.9998, etc. 

The radar charts are a more compact form of visual 
representation of the monitoring results that are concerned 
with the quality of cloud services. To construct the radar chart 
a researcher selects a set of IT-services’ quality indicators that 
is denoted as {Pi}. The selected indicators are plotted on each 
of the radar chart axes. The relative indicator value is 
determined for each axis. It forms the outline of balanced 

solutions that are denoted as K (fig.3). This outline limits the 
balanced solutions area that is denoted as SK.  

Lower Error
Threshold

Lower Warning
Threshold

Upper Warning
Threshold

Upper Error
Threshold

Fig. 3.  Pi  � Parameter Thresholds 

The outline of acceptable QoS level (green zone for each 
indicator) forms the area that is denoted as SY. This area 
should be located: 1) within the outline K, if the {Pi} is 
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bounded above; 2) between the zones SK1 and SK2, if the {Pi} 
is bounded above and below (fig 3); 3) over the area SK, if 
the {Pi} is bounded from below.  

The difference between areas that are limited by the K 
and Y outlines (Eq. 1) forms the "imbalance" zone that is 
denoted as D. This zone illustrates the reserve of quality 
services’ indicators on the radar chart. This reserve is formed 
according to the amount of computing resources that were 
allocated in conformity with the service level agreement 
(SLA) that is signed between the Cloud Consumer and the 
Cloud Provider. In efficient SLA this reserve is minimized. 

SD = SK − SY.   (1) 
An example of quality indicators visualization by using a 

radar chart is shown in Figure 4.  

Fig. 4.  Visualization with radar chart 

Measurable metrics from the L2
2 group were selected for 

visualization. They are the following: Percent of SLA 
Requiring Changes (%SLA); Average Time of Problem 
Detection (�³µD); Average Time of the Incident Closure 
(CTI); User Downtime (UD); The number of SLA violation 
(NV1); Number of SLA Violations at the Provider's Fault 
(NV2). All of the selected metrics are limited to the top. The 
averaged results of a survey of 150 respondents working on 
the problem of distributed simulation and limit values of the 
metrics are shown in Table 1. 

TABLE I.  QUALITY METRICS VALUES

Quality levels Measurable metrics 
%SLA ATPD 

(min) 
CTI 

(min) 
UP 
(min)

NV1 NV2

Lower Error 
Threshold 

40 120 180 600 25 10 

Lower Warning 
Threshold 

36 90 120 480 15 7 

Respondent 27 47.2 82 248 8.5 3 
Normalization 0.675 0.39 0.46 0.41 0.34 0.3 

A researcher can analyze the dynamics of the cloud 
services’ quality indicators by months based on the complex 
of diagrams similar to those that are shown in fig. 4.  

V.  CONCLUSION

The proposed estimation technique for visualization of 
cloud services’ quality, dispute from the known decisions, is 
oriented on the visualization of calculated complex quality 
indicators. This technique can be implemented in the 

decision-support systems for management of cloud services’ 
quality.  

It can be used as a part of Visual Analytics system that 
can be rather efficient in services’ quality management for 
cloud environments that focuses on large-scale scientific 
problems solving. 
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Abstract—At present, the interest in application of 
synchronous machines in the various systems of the electric drive 
and energy sources is still growing. Synchronous motors and 
their modifications (ac converter-fed motor, etc.) enable to 
develop low-noise, reliable and economically efficient electric 
drive systems. The article is devoted to research and development 
of a common methodology for the creation of mathematical 
models and information technologies for solution the problem of 
decision-making under conditions of uncertainty of input data. 
The peculiarity lies in the fact that all types of interval 
uncertainties have a specific semantics and, as a consequence, the 
“dimension”.  

Index Terms—Ethernet, static error, control systems, oil and 
gas industry 

I. STATUS  PROBLEMS IN THE MARITIME INDUSTRY

With the view of the allocation of resources in the Russian 
waters, it is clear the future direction for development of 
Russian offshore hydrocarbon production. It will be aimed at 
the waters of the Arctic shelf in the long run, where most of oil 
and gas reserves are concentrated. The Far Eastern shelf will be 
paid attention to as well, where at the moment one of the most 
important strategic oil fields (shelf of Sakhalin) are located, 
and the Caspian, the Black and Azov Seas, including the 
recently annexed territory of the Crimean Peninsula with a 
number of nationalized marine and terrestrial deposits (mostly 
gas ones). 

If we take into account the assessment by O.Prischepa, 
General Director of the Federal State Unitary Enterprise "All-
Russia Petroleum Research Exploration Institute" (VNIGRI), it 
is still too early to speak about the guaranteed prospects for the 
Russian shelf, because of the complexity of production and the 
lack of the required technology and expertise to develop the 
Arctic shelf, as well as all the environmental hazards which can 
be associated with its development. Severeoperational 
conditions (storm, movement and the formation of ice, the ice 
cover of the sea, the critical temperatures, etc.) and the borders 
of areas of the Arctic waters under dispute, cause problems, 
due to which the permanent suspension of the plans of works, 
carrying out for the development of the Arctic shelf and legal 

restrictions of the development activities will last for more than 
one year [1-10]. According to the General Director of VNIGRI 
and results of survey to 108 respondents [2, 11], among which 
oil and gas giant Russian market research companies and 
organizations engaged in services and equipment, it becomes 
clear that at the moment the most promising hydrocarbon 
deposits are located on  the Caspian shelf (Korchagin field V. 
Filanovsky (12-15 million tonnes / year), as well as Sarmatian, 
and cross-border Khvalynskoe Rakushechnoye). Rights for the 
development of these fields belong to the JSC "Lukoil". The 
second promising area is the northern Sakhalin shelf, namely 
the projects "Sakhalin-1" and "Sakhalin-2" (oil extraction is 
estimated as 20 million tons / year and gas as 30 billion cubic 
m / year). Operators are Royal Dutch Shell and JSC "Gazprom. 
Further, the Arctic shelf and the shelf of the Black and Azov 
seas are next in the ranking. 

Analyzing the assumption by O.M.Prishchepa and the 
survey results, we can understand that the main focus is aimed 
at the development of Russian oil and gas fieldsalready 
available by their natural (available depth, the impact of 
weather conditions), technical (available to the technical 
equipment) and economic (profitability of production) factors. 
Now, the technical equipment, required for the development of 
the shallow shelvesin the Caspian, Black, Azov Seas and the 
Sea of Okhotsk, as well as natural and weather conditions, are 
conducive to the normal development of fields located in these 
waters almost without any problems. These factors are the 
primary cause of slow development of the Arctic shelf, though 
the bulk of offshore hydrocarbons are found there [9-13]. 

Implementation of innovative techniques and equipment 
capability for the development of the Arctic shelf is still poor. 
The reason for this is the insufficient knowledge about areas 
and lack of world practical experience gained over the years of 
the offshore production in the Arctic with its harsh conditions. 
However, this does not in any way will be the cause of refusal 
in favor of Arctic hydrocarbon production in the long term. For 
example, Prirazlomnoye field in the Pechora Sea is still quite 
promising. It is located 55 km offshore. This field was put into 
service in 2013 and currently is the only Russian Arctic 
offshore field. For the first time production of hydrocarbons is 
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carried out in the Arctic shelf the in a similar way, with the use 
of a fixed platform "Prirazlomnaya". 

The Ministry of Natural Resources and Environment also 
provides the data (Table 1) on the resource potential of the 
RussianArctic waters in terms of billion tons of oil equivalent, 
according to which you can see the actual distribution of 
offshore resources in 2013 [9-14]. 

TABLE I. THE RESOURCE LEVEL OF CERTAIN ARTIC WATER BODIES IN THE 
RUSSIAN FEDERATION IN THE BILLION TONS OF THE OIL EQUIVALENT  

Arctic waters Resource level Booked reserves  
The Barents and Pechora 
Seas 

30.3 4.95 

The Bering Sea 1.08 0 
The East Siberian Sea 5.58 0 
The Kara Sea 41.2 4 
The Laptev Sea 3.26 0 
The Sea of Okhotsk 8.7 1.7 
The Chukchee Sea 3.3 0 
Totally by water bodies 93.42 10.65 

Thus, with the further development of marine 
energyproduction, the priority will be sea hydrocarbon 
production in the Russian continental shelf, which share in the 
Russian total production will grow from year to year. Over the 
period from 2010 to 2014, there were drilled 18 prospecting 
and 17 exploration wells on the Russian continental shelf with 
the 26 discovered fields, mainly in the Far East region and 
almost 122 licenses were issued for development in the period 
from 2015 to 2020. Most (60%) of the licenses shall apply to 
the waters of the Arctic seas. Main companies, that will 
develop these fields, were Rosneft, Gazprom and Lukoil. At 
the beginning of 2015, twenty-two deposits were discoveredin 
the Russian Western Arctic seas and eighty-eight exploratory 
wellswere drilled.  

Taking into account the geographical position of Russia, 
where a large part of the shelf is located in the Arctic and 
northern regions, one should expect the implementation and 
development of breakthrough technologies there. This is one of 
the important aspects in solving the problem how to extract the 
challenged Arctic hydrocarbons. At the same time if you really 
look at the situation in the near future, Russia will not be able 
to switch to the Arctic hydrocarbon reserves as an alternative 
energy supply. It is necessary to arrange the deep-water 
exploration and production of oil and gas reserves at this stage, 
as most of the shelf and deep waters remain unexplored (Black 
Sea). According to [4-11], 60% of experts believe that to 
develop Russian offshore projects only on their own, without 
the use of foreign technologies is not possible. This fact should 
be taken into account as well. These technologies include: 

� Technologies and equipment providing subsea
extraction, drilling equipment.

� Support fleet with available heavy lift capacity.
� High-frequency and wideband 3D seismic survey.
� Information Systems.
� Technology of controlled deep-sea drilling.

� The equipment capable of being operated at extreme
temperatures and icing conditions, for year-round
drilling in the Arctic and Far Eastern regions.

� Drilling platforms.

II. METHODS OF NETWORK ARRANGEMENT SELECTION

As the physical level and network protocol information 
channel for most of the personal computers (PC) and the 
equipment units controllers Ethernet network protocols used at 
a data rate of 100 Mbit / s. 

Communication through Ethernet is performed between the 
workstation and the remote input-output V-DAQ ™ (placed on 
workstations), and the corresponding controller hardware 
devices. 

Copper cable Category 5 (CAT-5) is typically used for 
devices, placed near each other (in the same cabinet or adjacent 
cabinets). At large distances, typically use a multimode optical 
fiber cable range of 62.5 / 125 micron. 

The Amphion network is commonly used communication 
via the bus PROFIBUSDP. Communication protocol 
PROFIBUS is an international standard channels of 
communication between hardware controllers, remote input 
and output devices, actuators, valves, operator interfaces and 
computers. The PROFIBUS network supports data rates over 
copper twisted pair or fiber optic cable up to 12 MBd. And 
application-level interface communication link between the 
remote controller and the equipment input-output devices are 
typically implemented as PROFIBUS networks. 

The methods involve performing the following steps: 

To generate a range N  of possible network interfaces; 

To generate a range O  of analyzed parameters in the 
network interfaces; 

To generate a range of weights V, where Vvi � , is weight 
assessment of the characteristics O�iP ; 

Reset to 0 is , for all Ssi � ; 

To build up a set of total weights S, where si�S, is the total 
weight of the network interface N�iQ ; 

To choose the parameter O�iP , 
< =< = iiiii vOFss O�N�
� PQ , , where < =O�N� iiO PQ ,  is 

the function equal to deviation of the network analyzed 
parameter N�iQ , from the parameter reference value Pi�O; 
F(х) is  a serial number in the ascending-sorted set of values for 
the function < =O�N� iiO PQ , ;

To eliminate  OfromiP , R�Oif , go to para 6; 

To choose
iSs

ss
i�

� minmin
, that means that the network 

interface Qi is best suited for this problem of automation. 
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Table 2 is a comparative table of parameters of the most 
popular local microcontroller networks in respect of the busbar 
characteristics.  

TABLE II. SPECIFICATION FOR NETWORKS 

Busbar type RS-485 I2C LonWor
k CAN MicroLAN 

Max length of wire, m 2000 8 72 40 300 

Max number of 
attachment units  32 14 127 127 256 

Mains supply - + - - + 
Number of wires in a 
busbar  2 4 2 2 2 

Availability of stand-
alone devices  - - + - + 

In analyzing networks as well as their performance and 
search for optimal data transfer routes, it is helpful to apply the 
graph theory [1-6]. The weight of the arc in the graph is as 
follows [7-15]: 

22 )()( jijiij yyxxu �
��
, (1) 

where xi, yi are Cartesian coordinates of the vertex vi, xj, yj 
are Cartesian coordinates of the vertex vj. 

In [8] the notion of the vertex separation number is 
introduced: 

)],([max)( jiVvi vvdvC
j�

�
, (2) 

where 
),( ji vvd

is the shortest distance between 
vertexes i and j. 

�
�

�
ijTjk

kjji uvvd
,

),(
, (3) 

where Tij is a graph simple path G (V, U) with the 
beginning in the vertex vi and the end in the vertex vj. [13-17]. 

Thus, the length of the maximum segment is as follows: 

)],([max)( jmVvm vvdvC
j�

�
, 

where vm is the vertex where the network manager is 
located.  

The graph radius, being the minimum one of the 
eccentricities of the connected graph vertexes, is determined 
with the expression [9-18]:  

< =A Bjm vvdR ,min0 � . 

Use of the graph theory makes possible to search the 
optimal route for transfer of the information control packets. In 

searching this route, such options as reliability of the data 
transfer, network delay, discard probability; channel loading, 
etc. should be taken into account.  Setting of the network load 
simulation problem. The main parameter of the data network is 
the network traffic. In this system, traffic is a random fuzzy 
variable. While studying and assessing the performance of the 
proposed model, one may make load forecasts both for certain 
network channels and for the network as a whole. This 
simulation system may be a part of the computer-aided design 
engineering of data-processing networks.  

Simulation time means step-by-step time, i.e. network 
traffic changes at all the network nodes with every step. 
Alternators of the network traffic are divided into the following 
types: expansion-operating generators (generators that go off 
just once per a finite number of steps of time); and 
continuously operating ones.  

Dependence of transmission reliability on the traffic 
volume. 

Assessment is produced as a fuzzy random value (FRV) of 
the following type: 

S T332211 /,/,/ PAPAPATr � , 

where 321 ,, AAA  are certain fuzzy sets and 321 ,, PPP  are a 
fuzzy membership function [14-17].  

Remote input-output devices collect data for the hardware 
controller and can be configured to address a wide range of 
local and remote input-output tasks. 

Sensors and controls equipment and workstation using a 
wiring connected to the remote input-output device. Hence, by 
a single cable PROFIBUS communicates Remote input-output 
devices to the controller hardware or other information 
processing devices. 

WITSML, PRODML, RESQML allow greater detail 
description of objects - roughly an order of magnitude. And 
because the standards are designed so that there is no pre-set 
restrictions on how to name the parameters, it is possible to 
extend the range of data going beyond standard, respecting the 
full compliance with the standard. Theoretically, you can 
expand the standard to an unlimited number of parameters. 

Motor winding is non-uniform heat transfer system from 
conductors through several layers of insulation to the boundary 
separating mechanism and the external environment. The high 
thermal conductivity allows the winding to prevent the absence 
of significant temperature gradients in some of its points. Thus, 
despite heterogeneity of heat transfer, it may be considered that 
the average winding temperature differs slightly from the 
temperature in each of its points. Parameters of the process of 
heat transfer may be treated as average ones throughout. The 
heat capacity of the environment is infinite; the ambient 
temperature is constant. 

Availability Server field, supporting this standard, it 
became possible to combine all fields data from all sensors and 
rig in one place, which in turn allows you to: conduct a full and 
thorough analysis, as the maximum number of available data 
and nomenclature; monitor important and critical parameters in 
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a single control center; replace with minimal costs and add new 
operating equipment from different manufacturers, provided 
that it supports the standard; use any data processing software 
(provided it supports standard), since it is possible to receive 
any data from the field; remote monitoring and analysis of all 
available data in the field. 

The well-known methods of the integral automation for 
electric power complexes at the offshore drilling rigs are 
characterized by solving the problems of the individual 
automation of certain processes and subsystems, which are 
integrated into the unique system of control at the highest level 
of hierarchy. This results in great excess of hardware facilities 
in the electric power system and its increased cost.  

The boundary conditions at the left extreme point are 
represented by the equation 

                                    )( 2121 TTBVB
dt
dT

��� ,           (1) 

where V is control function (electric power supplied to the 
motor winding), W; 

T1 and T2 are temperatures of the winding and the water 
surface border, respectively, оС; t is current time, с. 

We assume the thermal process in the motor winding with 
relatively slow integration pitch ∆Т. Then, applying to (4) 
Euler's method, we obtain: 

tTTBVBTT kkkkk ���
�
 ))(( ,2,121,11,1 . 

Equation in the finite differences  

)( ,3,12,221,2 kkkk TTqTRT 

�
 ; 

)( ,4,23,331,3 kkkk TTqTRT 

�
 ; 

………………………………….. 

)( ,,,1, knknnknnkn TTqTRT 

�
 . 

In a more compact form 

tTTBVBTT kkkkk ���
�
 ))(( ,2,121,11,1 ; 

njTTqTRT kjkjjkjjkj ,2)( ,,,1, �

�
 , 

Where 1,1 
kT  is the right boundary condition;  

      kT ,1  is the left boundary condition for each interval n 
along the coordinate x;  

     221 ����� hatR jj , for the k-th at the time moment; 

    2����� hatq jj  , for the k-th at the time moment. 

Values Rj and qj were obtained by applying the Euler’s 
standard procedure of transition from differential equations to 
linear equations. 

 

III. CONCLUSION  
A new group of automation can help to overcome many 

problems typical of the oil/gas industries, to improve the 
efficiency of oilfield development. This group can be attributed 
to new developments in the field of downhole sensors that will 
provide measurements of high quality; new developments in 
the design of drill pipes with cable or fiber optic wiring, with 
the help of which it will be possible to provide of large 
amounts of receive dinformation to the surface. Such tubes will 
ensure an opportunity to monitor pressure and temperature in 
the annulus along the drillstring, which will allow monitoring 
of the parameters along the whole barrel. 
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Abstract—The paper proposes the syntax-oriented processing 
(analysis, checking and translation) methods of diagrammatic 
models in the design of complex automated systems. The methods 
are based on the author’s finite-state graphical grammar. 

Index Terms—Diagram, processing, error checking 

I. INTRODUCTION

The use of diagrammatic models especially at the conceptual 
stages of complex automated systems (CAS) design contributes 
to the success of the CAS design as a result of the unification of 
the language of interaction among the CAS development staff, 
strict documentation of architectural design and functional 
solutions, formal checking of the diagram notations correctness 
and automatic (automated) diagram translation into code. The 
visual languages (UML, IDEF, eEPC, BPMN, etc.) have been 
developed and widely used for diagrammatic model 
development. 

However, in the modern theory of graphical and 
diagrammatic languages there is no effective method of analysis 
and checking (especially with regard to complete checking) of 
syntactic and semantic errors of diagrammatic notations. The 
'direct' checking methods have implemented in diagram 
development tools. These methods require multiple passes, 
allowing a learning system to analyze the syntactic correctness 
of diagrams and identify the main errors. However, they can’t 
identify errors of so-called “the torn context” caused by the use 
of such connectors as AND, OR, EXC OR, etc. The context-
sensitive semantic errors related to a text of any diagram are not 
checked. The above-mentioned facts reveal additional types of 
"expensive" errors in the CAS design that are difficult to 
diagnose. Analysis and checking of these errors are an important 
scientific and technical challenge. 

II. OVERVIEW OF THE PROBLEM

The purpose of the study is to expand the class of diagnosed 
errors in the CAS design based on developing and implementing 
the methods and tools for diagrammatic notions analysis and 
checking. As a result, the number of errors and the time taken 
for the CAS design should be reduced. The method of diagram 

translation into code that allow partially automating the CAS 
software. 

The study subject is the Unified Modeling Language (UML) 
used for the business-processes description at all stages of the 
CAS design. To present the diagrammatic models in the theory 
of visual languages two basic syntactic models called spatial and 
logical models are used. The spatial model contains relative or 
absolute coordinates of graphic objects. The use of such model 
to check and analyze structural, i.e. topological (syntactic) 
features of diagrams is very difficult. Therefore, to describe the 
syntax of the visual languages of diagrams the logical model is 
used. This model is processed by the graphical grammars.  

John L. Pfaltz and Azriel Rosenfeld have proposed two-
dimensional pattern generating web-grammars [1]. The 
proposals generated by web-grammars are directed graphs with 
symbols at their vertices (“webs”). Zhang has offered the 
positional graphical grammar [1], later it has been developed by 
Costagliola [2]. It is related to the context-free grammars. 
Wittenberg and Weitzman [3] have developed a relational 
graphical grammar. Zhang and Orgun [4, 5] have described the 
preserving graphical grammars in their studies. 

 The mentioned methods have the following shortcomings. 
1. Positional grammars developing on the base of plex-

structure don’t use touchpoints and can’t be used for languages 
the objects of which have dynamically changeable number of 
inputs\outputs. 

2. The relational grammars have poorly implemented the
neutralization tools for generating a complete list of errors. 

3. There is no semantic checking of text diagrams.
4. The common shortcomings of the above-mentioned

grammars are: when designing the grammar for unstructured 
visual languages the number of rules is increased (if there is no 
change in the number of the language primitives for describing 
the all variants without structure, the significant quantity of rules 
will increase), the complexity of developing the grammar. 
Furthermore, it takes much time to analyze diagrams (analyzers 
based on the considered grammars have polynomial or 
exponential time of analysis). 

Table 1 shows the results of analysis of the functionality of 
modern tools for designing the diagrams. It shows that there is 
no semantic analysis of the text of the diagrams in all the tools.  
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TABLE I.  COMPARATIVE CHARACTERISTICS OF TOOLS ANALYSIS

Indicator MS Visio Visual Paradigm Rational Software 
Architect 

ARIS Toolset 

Checking of syntax model  Partially Partially Yes Yes 
Model visualization Average Average Good Good 

Standards UML, ER UML, ERD, BPMN, 
DFD UML, BPMN, EPC UML, EPC, ERM, 

DFD-partially 
Dynamic modeling No No Yes Yes 
Optimization model No No No Yes 

Cost-effectiveness analysis Bad  Bad Average  Good 

Software code generation No No Yes No 
 Usability High  High Low Low 

Availability High High Low Low 
Group working Yes Yes Yes Yes 

Checking of syntax errors No No Yes Yes 
Checking of semantic errors No No No No 

III. ANALYSIS AND CHECKING OF DIAGRAMMATIC MODELS

To analyze and check models is proposed on the base of 
finite-state RVM-grammars:  

<D=7

where  is an alphabet of the n-th
grammar;  is a set of the n-th grammar rules;  is an axiom
of upper-level grammar.  

As one of the states grammar contains grammar.
grammar can also be compound:

<H=7

where – the L (R) language grammar is an ordered set of
five nonempty sets, where  is an alphabet of
operations over the internal memory;  is a
terminal alphabet of the graphical language (the set of the 
graphical language primitives);  is a quasi-
terminal alphabet extending the terminal alphabet. The alphabet 
includes: quasi-terms of graphic objects that won’t continue 
analysis; quasi-terms of graphic objects with more than one 
input; quasi-terms of links – marks with specific semantic 
differences defined for them; quasi-term for completing the 
analysis;  is the scheme of the grammar G (a
set of names of complexes of rules, where each complex 
consists of a subset  of rules );  is an
axiom of RV-grammar (the name of the initial complex of 
rules),  is a final complex of rules.

The rules of  are given as:

<J=7

where  – n-ary relation defining the form of operation on
the internal memory depending on ;  is the
name of the receiver-rules. 

The internal memory consists of stacks for processing the 
graphic objects that have more than one output, and elastic tapes 
for processing the graphic objects that have more than one 
input. The TRVM-system receives the symbols of terminal 
alphabet from input tape and transmits them to the appropriate 
level. The elements that transmit the grammar to another level 
are called “subterms”. Then the -grammar description is
given as: 

<L=7

where  is a set of subterms, i.е. grammar elements that transmit 
the automat to the next lower level. The rules containing 
subterms are the following: 

C <M=7

where  is a receiver-rules – the initial complex of next level
grammar, is a receiver-rules to which the transition is done
when .

The RVM-grammars of diagrams of UML-language activity 
is given in Table 2. 

In collective design of CAS it is important to check the 
ontological consistency of the complex of designed diagrams. 
This type of errors is semantic. Therefore, to analyze the 
semantic correctness the multi-level grammar is proposed to be 
used [6, 7]. The upper level of RVM- grammar is a grammar of 
use case diagrams. During the analysis the semantic information 
about the domain field is stored as a graph. In a graph the 
semantic concept is textual information, presented by the blocks. 
The analysis shows that the semantic relation is formed among 
the blocks. For each new diagram the conditions of consistent 
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expansion (a new concept shouldn’t conflict with existing 
concepts in a subject domain) are checked. 

The proposed method allows a learning system to diagnose 
the following semantic errors: Large synonyms, Object’s 
Antonyms, Conversion of links. Furthermore, the RVM-
grammar identifies other four errors: Infinite cycle, Circular 
links, Multiple links, Synchronous call until get answer, Error of 
absence of context (Table 3). 

IV. RESULTS

We review industrial areas that have an interest in 
application tools to check and diagnose business process and 
workflow as diagrams. So, we define BPML, UML, IDEF0, 
IDEF3, Petri net, and extract 20 types of errors that may occur 
into them. 

TABLE II.  THE TABULAR FORM OF THE GRAMMAR OF UML-DIAGRAM 
ACTIVITY [9] 

№ Complex Quaziterm The 
complex-

the 
successor 

RV-relation 

1 
 

2 
 

3 
 

4  

5  

6  

7  

8  

9   

10   

11   

12   

13   

14  
 

15  
 

16  
 

17   

TABLE III.  THE ERROR TYPES OF UML DIAGRAMS [9] 

№ Type of error UD AD SD CD DD 
1 Lack of link + + + + + 
2 Error of transfer of control 

№ Type of error UD AD SD CD DD 
3 Error of multiplicity of inputs + + 

4 Error of multiplicity of outputs + 

5 Invalid link + + + + + 
6 Error of link + + + 

7 Error of access level + 

8 Error of message transfer + + 

9 Error of delegation of management + 

10 Quantitative error of diagram 
elements 

+ + 

11 Excluding links of the wrong type + 

12 Call to the lifeline + 

13 Unbounded links + + + + + 
14 Violation of multiplicity of 

dependencies 
+ + 

15 Mutually exclusive relations + 

16 Multiple links + 

17 Infinite cycle + 

18 Circular links + 

19 Synchronous call until get answer + 

20 Error of absence of context + 

The table uses the following abbreviations: UD the use of 
diagram; AD- activity diagram; SD – sequence diagram, CD- 
class diagram, DD – deployment diagrams. 

Modern tools can only check 16 types of errors. Thus, we 
develop a new RVM-grammar to check and fix all type of errors, 
which has a linear require of time to analysis oppositely with 
other grammars with exponential and polynomial requires of 
time. Figure 1 shows the efficiency. Graphic objects are graphic 
figures as a circle, a rectangle, a rhombus, a square, a line and 
etc. We propose a formula [6-8] for calculation of the efficiency 
that can be written as: 

. 7<U= 

where  – the constant of realization of algorithm, which 
determines a quantity of time (operators) that are spent to 
analysis one graphic object;  – the number of graphic objects;

 – the number of graphic objects of -type;  – the number
of inputs to -graphic objects of -type;  – the number of
outputs from -graphic objects of -type;  – a total of object 
types;  – a quantity of object types that have more than one 
output. 
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I. CONCLUSION

The proposed grammars allow a learning system to extend the 
class of diagnosed errors of diagrammatic models and organize 
semantic checking of text of diagrams. Authors developed RV- 
and RVM-grammars for the visual languages which are actively 
used in practice of design of CAS: IDEF, eEPC, BPMN, 
SharePoint. The further directions of the researches are: 
development and research of temporal RV-grammars for 
workflows in real time, development of methods of the semantic 
analysis for the specified languages, development of the 
translating RV-grammars. 

The authors have developed the tools for processing the 
above-mentioned models used in the CAS design [8]. 

Fig. 1.  Efficiency of checking and fixing errors with the help RVM-grammar 
into diagrams 
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Abstract — DSS is commonly intended as a computer-based 
information system that supports business or organisational 
decision-making activities. Such definition implies the capacity of 
a DSS of analysing and processing data generated or 
communicated by multiple sources. A DSS developed to help a civil 
protection or a fire service Authority should be fed by data  and 
information provided not only by the citizens to emergency 
numbers, but also from any other organisation involved in the 
rescue process as well as by available sensors networks, from 
simulation tools using such data and from the wealth of 
information provided by GIS data services. Experiences gathered 
in the course of recent emergencies involving either large areas or 
very high numbers of people have shown that, even in recent years, 
the coordination of rescue activities rarely, if not never, was able 
to take advantage from ICT tools. The main obstacles to data 
exchange are political attitudes and lack of interoperability 
services. As a consequence, whenever an uncommon scenario 
demands such data exchange, the resulting political pressure 
brings to either exchange data anyway, through improper (and 
potentially risky) means, or to avoid such data exchange (and miss 
the related advantages). The sole possibility to overcome such 
situation is to reach an agreement between the different 
authorities, aimed at converting and exchanging data in a common 
protocol, which can be read by non homogeneous systems. Such 
solution has been tested in Italy in several real-life situations: 
L'Aquila earthquake (2009), summer forest fire season (2009), 
Venice local emergency management (2008 – today) and in several 
well aimed exercises in Europe and U.S.A. 

Index Terms—Interoperability,  CAP, Emergency management 

I.INTRODUCTION

Even if does not exist a standard definition of DSS, it is 
commonly intended as a computer-based information system 
that supports business or organizational decision-making 
activities. When applied to daily or large scale emergencies, 
such definition implies the capacity of a DSS of analyzing and 
processing data generated or communicated by multiple 
sources. In more practical terms, a DSS developed to help a 
civil protection or a fire service Authority should be fed by data  
and information provided not only by the citizens to emergency 
numbers, but also from any other organization involved in the 
rescue process as well as by available sensors networks, from 
simulation tools using such data and from the wealth of 
information provided by GIS data services. The available 
technologies are adequate enough for developers to deliver 

even complex systems, however such systems are still rarely 
adopted due to a main obstacle: the data which could be timely 
fed to such systems are insufficient in quantity and quality and 
most often not up-to-date, mostly for both political and 
technical reasons. Experiences gathered in the course of recent 
emergencies involving either large areas or very high numbers 
of people have shown that, even in recent years, the 
coordination of rescue activities rarely, if not never, was able to 
take advantage from ICT tools. The main obstacles to data 
exchange are political attitudes and lack of interoperability 
services. Most often they are cross-related: on one hand, the 
extreme care with which emergency data is rightly treated 
brings most emergency managers at avoiding any exchange of 
data (e.g., not trusting readily available services able to erase 
part of the information), on the other hand, due to such attitude 
there is a lack of properly designed and developed 
interoperability services aimed at exchanging emergency data. 
As a consequence, whenever an uncommon scenario demands 
such data exchange, the resulting political pressure brings to 
either exchange data anyway, through improper (and 
potentially risky) means, or to avoid such data exchange (and 
miss the related advantages). In most contexts, this issue can 
pose severe problems, since even if the political pressure is 
aimed at improving coordination through automatic data 
exchange, the existing systems cannot be updated in time in 
order to ensure such functionalities. The sole possibility to 
overcome such situation is to reach an agreement between the 
different authorities, aimed at converting and exchanging data 
in a common protocol, which can be read by non homogeneous 
systems. Such solution has been tested in Italy in several real-
life situations: L'Aquila earthquake (2009), summer forest fire 
season (2009), Venice local emergency management (2008 – 
today) and well as in several well aimed exercises in Europe 
and U.S.A., up to be adopted and implemented from several 
major European emergency management systems. 

II.INTEROPERABILITY FUNCTIONALITIES: L'AQUILA
EARTHQUAKE, PROVISIONAL MEASURES FOR CULTURAL 

HERITAGE 
On April, 6th 2009 the Italian city of L'Aquila and the 
surrounding area have been striken by a 6,3 Mw earthquake, 
causing 309 victims, more than 1.600 injured and 10 billion 
euro of damages. The Italian National Fire Corps responded 
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swiftly, bringing in place some 1.000 professional rescuers 
within the first 24 hours, raised to more than 2.300 within the 
third day, together with some 1.100 vehicles and the needed 
resources and logistics. Of course the first and foremost target 
was to save lives, but soon after this task had been completed it 
was clear the urgency to deploy provisional measures for 
buildings to restore minimal safety conditions and avoid further 
damages.  
L'Aquila was not a common town: besides the 73,000 civil 
buildings (half of which damaged), there were more than 600 
registered monuments to save (172 of which damaged). More 
than 100 expert engineers of the Italian National Fire Corps 
have been working daily to assess civil buildings damages, but 
monuments required a more complex approach: firemen and 
their engineers had to work in team with cultural heritage 
experts provided by several Italian universities under the 
coordination of the Cultural Heritage Ministry. In fact, the 
design of provisional measures of each monument required 
several high-level expertises, as well as the practical approach 
of firemen, to adapt the design to an often compromised 
scenario. Such activity has been developed on a long term basis 
(it lasted more than one year). As a result, the involved 
professionals were periodically rotated: while firemen teams 
rotated with a week-long shift, the university teams could not 
always stay in place. A tool to work remotely was needed. 
Luckily, at that time the Italian National Fire Corps was testing 
the first release of the interoperability functionalities for the 100 
provincial Control Centres.  

Fig. 1  Web page showing the interface used to exchange data between 
Cultural Heritage experts and Firefighters working on the damaged listed 

buildings. 

This first release was based on a centric approach, with web 
interfaces accessing a common datastore. The access to the 
system, allowed both the firemen team leader and the cultural 
heritage experts to share information on the same monument, 
through the access to a common log as well as through upload 
and visualization of images and drawings (see Fig. 1). 

III.INTEROPERABILITY FUNCTIONALITIES:  VENICE, DAILY
EMERGENCY MANAGEMENT. 

Since then the Italian National Fire Corps developed and tested 
more advanced, flexible and adaptable interoperability 
functionalities, which allow the implementation of operational 

data exchange agreements between the 100 Control Centres and 
other emergency-related organizations. 
In 2011 the Fire Corps HQs of Venice (Venezia) was the first 
at signing an agreement with the Municipality of Venice to 
exchange operational data (in CAP format) with the civil 
protection service, to share in real-time information regarding 
emergency calls status, as well as the response to incidents 
qualified as civil protection emergencies. The resulting 
common operational picture enhances the awareness of the 
actual citizens' needs, so as to allow an optimized allocation of 
resources, even if belonging to different organizations. 

Fig. 2 The Venice Area involved in the agreement. 

More recently the same Fire Corps HQs of Venice was closing 
some more agreements, in order to reach a better operational 
coordination through the use of the protocol with different 
Authorities of the area surrounding the city (see Fig. 2): 
1) with the municipality of Portogruaro as leader of the “civil
protection district of Portogruarese” (11 municipalities in the
northern part of the province), with the same targets adopted in
the agreement with the Municipality of Venice;
2) with the Consorzio di bonifica del Veneto Orientale (Land
reclamation and drainage authority for the east Veneto region)
to share in real time the status of call and incident concerning
floods, so as to allow a faster optimization of water
management (the area is reclaimed, so that the water flow is
mainly managed through water pumps).
3) with Autovie Venete (managing part of the regional
motorways network) to share in real time the status of call and
incident concerning road accidents or anyway impacting on the
network.
Since 2014 the Control Centres of the 10 HQs of Calabria and
Puglia regions automatically send the data they have
concerning forest fires to the Control Centre devoted to the
management of the systems for remote detection and
monitoring of forest fires.
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In the course of 2016 the Fire Corps Regional Directorate for 
the Puglia region is finalizing a framework agreement with the 
Civil Protection Service of the Puglia Region, to allow real-time 
operational data exchange between the six interested control 
centres (in CAP format). In the same period, the Civil 
Protection Service of the Sicilia Region has started to work on 
an agreement with the Italian National Fire Corps for the same 
purposes. It should be noted that the emergency management 
system recently acquired by Sicilia Region allows the issue of 
public alerts in voice on radio frequencies reading CAP 
messages through text-to-speech services. 

IV.INTEROPERABILITY FUNCTIONALITIES: EUROPEAN STATE
OF THE ART AND FUTURE PERSPECTIVES 

The Italian National Fire Corps interoperability initiatives took 
the move in 2008 from the FP7 European R&D project named 
REACT [1]. Since then, the participation of the Fire Corps to 
several other R&D projects contributed actively to the selection 
of realistic interoperability scenarios and to the analysis of 
technologies readily available to answer to the scenario 
requirements through the design of more advanced solutions 
and the consequent update of the functionalities implemented 
into the Fire Corps Control Centres emergency management 
system. Thanks to these implementations the system can now 
satisfy different technical and operational requirement 
maintaining its performance level. Of course, some of the 
scenarios, while most interesting, have not been implemented 
yet. This is the case of the scenario tested within the framework 
of the EU R&D project IDIRA [2] in 2012, into the Dresden 
premises of the German Red Cross, which, between others, was 
focused on data exchange between different systems designed 
to restore family links in the aftermaths of disasters (adopting 
the EDXL-TEC standards), e.g., Restoring Family Links [3] 
from the International Red Cross service and the Google Person 
Finder service [4]. Both these services were developed soon 
after the 2005 Hurricane Katrina and the 2004 Indian Ocean 
earthquake and tsunami, but are not able to exchange their data. 
Adding to the lot the numerous systems to register victims used 
by shelters, hospitals and rescuers, it become clear the potential 
impact of a widespread adoption by such systems of a common 
standard to reunify families while respecting applicable privacy 
rules. 
An important side effect of the participation to European R&D 
projects was the effort spent into dissemination activities, to 
participate to thematic workshop, exchange ideas and inform 
other rescuers and developers on the opportunities offered by 
an actual implementation of interoperability functionalities. For 
sure, this effort contributed to the strategic decisions taken by 
other European stakeholders which have introduced (or have 
been introducing) similar functionalities into their renovated 
emergency management systems. E.g., this is the case the new 
management system for the European emergency number 112 
developed in Portugal at National level [5], which adopts the 
CAP protocol with the aim of exchanging data with the Civil 
Protection, as well as of the management system for the 
European emergency number 112 to be developed in France for 

the Prefecture of Paris, which included too the CAP protocol 
into the related tender just published [6].   
In the meanwhile, the adoption of CAP standards is spreading 
further on, e.g., Canada and U.S.A. are working hard on a multi-
annual program named 2011 U.S. – Canada Beyond the Border 
Action Plan [7], aimed at raising the resilience level of their 
response systems near the common border, even through a 
series of exercises targeted to assess the interoperability level 
reached. As it states the final report [8] of the third edition of 
the Canada-U.S. Enhanced Resiliency Experiment (CAUSE) 
data interoperability between the emergency management 
systems of the many organizations involved adopts the CAP 
standard. 
The introduction of services for real-time operational data 
exchange in the framework of humanitarian aid and civil 
protection international initiatives, as the United Nations 
OCHA the European Union Civil Protection Mechanism is 
another issue considered in managing the CAP protocol. A 
specific scenario has been proposed and tested in the 
framework of the EU R&D projects IDIRA (Interoperability of 
data and procedures in large-scale multinational disaster 
response actions – FP7 - 2011) as well will be tested in the 
course of specific exercises in Italy, Austria, Germany and 
Greece in the project NEXES (NEXt generation Emergency 
Services -  H2020 - 2015) [9].  
A comprehensive approach to the problem has been adopted by 
the recent Decision of the European Parliament and of the 
Council of 17 December 2013 on a Union Civil Protection 
Mechanism [10], which promotes the development of civil 
protection assistance intervention modules, consisting of the 
resources of one or more Member States. The aim of the 
Decision is reaching a fully interoperability, in particular with 
other modules, whatever their National provenance. When 
testing the compliance to the interoperability requirements, the 
European Civil Protection exercises mainly focusses on 
“hardware” interoperability, e.g., between base-camp power 
plugs and systems, or water networks and connectors, but could 
easily include “software” interoperability to allow data 
exchange services between control centres (in CAP format).  

V.CONCLUSIONS

The targeted scenarios proposed and tested replicate difficulties 
and obstacles experienced by international (or simply non-
local) rescue teams in coordinating their efforts with the 
emergency services in place. Notwithstanding the efforts spent 
to improve the civil protection systems' preparedness, the stress 
of actual emergencies prevents a thorough application of agreed 
procedures and is intrinsically limited by the number of local 
rescuers properly trained. On the other hand, properly designed 
interoperability services could allow the use of the same 
emergency management systems utilized for daily emergencies 
to exchange operational data in real-time to coordinate the 
activities of international rescue teams too. The widespread, 
worldwide adoption of Common Alerting Protocol – CAP 
standard could allow the success of a further initiative of the 
Italian National Fire Corps: the introduction of services for real-
time operational data exchange in the framework of 
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humanitarian aid and civil protection international initiatives, 
as the United Nations OCHA the European Union Civil 
Protection Mechanism. In fact, such services could greatly 
support efficiency and usefulness of any international 
assistance initiative, allowing improved and smoother 
coordination of the civil protection module providing assistance 
with the emergency services of the host Nation, as well as with 
the parent services at home.  
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Abstract—In this article, the review of components and algorithms 
which were used by the authors in the development of portable digital 
device UHDTV panoramic image formation. The system is based on 
array of 12 light-sensitive sensors with lenses arranged in the center 
of the facets of a dodecahedron. Primary image processing is 
performed with the use of designed by the authors, on the algorithms 
PLD (programmable logic devices). Image processing includes the 
removal of distortions, masking, calibration, image formation on the 
sphere describing the dodecahedron and obtaining equidistant 
projection. The principles and features of their work are described. 

Index Terms—panoramic images, regular dodecahedron, digital 
photography, digital video. 

I. INTRODUCTION

The issue of a single panoramic image formation from 
multiple overlapping images captured by different cameras is 
the combination of their common fragments and "bonding" line 
correction. One common method of combination is based on 
the determination of singular points found at both adjacent 
images, which is an alternative to the approximation of 
geometric object boundaries, located on two adjacent images 
[1]. However, in a portable device this method is difficult 
using. This is due to high demands on the processing unit. 
Modern systems of panoramic photography and video are 
being treated, as a rule, on the basis of an array of light-
sensitive sensors, with different ways of positioning in space. 
The known spatial arrangement of cameras and their 
characteristics allows simplify the process of forming a 
panoramic image [2, 3]. 

II. PROBLEM DETERMINATION

Development of algorithms for forming a panoramic image 
12 of light-sensitive sensors, their optimization in order to 
reduce the computational load on the processing unit and the 
maximum utilization of PLD in the pretreatment step and the 
image forming equidistant projection. 

III. MATERIALS AND METHODS

The authors conducted a study task was to create a high-
quality portable system panoramic photo and video shooting 
using a 12 light-sensitive sensors and the formation of the 
video standard Ultra HD 4K. According to the simulation 

results, it was found that the optimal arrangement of 12 the 
light-sensitive sensors in conjunction with lenses is their 
location in the center of the dodecahedron faces. In this case, 
part of the image formed on each photosensitive lens sensor is 
unique (not repeating other sensors) as part of the panorama of 
a regular pentagon. This design allows you to create a 
panorama of 360-degrees. 

The problem of projecting high quality panoramic images 
from 12 cameras of the sphere, in real time, requires large 
computing resources, which makes difficulties the practical 
implementation in a compact device. This problem is solved by 
the authors by means of construction and optimization, by 
reducing the computational procedures, methods of forming 
the panoramic image on the basis of a mathematical model of a 
dodecahedron and obtaining transform coefficients from the 
information of each light-sensitive sensor. In the investigations 
it was found that the optimal ratio of the sides of light-sensitive 
sensor is 4:3. The use of different lenses in the system has 
shown the need to eliminate the distortion, and to compensate 
for possible deviations from the ideal placement of camera 
models in the mathematical model are calibration parameters 
for each light-sensitive sensor. Calibration parameters take into 
account the linear displacement cameras from the center of the 
dodecahedron and turns. Calibration of the system and 
eliminating distortion of 12 cameras (at this stage of software 
development) is performed automatically using a specially 
calibration table. As a result of the calibration coefficients of 
the matrix are formed to perform fast image sampling 
correction and formation of spherical panoramas. 

To solve the problem of forming a panoramic image in a 
portable device, the authors following algorithms have been 
developed: 

� correction algorithm for the distortion of the input
frame;

� algorithm input frame conversion to the pentagon
mean in local coordinates;

� algorithm for constructing a model of a dodecahedron
and conversion of local input frame coordinates in the
spatial coordinates;

� algorithm model building sector and the conversion of
the spatial coordinates of the dodecahedron in
spherical coordinates;
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� algorithm for constructing an equidistant projection of
the sphere onto a plane.

A. Correction algorithm for the distortion of the input frame
The algorithm implements the procedure for compensation

of distortion caused by the camera lens. The main stages of the 
algorithm [4]: 

� initially receives the image obtained by the light-
sensitive sensor, and the numerical values of the
coefficients of distortion;

� for each pixel of the input image is calculated taking
into account the new situation of specific coefficients
of distortion;

� in order to eliminate edge effects produced crop image
distortion compensated.

B. Algorithm input frame conversion to the pentagon mean in
local coordinates
The algorithm is designed to determine the affiliation of

each pixel of the input frame is inscribed in his pentagon: 
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where X, Y, N – the sets (arrays) pixel values of the 
coordinates 12 of light-sensitive sensors, in the form of regular 
pentagons, linked to the center of the dodecahedron and 
explicitly given values of calibration coefficients [5]. 

The main stages of the algorithm can be represented as 
follows: 

� downloading the video frames received for each light-
sensitive sensor;

� using the developed system of inequalities for each
light-sensitive sensor based on the calibration
coefficients determined by membership of a single
pixel of the selected light-sensitive sensor inscribed
pentagon;

� output of the algorithm is formed by an array of local
coordinates.

C. Algorithm for constructing a model of a dodecahedron and
conversion of local input frame coordinates in the spatial
coordinates
The algorithm implements a procedure for constructing a

model of a dodecahedron and conversion of local input image 
coordinates in the spatial coordinates on the selected faces of a 
dodecahedron. Algorithm using a mathematical model of a 
dodecahedron, allows you to perform conversion operation: 
Pn=Rz,Θ·(Ry,φ·pn)+P0n , where pn, P0n, Pn – matrix displacement 
of local coordinates the n-th light-sensitive sensor relative to 
the center of mass of the dodecahedron, Ry,φ, Rz,Θ – array of 12 
rotation matrix. 

Main stages of algorithm can be represented as follows: 
� input data for the algorithm is the numerical value of

the length of the rib fits into the pentagon frame, and
an array of local coordinates of pixels belonging to the
pentagon inscribed in a frame;

� transfer is made to the origin of system to all faces of a
dodecahedron;

� computes spatial coordinates of image of each light-
sensitive sensor.

D. Algorithm model building sector and the conversion of the
spatial coordinates of the dodecahedron in spherical
coordinates
The algorithm performs a procedure for constructing a

model of a sphere and the conversion of existing array of 
spatial coordinates in spherical coordinates to obtain a display 
of the dodecahedron in a sphere: 
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where Xi, Yi, Zi – associated with center dodecahedron 
coordinate arrays of elements (cells) of the image for i–side of 
dodecahedron, c–the face of dodecahedron. 

The main stages of the algorithm can be represented as 
follows: 

� initially enter a numeric value length ribs fit into the
frame of a pentagon, an array of local coordinates of
pixels belonging to the frame inscribed pentagon, and
an array of spatial coordinates of pixels arranged on
the faces of a dodecahedron;

� for each of the twelve sensors is performed conversion
of spatial coordinates of pixels to a spherical
coordinate system;

� forming an array index, which establishes the
correspondence between identical pixels in the local
and spherical coordinate systems.

E. Algorithm for constructing an equidistant projection of the
sphere onto a plane
The algorithm implements the procedure for constructing

an equidistant cylindrical projection of the sphere on the basis 
of predetermined angles. The main stages of the algorithm can 
be represented as follows: 

� initially receives an array of pixel coordinates in a
spherical system, the array indexes, establishing
correspondence between identical pixels in the local
and spherical coordinate systems, the numerical values
of the scale factors;

� for the scope of each element is calculated its
coordinate on the equidistant cylindrical projection;

� based on the coordinates formed equidistant cylindrical
projection matrix and the image is thinned to the
required dimension.

IV. CONCLUSION

The algorithms considered in this article used to creation of 
a spherical panoramic images with 12 cameras and have 
optimized for implementation on the PLD. This allows you to 
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process images in real time and generate video UHDTV 
standard. 
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Abstract— This work is focused on researching and developing 
Android application for cycling training and monitoring. It 
compares various training applications in similar area and 
defines some important points. Then thorough implementation 
concepts are provided using UML diagrams and development 
tactics. The usage of application is explained, and important 
device screens are included in the paper. In conclusion it is said 
about necessity of such applications and importance of staying 
healthy by attending sport activities. 

Index Terms— Android; cycling; training; system; application 

I. INTRODUCTION

Today, the hi-tech are more and more domestic applicable. 
People tend to use mobile applications that form an integral 

part of life. With digital tech dawn breaking, healthcare is still 
of paramount importance. Going in for sports is critical in 
keeping fit. Bearing the facts in mind, we developed a mobile 
application for bicycle ride monitoring. The application is 
designed to keep records of bicycle rider’s statistics and to 
figure a distance covered respective of speed.  

The application employs acceleration meter sensors to 
display a rider's speed. It also makes use of a GPS technology 
to calculate a distance driven and a rider's location. The 
application shows a workout outcome to be kept, which will 
allow a user to schedule things in an orderly fashion.  

The application is supported by any Android based mobile 
facilities. Which can use acceleration meter sensors, also we 
managed to lessen a power consumption of the mobile facility. 

Similar idea is already being used in software engineering 
textbook by I. Marsic [1]. 6 students developed application 
using this idea. They develop software solutions for continuous 
monitoring of person’s physical activities and vital signs, and 
motivating people to be more physically active. It uses GO 
RUN SYSTEM [2]. 

II. AIM

Aim is to create android application using gyroscope and 
accelerometer, which allows cyclists to see progress and update 
results of training.  

Such application provides necessary information for cyclist 
in neat and user-friendly manner, so that he can use it in 
everyday training and keep track of all improvements. Seeing 
which can be extra motivation to stay healthy and fit. 

III. TECHNOLOGIES CURRENTLY IN USE

For now, customers always believe that the more money 
they spend the better equipment they would get which could 
help them to be much healthier.  

Nike+ [3], one of the most popular technical equipment, is 
well developed and widely used. Nike+ is worth of Nike’s 
reputation, accuracy and easy portability are its most unique 
characteristics.  

There are many other application and devices that are 
oriented to provide environment for jogging and training 
control. In the project focus was bicycle training. 

IV. PROJECT DEVELOPMENT 

In UML diagrams you can see an architecture and logic of 
the project. According to the sequential UML diagram of the 
project, user can see three activities and select of them. First 
activity is Main page. Main page has two functions such as 
start and stop. If user presses start, accelerometer and GPS are 
started and synchronized with database. If user presses stop, 
accelerometer and GPS are closed, and results are saved in 
database.  

Second activity is Map part. Map part shows current 
location of user, starting point, finishing point, travelled way of 
user. Third activity is Results. Results part saves results and 
shows previous results synchronize with database. View of 
UML diagram is shown in Figure 1. 

UML interaction diagram architecture shows how system 
works and describes step by step each function. View of 
interaction diagram of how accelerometer works in my project 
is shown in Figure 2. 

Interaction diagram shows how accelerometer works when 
user presses start. Most android phones have accelerometer 
sensors. Theses sensors measure acceleration forces. 
Acceleration is the measurement of the change in velocity, or 
speed divided by time.  
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Fig. 1. Use-case UML diagram of project 

 

 
Fig. 2. Interaction diagram of how accelerometer works 

 
Accelerometers that can measure acceleration in one, two, 

or three orthogonal axes are already available. When 
accelerometer is started, accelerometer calculates X, Y, Z axis 
acceleration values. Then it calculates average acceleration at 
X, Y, Z axis by this formula dx=dx1-dx0 and value x changes 
to another axis. This formula calculates average acceleration by 
subtracting previous from the current acceleration. Suffice it to 
say that it is necessary for some time to take readings, then 
install your XYZ Accelerometer appropriate dX, dY, dZ. This 
procedure cannot be neglected, because while we sleep 
constantly operates the acceleration of gravity, and a sensor to 
measure it. Accelerometer results are updated every 0,5 
seconds. At the end acceleration is converted to speed. 

Android devices use the same global positioning 
technology as Google Maps and most third-party GPS tools do. 
This allows users to locate themselves on a map, find and 
navigate to destinations via detailed directions, and search 
maps using a number of different methods.  

GPS is needed to show the location of the user and the 
distance traveled on a map. If user presses button map, user 
will see a world map. If user presses on circle icon, then the 
user will know the approximate location. And to realize GPS I 
use android map and GPS libraries. GPS works with Internet. 

Users can zoom in and out their location on the map. Users 
can see travelled distance of their trainings on the map. Their 
travelled distance marked like ‘start’ and ‘finish’ points. And 
user can see starting and finishing points on the map. (see 
Figure 3 below) 

 
Fig. 3. Start and Finish points 

 
Results part shows results of training in details, such as 

travelled time, distance and speed, also results of travelled 
distance on the map. Travelled time is shown in minute and 
seconds. Travelled distance is shown in meters, and it is 
calculated by GPS coordinates. Travelled speed is shown in 
kilometers per hour, and it is calculated by accelerometer 
sensors of Android Smartphone. View of Result part of 
application is shown in Figure 4. 

 

 
Fig. 4. Result part 
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Also results were compared with Adidas micoach 
application. Micoach application is calculating speed by GPS 
technology each 5-10 seconds. Results of training using Adidas 
micoach application are shown in Figure 5. 

Fig. 5. Speed change on a chart 

According to the chart, we see that the official application 
of the company Adidas, working on GPS for time lags. 
Nevertheless, on the chart, where user ran evenly and 
sometimes accelerated by changing the speed, you may notice 
fluctuations in the speed shown on the chart. Given this fact, 
we can safely assure you that the fault rate on a bicycle in a 3-5 
km / h is not too large fault.  

Calculating distance using GPS technologies works normal 
in this application. GPS starts calculating distance after 15 
seconds in application. We tested it by comparing with Adidas 
official application. 

V. CONCLUSION

The goal of this paper was to develop an application for 
cycling monitoring on android platform. The paper itself 
provides the project overview. It starts with some background 
information about application development and presents 
features of mobile applications from the point of view of 
android developer.  

It then moves on the description of the design of the 
application, providing some short justification for application 
design decisions taken during development. Then the paper 
describes overall architecture of the application, covers some 
of the technically challenging or otherwise interesting features 
that have been implemented and, finally, it is concluded with 
the testing techniques used in the development. 

We hope this application will be useful for people whose 
like bicycle riding.  
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Abstract— This article defines the terms “remote under-
construction facility” and “hazardous under-construction 
facility”. The up-to-date sci-tech problem of provision for 
efficient communication at remote and hazardous construction 
facilities is stated. The suitability of usage of mobile ad hoc 
networks is proved in this article as well. 

Index Terms— remote and hazardous construction facilities, 
communication provision, mobile ad hoc networks, construction 
activity, emergency. 

I. INTRODUCTION

The information exchange at the construction facilities is an 
issue of a great significance, especially from a perspective of 
the quality and safety management. The communication 
process at the construction facilities is based on the completion 
of the following tasks: 

� operational cooperation assurance in the process of
construction activity;

� monitoring and well-timed detecting of destructive
factors of natural and anthropogenic origin leading to
fire and explosion emergencies, destruction, flooding,
impact of poisonous substances and radioactive
radiation;

� efficient management and coordination of the
personnel and resources in the process of emergency
response and recovery at the construction facilities in
order to minimize human losses and material
damage [1].

All these tasks are complicated with a number of issues, 
which perplex the construction process especially when 
constructing the remote and hazardous facilities. 

II. THE SPECIFIC NATURE OF REMOTE AND HAZARDOUS 
CONSTRUCTION FACILITIES 

A remote construction facility is a building constructed in 
the distant areas with poorly developed telecommunication 
infrastructure. Such geographically dispersed objects are being 
constructed, as a rule, at poorly acquired land areas such as 
mountains, industrial extracting companies, workers camps, 
research stations and camps, landing fields, spaceports. 

A hazardous construction facility is a building constructed 
in conditions of destructive and adverse factors of both natural 

and anthropogenic origin such as fire and explosion 
emergencies, destruction, flooding, impact of poisonous 
substances and radioactive radiation. The following 
geographically dispersed objects could be aggregated to the 
class of hazardous construction facilities: 

� buildings, constructed in the areas with a high level of
probability of having an extreme impact of wind,
earthquakes, flooding, landsliding and other natural
extreme factors;

� tunnels, subway lines and other underground facilities
being in the construction process;

� buildings and facilities constructed in the dangerous
vicinity of industrial objects, where chemical,
radioactive, flammable, toxic substances are produced,
extracted, storage, transported and exterminated;

� objects being constructed in the vicinity of mining
activity sites or mining excavations.

III. BENEFITS OF THE MOBILE AD HOC NETWORKS

In conditions of threats carried by destructive external 
impact and lack of the traditional telecommunication 
infrastructure the data transfer networks are of high demand. 
The system requirements of such networks are fast 
deployment, autonomous electricity supply for every 
component, high durability, capacity to transfer and receive 
messages in conditions of dynamically and rapidly changing 
topology (occasional processes of transferring, destruction, 
adding, turning-on and turning-off of the subassemblies). The 
characteristics mentioned above are incidental to the mobile ad 
hoc networks (MANET) [2–4]. The main benchmark feature of 
such networks is a randomly changing structure. The main 
peculiarities of MANET design are as follows: 

� realization of decentralized network components
control;

� lack of base stations (fixed subassemblies);
� every subassembly is designed to take on the router

functional.
The MANET technology possesses great perspectives to be 

applied for communication provision at remote and hazardous 
construction facilities because of the benefits listed above. The 
usage of a self-organizing network is quite often a single 
opportunity to organize a decent informational exchange at 
construction facilities, as the deployment of the traditional 
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Fig. 1.  Block diagram of a simulation model. 

cellular, wired or radio communication is estimated to be 
laborious and expensive process. More than that, fixed 
receive/transmit subassemblies being set up make the network 
insufficiently mobile and durable or, in other words, incapable 
of effectively functioning in conditions of occasional 
displacements and extreme external impacts. 

IV. THE SPECIFICS OF THE MOBILE AD HOC NETWORKS USAGE 
AT THE REMOTE AND HAZARDOUS UNDER-CONSTRUCTION 

OBJECTS 
The personnel at the remote and hazardous under-

construction objects should use compact personal ad-hoc 
devices which must be provided with autonomous electricity 
supply elements (rechargeable batteries). The following 
elements might also be included into the set: 

� wireless headset – for communication sessions being 
held without operator’s hands involved; 

� surveillance cameras – for video information of the 
construction process transmitting to the operation-
dispatching posts; 

� equipment for monitoring of the external conditions at 
the under-construction facilities: sensors of water, 
potentially explosive gases, radioactive radiation, 
poisonous substances, crevices and fractures, ditches 
and falling objects detecting; sensors for the human 
body functionality analyzing (pulse, temperature and 
breathing measuring); 

� equipment for network nodes positioning – required in 
order to get the coordinates of the construction workers 
in need of help and rescue. 

Informational cooperation during the construction of the 
remote and hazardous objects based on the technology of the 
self-organizing network allows to conduct the following 
functions:  

� monitoring the process of the construction works; 
� remote management of the construction works; 
� messages exchange for purposes of technical tasks 

solving; 
� external conditions surveillance at the construction 

facilities in order to detect destructive factors in time 
and ensure the safety; 

� distant control and coordination of the rescue and 
response process during the emergencies; 

� informing the personnel and men in charge about the 
spots or coordinates of construction workers and their 
functional state; 

� monitoring and control of the under-construction 
facilities and of their specific sections during the 
emergencies liquidation. 

V. THE MOBILE AD HOC NETWORKS USAGE ISSUES 
Despite the number of significant benefits, MANET has not 

gain widespread yet. The slowed down implementation tempo 
could be explained by the impact of the following factors 
which complicate the information delivery:  

� shirt duration of connections as a result of a rapid 
network topology change and regrouping; 

� high level of probability to distort the information due 
to radio noises waves; 

� substantial packet transfer delays determined by the 
low radio channels’ bandwidth; 

� significant packets losses as a result of frequent 
network overloads, which occur due to the 
nonpermanent traffic [5]. 

The impact of the factors mentioned above turns up in 
decrease of the quantity of information and the increase of the 
information delivery time, which is unacceptable when 
constructing the remote and hazardous facilities. Plentiful and 
well-timed information is the basis of the constructors’ life and 
health preserving, as well as the factor of construction damage 
reduction. 

A simulation model was designed in MatLab + Simulink 
software environment to examine how the dynamic of ad hoc 
network topology affects information delivery characteristics. 
Its diagram is shown in the Fig. 1. 

The model simulates controlled flow (CF) through ad hoc 
network channels. CF-packets are transmitted through the 
channels 1, 2, 3 and 4 which connect sending and receiving 
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node. In the opposite direction, CF-confirmations are 
transmitted through the channels 5, 6, 7 and 8. The set of 
channels through which CF-packets and CF-confirmations are 
transmitted forms a closed cycle of CF-circuit flow. 

Besides CF-packets and CF-confirmations, packets of other 
basic data and real time streams are transmitted. Due to the ad 
hoc network dynamic topology besides main streams, 
additional data and real-time streams are transmitted through 
CF-circuit channels. The presence of additional streams 
reduces channels bandwidth available for the transmission of 
CF. 

The elements represented in the figure simulate the 
following processes. “Data Flows” – generating packets of 
basic and additional data flows; “RT Streams” – generating 
packets of main and additional real-time streams; “Node-
Sender” – CF-Packets formation in the sending node, CF-
packets arrival for transmission through the channel 1, arrival 
of main and additional data and real-time streams for 
transmission through the channel 1, CF-confirmations 
reception by sending node, buffering and discarding in the 
sending node; “Channel 1” – “Channel 4” – CF-packets 
transmission through CF-circuit channels; “Node-Recipient” is 
reception of CF-packets by receiving node, CF-confirmation 
formation in the receiving node, СF-confirmations arrival for 
transmissions through the channel 5, arrival of main and 
additional data and real-time packets for transmissions through 
the channel 5, buffering and discarding in the receiving node; 
“Channel 5” – “Channel 8” – CF-confirmations transmission 
through CF-circuit channels; “E_calc” is calculation of the 
current CF-circuit bandwidth available for the controlled flow 
transmission. 

The element “Display” is used to display CF transmission 
time. Virtual receptionist “Scope” is designed to display the 
current values of the CF-circuit bandwidth available for 
transmission of the controlled flow. 

On the basis of the represented model a series of simulation 
experiments was made in which various scenarios of applying 
ad hoc network for communication on dangerous construction 
sites were simulated. The original data contained in the 
TABLE I was used. 

The simulation result revealed that due to the influence of 
nodes mobility and the destructive factors, time of the 
controlled flow transmission in an ad hoc network is 25.8% 
higher than the values of this magnitude in a fixed network 
topology. This is connected to a decrease of 19.2 % of the 
available network bandwidth channels with dynamic topology. 
Represented studies show that the application of ad hoc 
network messaging significantly reduces the efficiency of 
messaging in the process of information exchange on remote 
and dangerous construction sites. 

 

TABLE I. INITIAL DATA FOR SIMULATION EXPERIMENTS 

Parameter Value 
Channel bandwidth 1 Mbit/s 
Probability of a bit error in a channel 0.00005 
Bandwidth required to transmit video 256 Kbit/s 
Bandwidth required to transmit voice 128 Kbit/s 
Volume of messages transmitted by data flow 1 MB 
Number of packets in the data flow 800 
Packet sending duration 10 ms 
Packet bit length 10 Kbit 
Capacity of the channel queue buffer memory 80 КB 

Having regard to the above, it can be affirmed, that the 
efficient communication at the remote and hazardous 
construction facilities is an up-dated task. Theoretical apparatus 
must be researched and developed, as well as perfection of the 
packet information transfer technology used in the conditions 
of the dynamically changing network topology. 

VI. CONCLUSIONS 
Currently the problem of establishing an efficient 

communication network at remote and hazardous construction 
facilities is of pressing need.  The authors’ point of view is that 
the solution to this issue is the usage of wireless self-organizing 
networks. Further researches must have the main aim to 
develop and perfect the packet transfer methods and 
algorithms, which allow to advance the operativity of the 
information delivery in the random topology network. 

The research has been carried out with the financial support 
of the Ministry of Education and Science of the Russian 
Federation (the unique identifier of the project is 
RFMEFI57815X0138). 
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Abstract—The article presents the results of the design of GaN 
phase shifter for MIMO-based antennas. The optimization and 
simulation for each operating frequency 0.1–31.5 GHz was 
performed along with simulation of effect of capacitance 
mismatch on phase shifter parameters. The phase shifter is 
designed as a switchable high-pass filter that provides a 90° 
phase shift with minimum insertion losses at the operating 
frequency. Designed phase shifter works in the frequency bands 
up to 55 GHz 

Index Terms—Microwave, device mismatch, monolithic 
integrated circuits, wide band gap semiconductors, GaN, phase 
shifters, s-parameters 

I. INTRODUCTION 
Given the current requirements for the electronic 

components [1-4], in recent years investigation of wide band 
gap semiconductors and devices based on them [5–16] have 
intensified (silicon carbide, gallium nitride, aluminum nitride, 
and others). GaAs and InP, used in most microwave 
applications, have a number of disadvantages [17], which 
contradict with obtaining the desired characteristics of devices 
for modern 4G mobile cellular communication systems, 
satellite communications systems, radar and military use 
[18, 19]. The most promising [20–26] wide gap material is 
gallium nitride (GaN) which has a band gap of about 3.5 eV, 
electron mobility and saturation velocity about 2000 cm2/Â�s 
and 2.7�107 cm/s and, accordingly, the thermal conductivity of 
1.5 W/m�K [27]. The purpose of this article is to describe the 
design process of one of the basic microwave functional 
elements such as a phase shifter based on GaN transistors 
(HEMT) with a minimum gate length of 130/200 nm. 
Transistor model was verified with the measurement results of 
the experimental samples of GaN transistors. In addition, the 
effect of mismatch in capacitance values was considered in 
order to provide acceptable phase shifter parameters and, if 
required, compensation. 

II. REVIEW OF GAN PHASE SHIFTERS 
The single monolithic ICs of the GaN phase shifters are not 

frequently mentioned in the available resources, but there are 
implementations of these electronic components for the C-, X- 
and Ku-bands. In [28] a two-stage phase shifter was developed 
for C-band with device size of 30 × 30 mm, consisting of a 3-

dB quadrature directional coupler and Wilkinson distributor. 
The results of measurements and simulations show a fixed 
phase offset of 45° ± 5° in the frequency band of 4–8 GHz, 
insertion loss less than 1 dB and more than 12 dB return loss at 
the central frequency of C-band. In [29] an adjustable voltage 
shifter was designed on surface acoustic wave (SAW) based on 
two-dimensional electron gas in AlGaN/GaN heterostructure, 
The operation of which was provided by changing the 
conductivity of the electron gas by applying a DC voltage to 
the structure. This structure is consistent with transistors and 
devices manufactured on GaN technology for the needs of 
signal processing and frequency control. 

In [30] a highly reliable high power phase shifter was 
presented for a new type of 0.8 �m GaN HEMT technology, 
operating in X-band. The proposed phase shifter by 0°/45° with 
the high/low pass filtering shows low insertion loss of 2.5 dB, a 
good reflection loss and change in amplitude of not more than 
0.5 dB for two-phase state throughout the operating range from 
6 to 13 GHz, and the relative performance of phase is relatively 
constant across the operating band. 

Company TriQuint has phase shifters [31] operating in the 
frequency range of 6–18 GHz (including X- and Ku- band) 
using 6-bit digital correction that provides operation with 
continuously adjustable time delay. Insertion loss varies 
between 3.5–10 dB with a mean square error in the amplitude 
of the order of 0.5 dB and phase error 3.5–10° [32]. 

III. MEASUREMENT AND CORRECTION OF THE GAN HEMT 
TRANSISTOR MODEL 

A. Small signal transistor model for GaN HEMT 
We used available HEMT models [33–39] to create a 

model for design of GaN IC prototype. The model’s 
parameters were adjusted according to previous measurements 
of heterostructures of used technology [12, 40] and then 
corrected according of measurements of experimental 
transistors with varying width/length. In the development of 
small-signal model, all distributed elements were considered 
as lumped. We assumed that the characteristics of the circuit 
elements are not frequency dependent and the part of the 
elements can be neglected [41]. Small signal equivalent model 
for AlGaN/GaN HEMT [42], which includes the parasitic 
capacitance between all terminals and ground, conventionally 
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divided into two parts: the internal non-linear and dependent 
on the bias part, not including the parasitic elements 
associated with the terminal connections; linear and 
independent of the bias part, including parasitic elements. If 
we neglect some of the parasitic capacitances and the 
resistance transitions to convert the gate-source and gate-drain 
(Rfgs and Rfgd), the model can be simplified. It should be noted 
that the resistance Ri denotes the inside of the recombination 
of the donor under the gate depletion region; the delay time � – 
time during which the depletion region responds to changes in 
the gate signal parameters. 

Let us find the relation between the parameters of the 
internal components and y-parameters. Assuming that the 
transistor operates in a saturation region, the internal 
parameters yint can be written as 
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At low frequencies in the megahertz range the components, 
including capacitance, in y11 and y12 (1) tend to zero, therefore, 
Rfgs and Rfgd can be defined. The allocation of the real and 
imaginary parts of the components (1) makes it possible to 
determine the remaining parameters of the model. 

B. Measurement and specification of s-parameters for GaN 
transistor model 
Developed model [43, 44] allows embedding it into a 

modern CAD systems as a subcircuit and conduct modeling of 
the main parameters of devices and circuit elements. The 
results of simulation were compared with the results of 
experimental measurements at Vgs = –1.5 V, Vds = 10 V. The 
measurements were performed on a set of experimental 
samples of multi finger transistors manufactured using 
nanotechnology complex NanoFab 100 (at the MIET 
premises), with widths of 0.2 to 2 mm and a gate length of 
130 nm and 200 nm, formed by using a focused ion beam. The 
main dependences coincide, and the parameters variation was 
negligible. In a preliminary analysis of the obtained values of 
the resistance of the ohmic contacts was found to be equal to 
0.36 ��mm (3.99 × 10-5 ��cm2). 

IV. GAN PHASE SHIFTER DESIGN AND PARAMETERS 
CALCULATION AND MISMATCH 

When designing the phase shifter method of high-pass 
(HP) and low-pass (LP) frequency switchable filters were used 
[45] as shown on Fig. 1. Each of the filters parameters were 
calculated for a certain frequency at which it provides a fixed 
phase shift. The proposed scheme of phase shifter based on 
HPF is shown in Fig. 2. The circuit consists of the LC high-
pass filter of the third order, consisting of the inductances L1, 
L2, and capacitance C1, and the switches M1 and M2. For  
 

VOUTVIN

LP filter

HP filter

f1 f1

f2 f2

 
Fig. 1.  The phase shifter section with switchable filters 

VOUTVIN
C1

L1 L2

VSW VSW

M1 M2

 
Fig. 2.  The circuit level shifter on the basis ofHPF 

different frequencies and phase offsets necessary calculations 
were carried out for the phase shift of 90° at the operating 
frequency. The calculated component values are shown in 
Table I, considering both inductors are the same for all 
frequencies. 

For each set of elements parameters from the Table I the 
phase shifters were simulated and capacitance mismatch was 
obtained using the Monte Carlo method in SpectreRF to 
measure the operating frequency range and the magnitude of 
the parasitic amplitude conversion. For each device insertion 
losses and phase shift that can be achieved with the loss 
allowed in the specified frequency range were measured. The 
phase shift at the operating frequency was calculated as 360° 
minus the value at the phase-frequency characteristic at the 
operating frequency. The resulting values are also shown in 
 

TABLE I.  THE CALCULATED VALUES AND MEASURED PARAMETERS OF 
HPF ELEMENTS FOR DIFFERENT FREQUENCY BANDS, LOSS AND PHASE SHIFT 

OF 90° 

# 

Devices parameters Measured parameters 

Working 
freq., GHz 

C1, 
pF 

L1, L2, 
nH 

Working 
freq. 

range, 
GHz 

Insertion 
loss, 

phase 
shift 90°, 

dB 

Phase 
shift on 

max. 
allowed 
losses 

1 1.246 2.56 6.2 0–3 0.1 0.5 dB, 
135° 

2 1.602 2 4.97 0.5–4 0.25 0.5 dB, 
135° 

3 2.4 1.3 3.3 0.5–4 0.25 0.5 dB, 
135° 

4 3.9 0.82 2.04 2–5 0.25 1 dB, 
145° 

5 6.225 0.52 1.28 2–10 0.25 1 dB, 
145° 

6 18.5 0.16 0.4 10–25 0.15 2 dB, 
155° 

7 30 0.09 0.22 10–55 0.2 2 dB, 
155° 
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Fig. 3.  The frequency response and phase shift parameters mismatch for the 
10–25 GHz frequency range 

Ph
as

e 
of

 o
ut

pu
t s

ig
na

l, 
°

G
ai

n,
 d

B

-30

-14
-22

-350

-300
-250
-200

-150

10

-6
2

Frequency, GHz
10 14 18 22 26 30 34 5038

-2 dB @ 23.2 GHz -0.15 dB @ 30 GHz

90° @ 30 GHz155° @ 23.2 GHz

 

Fig. 4.  The frequency response and phase shift parameters mismatch for the 
10–55 GHz frequency range 

Table I and on Fig. 3 and 4, with the example frequency 
ranges of 10–25 GHz and 10–55 GHz. 

V. CONCLUSION 
This article describes the design of the phase shifter based 

on GaN HEMT. A review of existing GaN IC phase shifters 
was made. The SPICE transistor model of GaN HEMT was 
modified and corrected after measurements, which allows the 
design of GaN circuits for chosen technology, using available 
software tools. The experimental samples of GaN transistors 
were fabricated. 

The circuit solutions have been selected in the development 
of monolithic IC implementation of the phase shifter. The 
circuit simulation and optimization performed for each 
working frequency and temperature range. During simulation 
maximum phase shift and insertion losses were measured 
considering the effect of capacitance mismatch. For future 
research it is planned to develop a method of compensation of 
devices mismatch on phase shifter parameters. 
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Abstract: In this paper, we are implementing facial monitoring 
system by embedding face detection and face tracking algorithm 
found in MATLAB with the GPIO pins of Raspberry pi B by 
using RasPi command such that the array of LEDS follows the 
facial movement by detecting the face using Haar classifier, 
tracking its position in the range assigned using the eigenfeatures 
of the face, which are detected by eigenvectors of MATLAB and 
by face tracking, which is been carried by geometrical 
transformation so that motion and gesture of the face can be 
followed. By doing so we are opening up new way of facial 
tracking on a live streaming by the help of Viola Jones algorithm 
and an IR camera.  

Keywords:  RasPi, Matlab, Raspberry pi, facial tracking, 
Viola Jones, live streaming 

I. INTRODUCTION 

Face detection and tracking has been used for the purposes 
of surveillance, security, human computer interaction, etc. 
Various methods of face detection are reported in literature, 
they include Viola Jones, Haris corner, Principle component 
analysis, Haar classifier [1-2]. In this research,Haar classifier 
extracted from Viola Jones algorithm is used for the face 
detection. The Eigen features of the face for tracking its 
position are detected using MATLABand Raspberry pi. 
Computational models of face detections and face recognition 
have been traditionally used mostly for the purposes of 
criminal detection and recognition. These basic principles of 
image processing can be used for entertainment and gaming 
purposes as well. It can play an important and key role in 
helping us communicate between virtual and real world. This 
paper proposes gesture based tracking while using just a 
camera, the LED on the array of LEDs will glow to the exact 
position, where your face is located and not only this, it will 
follow and track your face within its prescribed limit. 

Methods like Prinicipal Component Analysis (PCA), 
Independent Component Analysis (ICA), Local Binary Pattern 
(LBP), Linear Displacement Analysis (LDA), Sparse 
Representation based methods and Support Vector Machines 
are used for facial recognition and its features [2,3,4,5,6]. Some 
face recognition methods analyze the geometric features of 
facial images, such as location and distance between nose, 

eyes, and mouth [7, 8]. Some of the abovementioned methods 
are not so effective because of the illumination and facial 
expressions. To avoid this, a holistic image may be created to 
extract all features of the face. Hence, Viola Jones developed 
Haar classifier, which is a real time face detection algorithm 
[9].  

Some parallel versions of face detection algorithm use 
Haar-like features [10-12]. The algorithm for face detection 
algorithm using GPU was proposed by Hefenbrock [10]. The 
major flaw in this algorithm was that it was not able to process 
a stream resolution of 640x480 in real time. Likewise, 
Obukhov’s alogorithm was developed [11]. 

 

II. MATERIAL AND METHODS 

A. Raspberry Pi 
The Raspberry Pi which is a single board minicomputer 

developed in UK. Raspberry Pi 1 Model B is used in this 
research. It is a high specification, minicomputer embedded on 
a chip having 512 MB DRAM and a 100MB external 
port.Raspberry pi allows us to connect to any remote computer 
with MATLAB. The model B of Raspberry Pi used in this 
project has 4 USB ports, Ethernet port and audio out port. It’s 
light and portable having 512 MB DRAM, power ratings of 
700mA and a 5V via micro USB power source. Table. 1 lists 
the pinouts of the Raspberry Pi used in this research. 

TABLE I.   RASPBERRY PI PIN CONNECTIONS  

1 3.3V 7 GPIO 4 13 GPIO 21 19 GPIO 10 
2 5V 8 GPIO 14 14 GND 20 GND 
3 GPIO 0 9 GND 15 GPIO 22 21 GPIO 9 
4 5V 10 GPIO 15 16 GPIO 23 22 GPIO 25 
5 GPIO 1 11 GPIO 17 17 3.3V 23 GPIO 11 
6 GND 12 GPIO 18 18 GPIO 24 24 GPIO 8 

25 GND 26 GPIO 7 
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B. Block diagram: 
The block diagram given in Fig. 1 represents the steps 

required for implementing the face recognition using 
Raspberry Pi and MATLAB. Each step is described in the 
following section. 

 
Figure 1.  Block diagram 

III. MATH 

A.  Haar Classifier 
Fig. 2 contains five Haar patterns. The position and size of 

a pattern can change if its black and white rectangles have the 
same dimension and border, and each of them keep their 
relative positions. Dueto this, the drawn features are of small 
size. A 24×24 pixel image, for instance, has (43200, 27600), 
(43200, 27600) and 20736 features of category (a), (b) and 
(c)respectively, hence 162336 features in all. Hence we 
compute the formula sum of rectangular areas in the image 
using look up tables (for suppose, 4 look up tables) of an 
integral image as:  

Sum= I(C) + I(A) – I(B) – I(D)        (1) 

 

 
Figure 2.  Haar Classifier Patterns 

 
Where A, B, C and D belong to the integral image as 

shown in Fig. 3. 

 
Figure 3.  Integral Image 

Thus, we are considering 4 look up tables for 
understanding equation (1) only, integral image can have more 
look up tables.  

B.  Eigenface 
Eigenface is the name given to a set of eigenvectors when 

they are used in the computer vision problem of human face 
recognition [14]. The approach of using eigenfaces 
for recognition was developed by Sirovich and Kirby (1987) 
and used by Matthew Turk and Alex Pentland in face 
classification [15].  

 Thus, Eigenface uses the Eigen features for the 
recognition of the face. Eigen features include eyes, nose and 
mouth.  Each integral image detected by Haar’s classifier is 
then is further extracted by the conversion:  

(G-Y)      (k=1,…,5)          (2) 

For each vector X (i = 1, …, M), the Euclidean distance 
between ω and X is calculated as follows: 

(i=1,…,M , k=1,…,5)  (3) 

The result is displayed in Fig. 4. 
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Figure 4. Facial Parts Recognition Using Eigenface Highlighted By bbox 

As demonstrated in the figure, the Eigen features of the 
face are detected by applying eigenvectors and are highlighted 
by bbox boundaries. Hence, from this, we would fix our 
eigenfeatures value of the nose for performing the task of face 
tracking. Such that, whenever the face will be in motion, the 
bbox will highlight the nose using its boundary along with the 
motion on real time video streaming. 
C.  Geometric Transformation 

We are performing face tracking operation by the help of 
geometric transformation. As discussed previously, we have 
detected face using Haar classifier of Viola Jones algorithm as 
well as have extracted eigenfeatures using eigenfeatures of 
eigenface. Now, for modifying the pixels of the image without 
changing its color, we are using geometric transformation.  
For geometric transformation, we are first of all changing the 
rgb image into gray for enhancing its contrast and are saving 
the old points detected in bbox using eigenfaceand allocating 
them in a pointer. Thus, the subject is in motion, therefore 
morphing of the new and old image is performed for 
modifying the pixels of the images and then again we will 
convert our gray image into rgb image.  

Suppose (s, t) are represent the image co-ordinates of the 
previous image and (x, y) are representing the image co-
ordinates of the new image.  Function is used for matching the 
image co-ordinates of the two images. Such that, 

 
Forward mapping: 
 x=x(s, t)           (4) 
  y=y(s, t)’          (5) 
 Such that equations (4) and (5) can be represented as, 
  x=x(s)         (6) 
 
Inverse mapping:  
s=s(x, y)        (7) 
t=t(x, y)’         (8) 
such that equation (7) and (8) can be represented as, 
s=s(x)           (9) 
 
let f(s, t) or f(s) represent the old image and h(x, y) or h(x) 
represent the new image. 
h(x, y)=f(s(x, y), t(x, y))   or    h(x)=f(s(x)) (10) 
f(s, t)=g(x(s, t),y(s, t))’     or    f(s)=g(x(s))(11) 
 

The good thing about raspberry pi is that it allows us to 
connect to any remote computer having Matlab running on it.  
By setting just a command line on Raspberry pi (by using 
RasPi as a command of Matlab), it allows us to interface 
Matlab with the raspberry pi having LEDs connected to its 
output peripherals (GPIOs). First of all, we analyze the width 
of the frame of the video players in which our face detection 

and recognition is been performed then we are dividing that 
width with the number of LEDs connected to the Raspberry pi 
board. The width in which video stream has been played is 
480 and we are using 4 LEDS connected to our GPIOs. Now 
by dividing 480 with 4 and we are getting the width range of 
each LED, which is 120. Now we are assigning the ranges of 
LEDs that are been used such that, if LED 1 covers the range 
of 120 then the LED 2 will have the range 120+120, that is 
240 and so the same will be applied on LED 3 and 4, 
respectively. As shown in Fig. 5. 

After that we are creating object using command on RasPi, 
that is; rpi = raspi(); 

By assigning the LED (ON) condition (according to their 
ranges set that we have calculated), with their GPIOs that LED 
will turn ON, if the face will enter its range.  

Now, for suppose if we are positioning our face to the left, 
the bbox that is tracking our face using eigenface 
(eigenfeatures) will process the range of the width in which 
our face is located to the RasPi and the RasPi would turn on 
the LED of that range. If we shift our face to the other 
direction, the geometric transformation technique will update 
the pixels and the new range will be updated to RasPi. Same 
procedure will be repeated continuously. 

 

 

Figure 5. Facial Monitor by Interacting Face Tracking with LEDs using 
Raspberry Pi in Matlab. 

IV. CONCLUSION AND FUTURE WORK 
In this paper, by embedding Raspberry PI with image 

processing techniques, we are able to show the position by 
turning on the LED of the range in which face is located. In 
future, we would like to use gesture for controlling devices. 
Moreover, this application is limited for single person face 
tracking purpose only. In future, we would like to expand it 
into multiuser application. 
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Abstract—In this article the mechanism is described of how to 
realize the user authorization model based on group policies, 
applied to the resources of the closed information computation 
environment, which is represented as an enterprise information 
portals network. 

Index Terms—access control, group policies, authorization 
model, user authorization, distributed information computation 
resources, distributed information computation environment, 
closed virtual environment. 

I. INTRODUCTION

The process of the distributed information computation 
environment (DICE) infrastructure development as the 
enterprise information portal network is presumed to involve 
realization of the unified access management policy based on 
the unified hierarchy of the user groups as the key task. 

The description of the portals network could be found in 
the papers [1-5], where it is presented as a single entry point 
mechanism providing a unified user & administrator access 
rights differentiation policy. Such a mechanism constitutes a 
set of access check stations consolidated into a network 
operated by the portal network control center (PNCC). By the 
means of PNCC the unified information exchange policy is 
realized, and, among other things, feasibility of the authorized 
access to the secured information computation resources of the 
whole network as the management mechanism for a user 
session allocated for the necessary security level. 

The suitable information computation access models have 
been contemplated in papers [6-8]. The modification of the 
discretionary access control, model (DAC) was conceived as 
the basis. 

II. TASK ASSIGNMENT. RESOURCES ACCESS MODEL

Traditional discretionary access control complies with the 
following requirements [9-10]: 

1. All entities (including subjects) should be identified, i.e.
a unique ID should be attributed to each subject. 

2. An access matrix should be established, in which every
matrix row matches a subject and each cell contains a rights list 

defining the entity access rights of the subject. Such a list 
represents a subset of the realized access rights set. 

3. A subject possesses an entity access right upon only one
condition – the relevant cell contains an exact access right. 

Having regard to the above, it is possible to formalize the 
model of the access management system of the discretionary 
information computation system infrastructure. 

Access management system should be defined as: 

,GD,U,R,N,C,S � <D=7

S T Ck n1,k,CC �� – set of network control centers, 

S T Nk n1,k,NN �� – set of network nodes, while a 
particular node:7

.G,D,U,RN ����� <H=7

The main terms should be defined as part of information 
computation resources access management model. All terms 
represented are accordant with directive document 
«Information access security. Terms and definitions. » by State 
Technical Commission attached to the President of the Russian 
Federation. 

Access object – a unit of information computation 
resources in the automated system, access to which is defined 
by divisionary access rules. 

Access subject – an entity or a process, actions of which are 
defined divisionary access rules. It is of high importance to 
estimate the dependence and the sanction attribute within a pair 
of access object and access subject. 

Group policy objects are determined as a set of information 
computation resources: 

S T ,n1,k,rR Rk �� <J=7

kr – an information computation resource, Rn – the 
quantity of information computation resource required for 
system operating. 
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Group policy subjects are determined by the set of users: 

7 S T ,n1,k,uU Uk �� 7 <L=7

ku  – user, Un  – quantity of the registered users. 

III. MAIN SECTION 
Traditionally the system user is considered to be a person 

or a device which is capable of sending system requests via 
telecommunications channels, and, more than that, capable of 
getting responses in the form of granting the access to the 
certain resource or abandon it. Concerning the particular 
system, it is stated that a user is a member of one and only one 
organization-member off the portals network. As for external 
users, who do not belong to any organizations-members of 
such a kind, a supplementary fictional organization is required. 
Every unregistered user is considered as a member of that 
fictional organization. It is needed to add that users of such a 
kind are equal in their access rights, as well as all of them are 
granted with only the lowest access rights level. A set of users 
registered as the members of the same supported organization 
forms a user’s domain. Users’ domain is bounded to the 
network control center and is operated by its administrator. 
Network control centers quintessentially are in the role of 
AAA-servers, ensuring storage of the authentication and other 
data belonging to the users of the domain. 

Each user is associated with a user domain related to a set: 

7 S T ,n1,k,dD Dk �� 7 <M=7

kd – user’s domain, Dn – quantity of users’ domains 
registered in the system. 

For the effective access rights management users should be 
consolidated into groups according to the internal 
organizational hierarchy, for instance, that might be 
departments, services, branches. Network nodes should sustain 
the applicability of the consolidation and connection data. 
Following this goal, each information resource is affiliated 
with a certain group of privileges in the set: 

7 S T ,n1,k,gG Gk �� 7 <U=7

kg – a group of privileges, Gn – amount of groups of 
privileges, registered in the system. 

Access subjects and objects then are defined as tuple: 

7 ,g,d,iu:Uu
ji

U
kkk ��� 7 <W=7

S T
U

U
kU

n1,k, i I �� – set of user’s IDs; 

7 ,g,i:Rr
i

R
kk �� 7 <X=7

S T
R

R
kR

n1,k, i I �� – set of information resources’ IDs. 

Conversely the relation AF  is of great importance, defining 
user’s access to a resource: 

7 S Tfalsetrue,RU:F
A

Y�Z 7 <[=7

Discretionary access control model allows user u to commit 
an operation on information resource r  if only group  

ug i�  matches together with group r g j� . 

Nevertheless, the order of access configuration inheritance 
should be established as the viable tool for group access policy 
management. For completing this task privilege groups should 
be presented in the form of a directed graph. In this graph each 
group of privileges is matched with vertexes, while edges 
define access configuration inheritance: 

7 ,G,ig:Gg
k

G
kkk ��� 7 <D\=7

S T G
G
kG n1,k, i I �� – set of privilege groups’ IDs, 

GGk ] – set of inherited privilege groups. 

Graph traversal forms a set GG~ �  The user’s u access to 
information resource r would be granted, if intersection of 
sets iG~ and jG~  is not an empty set. The first set iG~ occurred 

while traversing the hierarchy graph of privilege group ug i� , 

while the second set jG~ occurred while traversing the hierarchy 

graph of privilege group r g j� . 

Due to distributed nature of the system, a number of 
restrictions should be implemented into the privilege groups’ 
inheritance concept. More than that, a significant difference 
between inheritance links of groups should be taken into 
account, as the creation of a flexible access management 
mechanism is the main aim or the research. 

7 ,G,G,D,ig:Gg
kkk

G
kkk ��� 7 <DD=7

DDk � – set of users’ domains permitted for groups, 
GGk ] – set of privilege groups, included into the inheritance 

hierarchy, GGk ] – set of privilege groups, excluded from the 
inheritance hierarchy. 

Inclusion links allow inheriting the access permissions 
belonged to privilege group hierarchy. Exclusion links realize 
the possibility of excluding privilege groups from the 
inheritance hierarchy without the necessity of making any 
kind of changes in the parental vertexes. 

In general, it is possible to describe the relation GF , 

defining a finite subset GG~ � : 
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S T ))
+

'
((
*

&
� )(gF\)(gFg)(gF kG

G
kkG

G
kiiG

ii ��� <DH=7

Then the relation AF , defining the user’s u access
permission for an information resource r , will be transformed 
into Eq. 13: 

7
�
�
�

	R�
�R�

�
.Ddor  )(gF)(gFfor  false,
 ; Ddand)(gF)(gFfor  true,

r)(u,F
rurGuG

rurGuG
A �

�
<DJ=7

Using binary coding of elements resource-intensive 
operations on sets might be simmered down to operations on 
Boolean values [4]. A logical scheme could be compiled using 
the symbolic representation of Boolean functions, taking the 
user’s belonging to a privilege group as a predicate g)ε(u, and 
taking the user’s belonging to a user’s domain as a predicate 

d)(u,- . Such a logical scheme defines an access permission 
following the principles enlisted and represented above: 

7 , )g,(uF~)g,(uF~)g,ε(u)g,(uF~ kiG

G

kkiG

G

kjijiG

jj

))
)

+

'

((
(

*

&
^^__� 7<DL=7

).g,(uF~))d,δ(u()r,(uF~ riGki
D
kjiA r ^_� <DM=7

IV. RESULTING DEDUCTION

The user would be granted with an access to an information 
resource, providing that the user is affiliated with one of the 
privilege groups from the inheritance hierarchy, while the 
user’s domain is allowed for the privilege group in the root of 
the graph. 

V. CONCLUSIONS

The examined approach is the basis for the realization of 
the authorization algorithm for users of the closed distributed 
environment in the form of the portal network. A modification 
of the discretion access model is used as the fundamental 
mechanism. The effective algorithm development has required 
an adaptation of a lightweight authentication algorithm in order 
to realize group access management policies. 
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Abstract—The article describes the problematic issues of 
neuroevolution, i.e. a promising approach for solving complex 
problems of machine learning, neural networks, adaptive 
management and multi-agent systems, evolutionary robotics, 
gaming strategies, and computer art. The authors have suggested 
neuro evolutional algorithm and presented experiment results on 
a standard task: the balancing trolley with two flagpoles of 
different lengths. 

Index Terms—Neuroevolution, reinforcement machine 
learning, optimization, evolutionary computation, fitness 
function 

I. INTRODUCTION 
Neuroevolution is a promising approach for solving 

complex such problems of machine learning neural networks 
as adaptive management and multi-agent systems, evolutionary 
robotics, gaming strategies, computer art, and others. 
Implementation of supervised learning is almost impossible for 
these tasks.  

Reinforcement learning is an intermediate type between 
such tasks as learning with the teacher on the precedents 
(regression, classification) and learning without a teacher, 
where you need to find patterns in the data (clustering, search 
for association rules). Reinforcement learning is a type of 
learning when it takes place in interaction with the 
environment, in other words, the algorithm makes some actions 
in the environment and sometimes gets the feedback (like 
games, negotiations, the scientific research process, etc.). 
Reinforcement learning is a compromise between research of 
unexplored areas and application of existing knowledge.  

Neuroevolution algorithms are divided into the following 
three categories depending on the task: search of weights 
values in the neural network with a fixed structure; setting the 
neural network structure; setting activation functions of 
neurons; and various combinations of the above tasks. 

The article is devoted to the problems of simultaneous 
connections and setting the weights of neural network 
structure. 

II. ISSUES OF NEUROEVOLUTIONARY ALGORITHMS 
There are several fundamental questions related to the 

development of neuroevolutionary algorithms: 

� evolutionary algorithms manipulate a variety of 
genotypes. In neuroevolution the term “genotype” 
means a representation (coding) of the neural network. 
How can we encode efficiently a network structure in 
the form of a genotype? Currently, each researcher 
uses its own encryption method. For example, in the 
direct coding, the genotype is equivalent to the 
phenotype, and neurons and connections are directly 
specified in the genotype. In contrast, in implicit 
coding we either specify the network settings (the 
number of layers and neurons) or use specialized 
grammar (grammar evolution, the evolution of the 
rules of rules usage); 

� crossover problem is that the crossover operator can 
not be applied to the network if its genetic information 
is different in length. Besides, descendants generated 
by crossing over often have much worse value of 
fitness function than their parents; 

� how to create a suitable initial population of neural 
networks? Generation of the initial population of 
neural networks with random topology is not the best 
approach, taking into account the cross-over problems. 
In other words, the effect of the crossover operator on 
the neuroevolution is destructive. 

In the literature, a neural network which is produced as the 
evolution of network nodes and connections are called 
TWEANNs (Topology & Weight Evolving Artificial Neural 
Networks) [1]. Using TWEANNs was able to solve one of the 
most difficult test problems of reinforcement learning: the 
neural network manage the trolley without having information 
about speed; the  trolley is connected via hinges flagpole with 
two different lengths and in a state of unstable balance [2]. The 
advantages of the algorithm are the following properties: 
independence on the type of activation function for neurons; no 
need for the training set; the ability to automatically search for 
the neural network structure. We must point out some 
shortcomings of the algorithm: the difficulties of assessing the 
neural network structure; it requires more memory than using 
gradient algorithms; the complexity of the organization 
structure of neural network research. 

We should note the following research groups in the field 
of development neuroevolutionary algorithms: a group of 
neural network research (head R. Miikkulainen, 
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http://www.cs.utexas.edu/~risto/), the group of evolutionary 
complexity research (head K. Stanley, 
http://www.cs.ucf.edu/?kstanley), Intelligent Systems 
Laboratory (head D. Floreano), Laboratory of autonomous 
robots and artificial life (head S. Nolfi), Center of 
Computational Intelligence Research and Applications (head 
X. Yao, http://www.cs.bham.ac.uk/~xin), the group of 
researchers of adaptive systems optimization (head Ch. Igel), 
Swiss Institute of Artificial Intelligence (head J. Schmidhuber, 
http://www.idsia.ch/~juergen/). In Russia, neuroevolutionary 
algorithms research are conducted in the following research 
centers: Optoneuron Technology Center together with Keldysh 
Institute of Applied Mathematics (adaptive behavior), Siberian 
Federal University (classification and medical diagnostics), 
Southern Federal University (evolutionary neurocomputing), in 
Ulyanovsk State Technical University (Intelligent Decision 
Support System), Tomsk Polytechnic University 
(classification, image processing) [3-7]. The paper proposes a 
new algorithm for neuroevolution TWEANNs where the 
crossover operator is not used at all, and as the main operator, 
we use the mutation. 

III. EVOLUTIONARY SYNTHESIS ALGORITHM FOR TWEANNS 
TOPOLOGY 

Neurodevelopmental algorithm starts with a neural network 
without hidden neurons and goes in the direction of topology 
complication. Coding of the neural network should allow 
performing meaningful crossing over different topologies. The 
following two lists represent the genotype: a list of adjacent 
vertices (neurons), and a list of synaptic weights. The top is 
encoded by the following two components: the first one 
identifies it to the generations of the population, while the 
second one indicates the type of layer (input, hidden, output). 
List of synaptic weights includes pointers to adjacent vertices, 
the value of the weight on the flag (if the compound is used) 
and the "historical label" which serves to identify the 
connection for all generations in a population. This allows the 
operator to apply the crossover without duplication or deletion 
of genetic information from the parents.  

Nevertheless, new offspring generated by crossover 
operator usually has a fitness function worse than the parental 
chromosomes. In [1] proposed to apply the crossover to 
individuals with small structural differences. However, this 
quickly leads to a topological monotony of obtained neural 
networks.  

The authors propose an approach where the crossover is not 
used. In this approach, the population is regarded as the central 
object of neuroevolutional algorithm. The authors proceed 
from the assumption that evolution is primarily a process of 
adaptation at the behavioral level. This level of abstraction 
does not provide recombination. Therefore, there is no 
crossover operator. A mutation in the proposed 
neuroevolutional algorithm is the only alternative solutions 
operator. 

Let us consider the encoding of neural networks as a way to 
develop a reliable method for generating neurostructures with a 
few changes and only in a limited area. We use the biological 

concept of the operon. Operon is a group of functionally linked 
genes whose activity is ordered, and depends on external 
conditions and on the activities of other genes. Based on this 
concept, as an operon, we understand a certain subnetwork 
consisting of a subset of neurons (nodes) and a subset of 
connections between neurons. 

Then genotype, as a string encoding consisting of 
characters, represented as a subset of the operons that 
resembles the following: 

string = {operon1, operon2,..., operonN}                 (1) 
operoni= {{nodej| j ϵ [1: J ]}, {edgek| k [1: K]}} (2) 

where N is a maximum number of operons(i ϵ [1: N ]); nodej is 
the identification number of the j-th neuron included in the set 
operoni; J is the number of neurons included in operoni with 
their own identification numbers; edgek is the k-th connection 
in operoni; K is the number of connections in operoni. 

 
Fig. 1.  Coding of neural network: string-operon-(node+edge). 

The initial population consists of individuals having only 
one operon0, which contains only the input and output nodes 
and connections between them. Here nodes are absent in the 
hidden layer. 

Let us consider two kinds of mutation operator, which are 
used in the proposed neuroevolution algorithm for adding the 
nodes and connections in the neural network. 

Mutation operator for adding nodes is applied to each 
operon with constant probability pm. One of the synaptic 
connections is randomly selected for removing. Next, the 
neuron of the hidden layer and synaptic connections associated 
with it are added instead of removed synaptic connections. If 
one of the ends of the removed synaptic connection is 
connected to the node of operon0, then, the added neuron of the 
hidden layer and its connections will become a new operon. 
For example, we have operon0 with two inputs x1, x2 with 
weights w1, w2 accordingly, as well as with output neuron y1 
that has a sigmoid as an activation function.  
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Fig. 2.  Mutation for adding nodes. 

After removal of the randomly selected synaptic connection 
with weight w1 we add the neuron of the hidden layer and two 
connections with weights w3 and w4 accordingly, where w4 is 
the weight value of the input x1, w3 is the weight of the 
connection between the input of the new neuron of the hidden 
layer and the output neuron y2 operon0. Added neuron and its 
connections become a new operon1.  

To change the output operon0 after the mutation, we must 
be sure that the values of y1 and y2are equal. Therefore, the 
following condition on the assumption that S is a sigmoid 
function should be carried out: 

              S[w1x1+ w2x2] = S[w3S[w4x1] + w2x2]                   (3) 
Hence we find that: 
                   w1x1 − w3S[w4x1] = 0                                        (4) 
Furthermore, under the condition that w1= w3 and S[x] = 

1/(1 + expβ(α−x)), we obtain the value of the fitness function 
f(х1) after the mutation operator: 

     f(x1) = x1– 1/(1 +expβ(α−w4x1)),            (5) 
where in order to simplify the results of experiments the 

following values were established: w4 = 1, 8 = 0,5, � = 5. 
Mutation operator for adding connections is also applied to 

each operon with a constant probability 

 
Fig. 3.  Mutation for adding connections. 

Some node is randomly selected and added to the 
connection to the node in operoni or operon0. Weight of the 
new connection is set to 0, so it does not alter the transmitted 
signal. 

IV. THE TASK OF BALANCING TROLLEY WITH TWO FLAGPOLES 
The authors have evaluated the effectiveness of the 

proposed neuroevolutional algorithm on such standard task as 
balancing trolley with two flagpoles [8]. Two flagpoles are 
connected to the moving trolley by hinges (Fig. 4).  

 
Fig. 4.  Trolley with two flagpoles. 

A neural network has to manage the movement of the 
trolley if we want to balance both the flagpole as long as 
possible. System status is determined by the position х and the 
speed vx of the trolley, as well as by the angle `1 of deviation 
from the vertical of the first flagpole and its angular velocity 
P1, and by the angle `2 of deviation from the vertical of the 
second flagpole and its angular velocity P2. However, in order 
to simplify the information about vx, P1 and P2 are not used as 
input data. 

Flagpoles have different lengths. Computer modeling was 
performed with four different ratios of the low and high length 
flagpole 1:10, 1:5, 1:3 and 1: 2,5. It is well known that the task 
of balancing flagpoles becomes more difficult when the ratio of 
the lengths of flagpoles is coming to 1. All other details were 
the same as in [1] for the computer simulation. The authors 
used for comparison the data given in [2] for neuroevolutional 
algorithm NEAT (Neuro-Evolution of Augmenting Topologies). 
The reason for choosing the NEAT algorithm for comparison is 
the following: it solves the problem of balancing the flagpole 
on the cart is 25 times better than the algorithm using cellular 
encoding [9, 10].  

The parameters of the proposed neuroevolutional algorithm 
and the NEAT in the experiments had the following values: the 
size of the population is 1000; the size of the tournament 
selection is 20; the weight of connections by using a mutation 
operator for adding nodes is 1; sigmoidal function parameters 
8 = 0,5, � = 5. 

The authors have conducted a series of 10 experiments and 
obtained the following results. 

The problem with a probability close to 1 is successfully 
solved by compared algorithms with the ratio of the lengths 
between the low and high flagpoles as 1:10 and 1:5. However, 
further alignment of flagpoles lengths   we see as the result that 
the NEAT algorithm became worse. In particular, the most 
difficult conditions is when the ratio of the lengths of flagpoles 
1:2,5. In this case, the balance of the control task is 
successfully solved for NEAT algorithm only once in ten 
experiments. The proposed algorithm, the likelihood of a 
successful solution was 0,8.  

However, the NEAT algorithm with the ratio of the lengths 
between the low and high flagpoles like 1:10 and 1:5 have 
found the solution for about 40 generations. This result was 
significantly better than for the proposed neuroevolutional 
algorithm. When the length ratio between the low and high 
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flagpoles as 1:3 and 1:2,5, NEAT resolve it within 
approximately 200 generations, the proposed algorithm - 
during approximately 350-400 generations.  

The most successful case are as follows: the ratio of the 
lengths of the low and high flagpole 1:10. In this case, the 
algorithm NEAT added 6 units and 11 compounds. With the 
same ratio between the lengths the proposed algorithm gives a 
comparable result. However, when the ratio between lengths as 
1:2,5, the network complexity obtained by the NEAT algorithm 
grows rapidly and reaches a size of more than 50 nodes and 
over 300 connections. At the same time, the complexity of the 
neural network topology generated by the proposed algorithm 
for all four ratios between the lengths of the low and high 
flagpoles remains virtually unchanged: it is about 10 nodes and 
20 connections. Thus, simulation results confirm the 
hypothesis about the benefits of generating neurostructures by 
small mutational changes in a limited area. 

V. CONCLUSION 
The authors believe that the novel result of the study is the 

neuroevolutional algorithm that allows you to "grow" the 
neural network for solving tasks of machine learning with 
reinforcements. The key feature of the proposed algorithm is a 
unique opportunity to change the architecture of the neural 
network by simultaneously adding nodes as well as 
compounds. The proposed algorithm does not use the crossover 
operator. Evolution of the network occurs as small mutational 
changes in a limited area. The advantages of the algorithm are 
the follows: independence on the type of activation of neuronal 
functions; no need for the training set; the ability to 
automatically find a suitable neural network architecture. 

The researchers have conducted experiments on the 
difficult task: the trolley management for balancing of two 
flagpoles with different lengths fortified on it. The results of 
the developed algorithm had been compared with the similar 
algorithm – the NEAT. The developed algorithm is superior to 
analogue on the following parameters: in the most difficult 
conditions in the ratio of the lengths of flagpoles 1:2,5 balance 
control problem is successfully solved by the NEAT algorithm 
with probability 0,1 and the proposed algorithm with a 
probability 0.8. Similarly, the complexity of the networks 
produced by the algorithm НЕАТ is growing rapidly bit in the 
proposed algorithm it is almost the same. In addition, the 
algorithm does not use as an input the trolley speed information 
and the angular velocity of the flagpoles. The authors consider 

that the algorithm holds promise for use in evolutionary 
robotics, searching for game strategies, computer art, and other 
areas where you want to perform actions in the environment, 
only occasionally getting feedback. 
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Abstract—In this paper we present a  heuristic algorithm for 

the The Band Collocation Problem (BCP) which may have some 
applications in the field of telecommunication. First, we give the 
definition the BCP. Second, we explain how we create the 
problem instances with known optimal solutions as a library. 
Third, we propose the heuristic algorithm. Then, we analysis and 
interpret the results of the proposed algorithm on the problem 
instances with known optimal solutions. Finally, we suggest new 
ideas about the BCP and its solution approaches.    

Index Terms—Band Collocation Problem, Heuristic Algorithm, 
Telecommunication Applications 

I. INTRODUCTION 
The Band Collocation Problem (BCP) which is a 

combinatorial optimization problem aims to determine the 
wavelength assignments of information packages in a single 
fiber optic cable to minimize hardware costs in 
telecommunication networks. The BCP and its  combinatorial, 
nonlinear and linear mathematical models have been proposed 
by Nuriyev, Kutucu, Kurt and Gursoy [1-3]. Readers may refer 
to these papers for technical details and mathematical models. 

As an extended version of the Bandpass problem, which is 
introduced by Babayev, Bell and Nuriyev, the BCP is NP-hard 
[4]. In this paper, we propose a heuristic algorithm to solve the 
BCP.  

The paper is organized as follows. We first present in 
Section 2 the definition of the BCP with an illustrative 
example. In Section 3, we create a library of the problem 
instances with known optimal solutions for the BCP. In Section 
4, we improve a simple and very fast heuristic algorithm with 
an analysis of its time complexity to solve the BCP.  We 
discuss the computational results of the algorithm on the 
problem instances with known optimal solutions in the  library 
in Section 5 and finally, we suggest new ideas and techniques 

related to solution algorithms of the BCP that is the subject of 
future investigations in Section 6. 

II. DEFINITION OF THE BCP 
Given a binary matrix A of dimension mxn which 

represents the data traffic in a fiber optic network, Bk =2k, 
called a Bk-Band, where (k=0,1,2,…,t=floor(log2m)) and a cost 
ck of the Bk-Band (2ck-1 ≥ ck ) for all k. A Bk-Band in a column 
includes 2k consecutive  entries. Each non-zero element of the 
matrix A must belong to a Bk-Band. However, a Bk-Band may 
have zero elements. Besides, there can not be a common 
element for any two Bk-Bands. That is, Bk-Bands in the same 
column cannot overlap. The BCP consists of finding an 
optimal permutation of rows of the traffic matrix, which 
produces the minimum total cost of Bk-Bands in all columns.  

Consider, as an example, matrix A with m=10 and n=4 is 
shown in Figure 1. If c0=1000, c1=1600, c2=2560 and c3=4100 
for B0-Band, B1-Band, B2-Band and B3-Band, respectively, then 
the total cost to cover all 1’s in all columns by Bands is 16280 
as it can be seen in Figure 2. Note that B3-Band is not used.  

In the BCP, the rows of the matrix can be relocated 
(renumbered). The question is if there is a row permutation 
providing less total cost or not if exists what it is. Figure 3 
shows a row permutation which has less total cost, 12780. In 
this relocation of the rows, there is only one B0-Band  instead of 
six used in the original matrix and note that one B3-Band is 
used. 

It is clear that exact solution algorithm of the BCP requires 
brute-force, i.e., m! permutations. This number grows faster 
than exponentially with m (see Stirling’s formula). That is, it is 
not reasonable to try to find the optimal solution by exhaustive 
search. Therefore, we develop fast performing heuristic 
algorithm of polynomial complexity to generate near optimal 
or optimal solutions. 
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III. THE BCP LIBRARY AND CREATING PROBLEM INSTANCES 
WITH KNOWN OPTIMAL VALUES 

For the BCP, there are many criteria that affect the 
efficiency of the solution algorithms such as the number of 
rows, the number of columns, the density of the number of 1’s 
in the matrix. However, increasing rate between the costs ck-1 
and ck is also another important factor.     

 
 

 
 
 
 
 
 
 
 
 
 
                 
                  Figure 1: A binary matrix          Figure 2: Positions of  Bk-Bands 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: A relocation of the rows and the location of the last bands 
 

Therefore, we determined 72 matrices with different 
number of rows, number of columns and density of number of 
1’s named from T1 to T72 for the problem instances. 
Furthermore, we considered that the balancing of the number 
of 1’s in all columns was important for determining efficiency 
of the solution algorithms. This point defines the matrix types. 
If all columns have almost the same number of 1’s, then the 
matrix is balanced. This matrix type is called M1. If the 
number of 1’s in columns are irregular such has some columns 
have 5, some columns have 20, some columns 12, that is 
unbalanced. We call this type of matrix M2. We then decided 
to create some matrices randomly. We call these matrices M3. 
Eventually, we have 72 matrices and 3 different types for each 
matrix: T1-M1, T1-M2, T1-M3, T2-M1, T2-M2, …, T72-M1, 
T72-M2, T73-M3. 

Another important parameter is increasing rate of ck values. 
We assume that 2ck-1 ≥ ck . But this assumption alone is not 
sufficient to analyse efficiency of the solution algorithms. 
Some cost values with different rates may lead the different 
optimal solutions. For example, we can have the following two 
configurations satisfiying the assumption:  

 

(case 1)    c0=1000, c1=1950, c2=3810  and c3=7430,  
(case 2)    c0=1000, c1=1500, c2=2250  and c3=3380.  
 
As it can be seen, the increasing rate between ck and ck+1 in 

case 1 is more than in case 2.  
Let us consider the second column in Figure 2 and Figure 3. 

In Figure 2, for case 1, total minimum cost is 5900 (two B1-
Bands for {1,2} and {6,7}, two B0-Band for {4} and {9}), 
however, for case 2, the cost is 4500 (two B2-Bands for 
{1,2,3,4} and {6,7,8,9}). 

In Figure 3, for case 1, total minimum cost in the second 
column is 5810 (two B0-Bands for {4} and {6}, one B2-Band 
for {7,8,9,10}), however, for case 2, it is 3380. That is, if we 
have case 1, then the optimization rate will be 1.5% and if we 
have case 2, then it will be 24%. The main result is that the 
optimization can be varied over a wide range of values with 
different increasing rates. Therefore, we determine six 
increasing rate for each matrix to analyze the solution 
algorithms in further details. Given the initial cost co, ck  is  
calculated for all k=1,2,…,t=floor(log2m) as follows: 

 
ck+1=(2-ρ) × ck                 ρ=0.05, 0.1, 0.2, 0.3, 0.4 and 0.5 

 
In the library, problem instances are named as  Tx-My-Rz 

where,  x is the matrix number, y is the matrix type and z is the 
increasing rate. 

It is obvious that if all 1’s in each column is consecutive, 
then total cost is minimum regardless of the matrix type and 
the increasing rate. Therefore, in order to create problem 
instances with known optimal cost value, we prepared 
72x3=216 matrices with the properties mentioned above and 
then relocated their rows. Totaly, we obtained 216x6=1296 
problem instances with known optimal value having six 
different increasing rates.  

The Band Collocation Problem Library is available online 
at http://www.izmir.edu.tr/bps .  

IV. A HEURISTIC ALGORITHM 
In this section, we propose a heuristic algorithm with two 
different versions. In both versions, the columns are sorted in 
either ascending or descending order by the sum of the non-
zero elements in the columns. The parameters used in the 
algorithms are as follows:  
 

� m: the number of rows in the matrix, 
� n: the number of columns in the matrix, 
� A: A Boolean matrix of dimension mxn, 
� k = log2m, 
� C: A cost vector of length k+1 including co, c1,…, 

ck 
 
Heuristic Algorithm1: 

Sort_Columns_Ascending (A); 
Boolean_Order(1, m, 1, 1); 
BC_Cost_Calculate(A, C); 
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Heuristic Algorithm2: 
Sort_Columns_Descending(A); 
Boolean_Order(1, m, 1, 1); 
BC_Cost_Calculate(A, C); 
 
Sort_Columns_Ascending and Sort_Columns_Descending 

procedures sort matrix A (relocate the columns of the matrix) in 
ascending and descending order by the sum of each column, 
respectively. These procedures runs in O(nlgn) time since they 
use the well-known quicksort algorithm.  

The BC_Cost_Calculate procedure takes matrix A and cost 
vector C as input, and uses a dynamic programming algorithm 
proposed by Nuriyeva in [5] to evaluate band collocation cost 
of the matrix after relocations of the rows . This procedure runs 
in O(knm) time. 

The core of the heuristic algorithm is the Boolean_Order 
procedure. It takes top, bottom, column_id and value as input. 
The top and the bottom are used to determine the range of the 
rows to be applied, the column_id indicates a column to be 
performed, and the value may be either 0 or 1. If the value is 0, 
then Boolean_Order relocates the rows with zero values in the 
corresponding column on the top of between top and bottom. If 
the value is 1, then Boolean_Order relocates the rows with 
non-zero values in the corresponding column on the top of 
between top and bottom. 

 

 
 
The initial call of the Boolean_Order  starts with the whole 

rows in the first column. After the initial call, the procedure 
calls itself recursively exactly twice for each column, one for 
the upper part the other for the lower part. In this procedure, 
the for loop in lines 3-5 selects entries which are the same with 
the value and move them to the front of the rows. Line 6 
determines distinction between 0’s and 1’s, and line 7 
calculates the one’s complement of the value. In lines 8-11, the 
current range are separated out two sub-ranges and two 
recursive calls are executed. The Boolean_Order procedure 
runs in O(nm) time since it handles each entry of the matrix 
only once.  
 

V. TEST RESULTS OF THE  HEURISTIC ALGORITHM 
We performed two versions of the proposed heuristic 

algorithm. The test instances are taken from the BCPLib in [6]. 
The heuristic algorithm with ascending order gives better 

results than with descending order. The average gap  for 
ascending order  and descending order versions  is  7.04% and 
7.31%, respectively. Since there is no significant difference 
between the gaps in both versions, we gave the test results for 
ascending order. The algorithm has solved to optimality 32 
instances out of 1296 and the CPU time varies from 0.02  to 
1.92 milliseconds. 

As it can be seen in Figure 4 and 5, the gap increases as the 
number of rows and columns increase. However, In Figure 6, 
we can observe that the proposed algorithm gives better results 
when increasing ratio between costs of the Bands is high.  In 
Figure 7, we see that algorithm give better results in low and 
high densities. As a result, we can say that the algorithm gives 
better results on matrices which are generated randomly.  

 

 
Figure 4: Average gap by the number of rows. 

 

Figure 5:  Average gap by the number of columns. 
 

 
Figure 6: Average gap by the increasing ratio of costs. 
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Figure 7: Average gap by the density of 1’s. 
 
 

Figure 8: Average gap by the matrix types.  
 

VI. CONCLUSION 
In this paper, we developed a heuristic algorithm for the 

Band Collocation Problem and created 1296 problem instances 
with known optimal solutions. Then we presented our test 
results on these instances. In general, the gap results are very 
promising but not enough. However, the implementation of the 
recursive algorithm is very fast in runtime.  

We are going to study on row similarity degree (RSD) for 
the new heuristic algorithms. After defining RSD, we would 
like determine row groups of sizes 2, 4, 8, etc. which would be 
in sequential order. Besides, we are going to study on 
sequential degree between groups (SDG) for choosing the 
groups which would be in a sequential order. Furthermore, 
metaheuristic algorithms are of particular interest and also 
merit study. 
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Abstract—The paper deals with semantic modeling a mental 

imagery caused by processing a new project task in real-time 
designing a system with the software. In the processing of the 
new task, the designer applies a framework “model of precedent” 
and its iterative filling by content with using a feedback caused 
with a stepwise refinement of the task statement. For 
understanding the current conditions of the task statement, the 
designer uses a figuratively-semantic support. Combining the 
indicated means is implemented in the toolkit WIQA. 

Index Terms—Automated designing, conceptual experiment, 
precedent, question-answering, stepwise refinement 

I. INTRODUCTION 

For designing a software intensive system (SIS), one of the 
features is an unpredictable appearance of a new project task 
when designers collaboratively solve a set of delegated tasks in 
the real time. Before this situation, these tasks have been 
appointed to designers in accordance with used rules of 
managing from a tree of tasks of the SIS project. Moreover, 
tasks were distributed among designers so that, in current time, 
some of them are solving more than one task. These working 
conditions lead to the fact that tasks (delegated to any designer) 
should be solved not only in parallel but pseudo-parallel modes 
also. Hence, tasks can form a queue at a workplace of any 
designer who must rationally interact with this queue. So, any 
new task must be included into the tree of tasks and, even, into 
the corresponding queue of tasks if it is necessary. 

However, all told above concerns organizational actions 
that indicate the dynamic specificity of the tree of tasks. An 
answer to the question about the structure and content of life 
cycle of the new task is more important. This paper provides an 
answer to this question. The offered answer is based on a 
precedent-oriented approach, an implementation of which is 
coordinated with multitasking in conditions of pseudo-parallel 
interactions with queues of tasks. The use of stepwise 
refinement in the work with the new task and iterative creating 
the model of the corresponding precedent allow including this 
work in the multitasking mode of the execution at a workplace 
of the designer who discovered this task. 

The stepwise refinement is a powerful paradigm for 
developing a complex program (task) from a simple program 
(subtasks) with incrementally adding details [1]. The value of 
stepwise refinement is caused by the fact that its application is 
coordinated with the understanding that for a specific task, the 

designer can build several variants each of which presents the 
solution of this task at a certain level of abstraction. By 
performing stepwise refinement, the designer determines 
interim (conceptual) solutions of the task, beginning from the 
highest level of its abstraction. 

The offered version of the stepwise refinement applies in 
the context of the precedent model that uses analogies with 
“intellectually processed conditioned reflexes” [2]. These 
analogies take into account intertwining the processes of left 
and right hemispheres of human brains that were a reason for 
an inclusion a figuratively-semantic support in the life cycle of 
the new task.  

For the use of this feature of the work with the new task 
and other indicated above, the designer applies the toolkit 
WIQA (Working In Questions and Answers) that supports 
conceptual designing of Software Intensive Systems (SISs) [2]. 

II. PRELIMINARY BASES 

The proposed version of stepwise refinement has following 
history. At its first stage, our investigations were concentrated 
on creating the statement ST(Zi, t) for the new task  Zi that 
unpredictably appears in collaborative designing the system 
with the software.  Conducted investigations have led to the 
development a set of instrumental means described in our 
paper []. These means support: 

1. Including the work with the new task in a multitasking 
mode that governs the use of the Agile management and 
human-computer interruptions. 

2. Interacting with the statement ST(Zi, t) as with a dynamic 
object beginning with “zero-state” ST(Zi, t0) when its 
textual units are absent. 

3. Question-answering in the work with textual units of the 
statement when they are formed. 

4. Translating any textual unit in its Prolog-like description. 
5. Reflecting the textual unit in its figuratively semantic 

model. 
6. For investigated textual unit of the statement ST(Zi, t), 

iterative coordinating the Prolog-like description with the 
figuratively semantic model. 

7. Conceptually algorithmic programming indicated actions. 

Thus, at the first stage of the developed approach, we have 
organized and tested only the version of controlled 
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intertwining the textual and graphical components of the 
statement ST(Zi, t) in conditions of multitasking.  

Out conceived approach has suggested the use of the 
figuratively semantic support in precedent-oriented solving the 
task Zi. This feature of the approach was investigated and 
realized at the second stage, the results of which was 
described in the paper [].  

This stage was aimed at following actions: 

1. Analyzing the precedent model of the task from the 
viewpoint of its development managed by iterative creating 
the statement ST(Zi, t). 

2. Specifying the steps of the development of the precedent 
model in terms of increments that decrease the uncertainty 
of corresponding textual units of the statement. 

3. Creating the precedent model with the use of conceptual 
experiments. 

4. Improving and evolving the set of means that support the 
offered approach. 

As a result, iterative actions of the designer were applied 
for all types of increments used in creating the model of the 
precedent. It should be noted, in the paper [], stepwise 
refinement was not mentioned. 

The third stage integrates all novelties of the offered 
approach by the use of stepwise refinement as the specific 
mechanism of management in the work with the new task in 
conditions specified above. This paper presents the approach 
from the viewpoint of its total integrity. 

III. RELATED WORKS 

For our study, the nearest group of related works concerns 
the stepwise refinement paradigm in its applications. In this 
group we mark the use of the stepwise refinement for object-
oriented programming [5], heap-manipulating of code [1], 
developing logic programs [6] and implementing the 
refinement with perfect developer [7] 

The experimental side of our study concerns works [8] and 
[9] in the subject area “Conceptual Development and 
Experimentation (CD&E)”.  

Indicated papers prompt a number of solutions that specify 
intellectual processing the results of conceptual experimenting 
and the use of conceptually algorithmic programming in 
iterative forming the precedent model. 

In related works, the important place occupies studies of 
the mental imagery and diagrammatic reasoning. In this group, 
we mark papers [10] and [11]. 

These papers help to build the specialized graphical editor 
that supports three types of visualized images each of which 
allows expressing as static images so their dynamics. 

It should be noted, all papers indicated in this section were 
used as sources of requirements for developing the set of 
instrumental means provided the offered version of the 
figuratively semantic support in solving the new tasks. Any of 
these papers concerns only a part of the offered approach to 
interrupting in conditions of multitasking. 

IV. APPEARANCE OF THE NEW TASK 

When a person mind is active, it implicitly and explicitly 
creates signs, the definite composition of which can be 
estimated by thinking as discovering a situation indicating on 
the appearance of a new task. If the new task is important, then 
such situation plays a role of a reason that initiates the 
interruption of the current activity of the person for switching 
on the discovered task. By another word, the reason initiates 
self-interruption by the person for switching on the work with 
the new task. 

So, the new task starts an own life cycle in the mind of the 
designer. More definitely, it explicitly begins with a 
composition of signs (signals), for example, as a set of words 
(w1, w2,…, wk) that appeared in the left hemisphere of 
designer’s brains. These words open the possibility to define a 
“zero-state” of the new task. 

The scheme presented in Fig.1 demonstrates the operational 
conditions where the new task is discovered and registered 
with the list of essential keywords.  

 
Fig.1. Pseudo-parallel activity of the designer  

 
After that, this task should be included in the collaborative 

process of conceptual designing the features of which are 
defined by reflecting the operational space of designing on the 
semantic memory. In this memory, designers implement the 
stepwise refinement as for the tree of the task as whole (shown 
in Fig.2) so for any task by the use of iterative creating the 
model of the corresponding precedent. 

. 
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Fig.2. Multitasking environment of designing 
 

 
The scheme underlines that the centerpiece in the reflection 

occupies by the tree of project tasks dynamics of which 
defines the stepwise refinement. Any new task develops 
current state of the tree. Moreover, for each task of the tree, 
the responsible designer conducts a stepwise refinement of the 
question-answer type. 

V. STEPWISE REFINEMENT 

One important specificity of the used multitasking 
environment is the use of models of precedents that are 
generated in designing and accumulated in the Experience 
Base. The designer creates any of such unit with applying the 
normative scheme ( framework, FP)  that is shown in Fig. 3.  

 

 
Fig. 3. The model of the precedent 

 
The scheme reflects the structure of the created model 

MP(Z ) and its step by step development in terms of the life 
cycle. The structure includes following subordinated models: 
textual model PT of the solved task; its model PQA in the form 
of registered QA-reasoning;  logical formulae PL of modeled 
regularity; graphical (diagram) representation PG of precedent; 
pseudo-code model PI  in QA-program form; and executable 
code PE. 

Note, in the step by step development of MP(Z), the reason 
for any step is caused by increments of textual units that are 
created in forming the statement of the corresponding project 
task.    

Let us clarify this feature of the model MP(Z) in detail. As 
told above, the task Z and its model MP(Z) begins their life 
with zero-states when even the initial statement of the task is 
absent.  
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In our profound conviction, the initial statement must be 
formulated with the short text that most abstractly (but in the 
sufficient measure) expresses the essence of the task.  

After creating the initial statement of the task, the designer 
turns to an analysis of its text and implementing the other 
normative actions of the used technology. During these actions, 
step by step, the statement S(Z, t) will be enriched while its 
uncertainty will decrease.  

The enrichment will be caused with generating increments 
ΔS(Zj, t1), ΔS(Zj, t2), …, ΔS(Zj, tK-1) prioritization of which 
essentially determines the characteristics of the task being 
solved. This feature indicates the necessity of managing the 
development of the task statement. 

For managing, the offered approach uses following 
solutions: 

• Using the stepwise refinement way for decreasing the 
uncertainty of the task statement S(Zj, t); 

• Coordinating the statement development with the process 
of creating the corresponding model of the precedent. 

The first of these solutions is oriented on the use of 
question-answering in its application for discovering of 
uncertainty portions, their coding by appropriate questions and 
decreasing by corresponding answers.  

The feature of the second solution is the use of iterative 
creating the precedent model in the real-time work of the 
designer with the new task. The designer creates any 
component of this model on the base of the task statement in its 
current state S (Zj, t). It may happen that steps of such creation 
will be sources of information for enriching the state S (Zj, t) 
or its corrections. This new informational unit can have not 
only the textual form. They can also be diagrams, pictures, 
tables, formula and algorithmic units.  

So, in its turn, any changing the state S (Zj, t) can be a 
reason for corrections any of the components PL, PQA, PG, PI, 
PE. In other words any increment ΔSx(Zj, t) can lead to the 
increment ΔPY(Zj, t) where Y ∈ (T, L, QA, G, I, E). In its turn, 
any increment ΔPY(Zj, t) can be the source of a textual 
increment ΔTY(Zj, t1), that can be a reason for corrections 
ΔSx(Zj, t) and so on. Thus, components PT, PL, PQA, PG, PI, PE 
are results of the iterative development in coordination with the 
feedback that is shown in Fig. 3. 

VI. FEATURES OF FIGURATIVELY-SEMANTIC SUPPORT  

As told above, any step of creating the model MP(Z) is 
managed by the next increment  ΔTY(Zj, tm) that should be 
coordinated with the current state of corresponding 
components from the set including PT, PL, PQA, PG, PI, PE in 
their states. It is possible that such coordination will require the 
use of modeling the activated mental imagery that is important 
or corresponds to the applied normative diagram (for example, 
the diagram of the UML-set). Analysis and estimations of such 
necessity have led us to the development of the specialized 
graphical editor presented in Fig. 4. Any model of the 
corresponding mental image is bound to its programmed code 
that helps to build this model repeatable if it will be useful. 

 
Fig. 4. Structure of the specialized editor 

 
The editor supports following versions of semantic-loaded 

images: 

1. Prolog-oriented versions in the form of the figuratively 
semantic schemes (FS-schemes) that are coordinated with 
their Prolog-like descriptions (will be clarified below). 

2. Pictured versions any of which can be drown by the 
designer with the use of units of the chosen paltry.  

3. Conceptually algorithmic versions examples of which 
express the programmatic point of view on the precedent 
submodel PI. 

Let us clarify the place and role of the FS-Scheme. For 
implementing the graphical support, the textual unit Ti is 
translated previously in a Prolog-like description T*i({Cij}) that 
includes a set of predicates {Cij} each of which presents the 
corresponding simple sentence embedded in Ti. After that, the 
description T*i({Cj}) must be stored in the semantic memory 
of the toolkit WIQA, and it will be visually accessible to the 
designer in an interface environment where the designer has 
the possibility of correcting the description. Then, the Prolog-
like description will be interpreted as a declarative program 
that is written in an extension of the pseudo code language 
LWIQA embedded in WIQA. Operators of this extension have 
the syntax that corresponds to the syntax of predicates. Such 
transformations are iteratively implemented in an operational 
surrounding that is presented in Fig. 5. 

This figure includes clarifying labels. The FS-scheme can 
be plugged to the ontology for the scheme specification and its 
informational enriching. Interactions with the ontology help to 
open the actual variants of the systematization registered in the 
ontology for nodes of the built scheme. 

The scheme also reflects (by the spiral) the dynamics of 
iterative coordinating the text unit with its FS-scheme. The 
basis of such coordination is the feedback of FS-scheme with 
corresponding prolog-like description. 

Any correction at the scheme leads to the correction of the 
text equivalent. This mechanism is useful when translating 
complex sentences into simple clauses described at their 
prolog-like versions. 
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Fig. 5. Iterative coordinating the text and FS-scheme 

 
Note, that the aggregation of the text T, its prolog-like 

version, and the coordinated graphical model express the 
understanding that the creator of these constructs embeds in the 
result of transformations. Achieving the necessary 
understanding is a fundamental aim of conceptual 
experimenting.  

VII. CONCLUSION 

The following conclusions can be drawn from the described 
study focusing on an unpredictable appearance of a new task 
at a time when a team of designers develops the system with 
the software: 

1. The appearance of new tasks is typical for real-time 
designing such systems, and it should be managed with 
using the agile-means. 

2. The use of stepwise refinement mechanisms is a rational 
way of working as with planned tasks so with new tasks. 

3. The work with tasks can be improved by iterative creating 
the human-oriented models of precedents with using 
figuratively-semantic support. 

By other words, real-time solving the new project task will 
be more successful if the designer creates its precedent model 
on the base of analogies with intellectual processing the 
conditioned reflexes. In the described approach, such position 
has led to the inclusion of conceptual experimenting in 
designer’s actions. 

The approach supports real-time intertwining internal 
mental processes with their models in a computerized 
environment, in particular, intertwining mental imagery with 
images that are semantically useful loaded.  

For implementing such activity, the specialized graphical 
editor has been developed as the extension of the toolkit 
WIQA with embedded Ontology and Experience Base. The 
editor supports the creation and use of three types of images 
with transformations among them. Moreover, any image of 

any type can be transformed to the executed program. 
Indicated possibilities help to organize controlled intertwining 
for achieving the useful aims, first of all, for achieving the 
necessary level of understanding. 
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Abstract—In this paper trustworthiness evaluation issue of 
cloud provider is considered. A new architectural approach for 
the trust assessment system is proposed. According to the 
approach the cloud provider's trust level is calculated by 
aggregating provider's risk and reputation values. For the 
demonstration of the capabilities of the proposed method the 
experimental tests are conducted in Matlab program 
environment.     

Index Terms—Cloud computing; trust model; reputation; 
cloud provider; CPTrustworthiness. 

I. INTRODUCTION 
The emergence of cloud technologies paradigm is 

considered as yet another revolutionary process in Internet 
environment [1]. According to the definition of this technology 
given by NIST organization, resources here are presented as a 
service to users via Internet. For example, SaaS (Software as a 
Service), PaaS (Platform as a Service), IaaS (Infrastructure as a 
Service). Based on these technologies, users gain access to 
common computer resources (network, storage, program 
applications) pool on-demand [2]. 

In general, cloud environment is constructed on multi-
provider and multi-service scenarios. As the access of each 
cloud is a management mechanism, providing access of one 
cloud (domain) users to the resources of another cloud is 
considered as an important issue. For this purpose, availability 
of management mechanisms of flow of user identifiers between 
clouds is necessary. One of these mechanisms is the federative 
management mechanism serving to provide secure mutual 
communication of clouds. 

The main goal of federative management is to share and 
distribute the identity information among different domains 
within the framework of the specified safety policy.  For this 
reason, a federative model enables the provision of secure 
access to other domain resources of roaming users of a 
particular domain and request without any additional login 
process [3].  

The most popular federated identity management 
mechanism is single sign-on (SSO). This technology allows 
users to authenticate at a single domain and gain access to 
multiple ones without providing additional information. 

  
 

Ample amount of research has been conducted on the 
development of federated management mechanisms [4]. In this 
mechanisms approaches to ensure dynamic federation of 
entities do not provided. In other approaches models for 
providing dynamic federation of clouds are proposed [5, 6, 7]. 
But these models unable to operate as a single system, which 
allows making decision of the federation. Dynamic federation 
of entities are providing through the use of trust models [8].  

Trust is a fundamental issue to address scalability. 
Moreover, the flexibility of every federation framework is tied 
to the underlying trust model, often poorly defined or even out 
of the specifications scope. For this reason, new enhanced 
techniques are required to achieve dynamic federation. 
Furthermore, the significance of research on this topic has been 
recently highlighted to the point of stating that “If dynamic 
federation negotiation and trust management in IdM systems 
could be achieved, it would revolutionize the Internet 
marketplace” [9]. 

In [8] closest model to our work was offered. However, this 
work by applying MAUT (Multi-Attribute Utility Theory) 
theory seeks to determine the trust level based on aggregation 
of two same type (trustworthiness, assurance) factors. This 
complicates the process of determination how much the 
provider is safe. Here an aggregation method also is chosen not 
successfuly. For the same values of two variables the model 
also loses its accuracy.   

In this paper a new dynamic trust model for the identity 
federation in the cloud computing is proposed.  

II. TRUST EVALUATION SYSTEM ARCHITECTURE 
Trustworthiness evaluation of cloud provider is usually 

conducted by multiple attributes. Therefore, an evaluation of 
the trustworthiness have been resolved through multi-criteria 
decision-making methods. In this paper approach assessing 
trustworthiness of cloud provider (CPTrustworthiness) via the 
combination of multisource risk and reputation data is 
proposed. CPTrustworthiness helps discover more trustworthy 
cloud provider more accurately. CPTrustworthiness model has 
been described in figure 1 and solves cloud provider 
trustworthiness evaluation problem in three phases.   

 Firstly, in the risk attributes block of model risk factors 
that may affect the violation of the security of the cloud 
provider's infrastructure are selected, weight ratios to these 
factors are assigned. Secondly, based on the Mamdani type 
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fuzzy inference algorithm the risk value of provider's 
infrastructure is calculated. In this phase, model aggregates 
reputation scores given to cloud provider as well as calculates 
the value of his reputation. Finally, the trustworthiness value of 
cloud provider will be released by combining multi-source 
assessment data. 

 In the proposed architecture for dynamic federation 
management, the Trust Decision is a key component. 

The function of this module is deciding whether to initiate 
or not a federation with another entity. 

The inputs for this module are the risk and reputation 
values of the entity (figure 2). Then, the decision procedure 
consists of aggregating two metrics in order to obtain a final 
meaningful number that can be compared to a decision 
threshold. 

 
Here risk and reputation values are obtained via following 

algorithms [5, 6].   

III. CLOUD PROVIDER’S RISK VALUE CALCULATION  
Here cloud provider’s risk priority vectors are formed and 

on the basis of this vector fuzzy logic based risk value 
calculation is provided.  

AHP algorithm is interpreted as follows: 
Step 1. Development of decision hierarchy. Our study 

suggests a five-layered hierarchical structure [5]. The 
objective, placed in level 1 of the hierarchy is the provider’s 
risk value. Second level of hierarchy includes 2, and third level 
includes 5 factors, that enter into these decision: data security 
and privacy risks, organizational risks, technical risk, 
compliance and audit risks, physical security risks. The next 
layers of the hierarchy are sub factors of the main factors.  

Step 2. Establishment of comparison matrix for each layer. 
In this step, carried out the establishment of dominance rates 
matrix, based on a 9-point system ranging from 1 to 9. 
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 where, ija  − upper diagonal elements of the comparison 

matrix, 
ij

ji a
a 1

� lower diagonal elements of the comparison 

matrix. 
 Step 3. Establishment of normalized pairwise comparison 

matrix. Normalized comparison matrix is determined by 
dividing each element of the matrix A  by its column total.  

Assume the sum of j -th column elements is �
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i
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Step 4. Calculation of weight vectors for the factors. 
Weight vectors of factors are determined by averaging the 
elements on each row of normalized comparison matrix. 
Weight ratio of row i  is calculated as follows: 

n

a
w

n

j
ij

i

�
�� 1  

where n - is the number of factors. 
Step 5. Calculation of principal Eigen value. Principal 

Eigen value is obtained from the summation of products 
between each element of weight vector and the sum of columns 
of the decision matrix A . 

�
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i
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1
max/  

Step 6. Calculation of consistency index (CI) and 
consistency ratio (CR).  

1
max

�
�

�
n

nCI /

 

RI
CICR �

 
where, n - is the number of factors, RI is random 

consistency index and is determined by Saaty as in following 
Table I. 

TABLE I.   

 
Having obtained the risk priorities vector of cloud provider, 

we are able to calculate the risk value of cloud provider 
according to fuzzy logic of fuzzy set theory. 

Fuzzy risk assessment 
Fuzzy logic inference process for risk assessment can be 

described as a system which contain following blocks (Figure 
3). 

n 1 2 3 4 5 6 7 8 9 10 
RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 

Trust decision  

Risk 

Reputation 

Figure 2 . Trust metrics  

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

 
Cloud provider 

 
Risk attributes  Risk atributes 

weighting 

Risk value Risk value 
calculation 

Reputation 
evaluation 

Reputation data  

Trust decision  
(Agreggation)  

Trust value  

Figure 1. Robust CPTrustworthiness model for trust evaluation 
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In this paper Mamdani type fuzzy logic inference algorithm 

is used. Mamdani type fuzzy logic inference model mainly 
contains the following five assessment steps: 

Step 1. Fuzzification. In this step determination of main 
parameters which become necessary for risk assessment is 
performing. Due to uncertainty nature of these parameters their 
measurement are too complex. Therefore, the measure of each 
parameter is shown by linguistic terms and transforming to the 
appropriate fuzzy number.  

In this study, as shown in Figure 4, we adopt triangular 
membership function.  

 
A triangular membership function is specified by three 

parameters S Tcba ,, :  
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By using the defined membership functions, we replace the 
input values with a set of linguistic values and assign a 
membership degree for each linguistic value using triangular 
membership functions. 

Step 2. Construction of fuzzy rules. A fuzzy rule can be 
defined as a conditional statement in the form: “IF x is A 
THEN y is B” where x and y are linguistic variables and A and 
B are linguistic values determined by fuzzy sets on the universe 
of discourses X and Y, respectively. In this study, the Fuzzy 
logic system is represented with three fuzzy sets Low, 
Medium, High. These fuzzy sets determine the shape and 
location of the membership functions. As shown in Figure 5, 
we give the fuzzy sets of cloud security level risk. 

Step 3. Inference. The inference engine makes decisions 
based on fuzzy rules. In other words, in this step calculation of 
output parameters for the rules are conducting here. For 
example, rule output parameter )(yBi�  for the i -th rule 
“ ii BisythenAisxIf ” is represented by following formula  

< = < = < =< =< =< =yBxATxATyB ii
Xx

i ,,)( sup ���
�

 

where )(xA�  is the system input parameter, x  is elements 
of the universal X set of input parameters of the system and 
y  is elements of the universal Y  set of output parameters of 

the system. 
In this study, the inference engine for main block makes 

decisions based on 15 fuzzy inference rules as shown in figure 
5. 

Step 4. Agregation. Single output of rule knowledgebase is 

obtaining by aggregating of < =yBi
�  output parameters of all 

rules and calculating by the following formula 
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Step 5. Defuzzification. In this step, implementation of 
transformation of the linguistic value of cloud risk level into 
crisp risk values is carried out. We adopt the most common 
defuzzification method, called center of gravity to obtain the 
risk value of cloud provider with a value in the range A B1,0 . 
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IV. CLOUD PROVIDER’S REPUTATION VALUE CALCULATION  
In the environment where the number of entities is large, 

the decisions are specified by the group (collaborative) making 
decisions based on the specific criteria. The main idea of 
collaborative method is enabling the full use of knowledge and 
the intellect of group members for the purpose of efficient 
decision-making based on the criteria specified. In the problem 
stated, the group members consist of entities listed in SP trust 
list which possess a particular knowledge regarding IdP and act 
as experts in the system. In suggested model, those experts are 
substituted with intellectual agents. 

Assume that n number of intellectual agents assessing IdP 
and m number of criteria are present. Then, intellectual agent-
based multi-criterion collaborative model can be described as 
in Table II [6].  

 
 

a c b x 
Figure. 4. The triangular membership 

Output Input 

Knowledge base for rules 

Fuzzification Fuzzy inference 
controller 

Defuzzification  

Figure. 3. Procedures of Fuzzy logic for cloud risk assessment 

Figure 5. The fuzzy rulers defined for cloud security level risk subsystem 
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TABLE II.  THE DRAFT OF INTREP MODEL 

 
Here, intellectual agents assign different scores to IdP 

based on < =mcccX ...,,, 21�  criteria set as usual. For 
example, those scores can be constituted of high scores, low 
scores and average scores according to provider’s behaviour 
information.    

In order to include the different opinions of intellectual 
agents and enable the use (participation) of all opinions in the 
process of assessment those opinions are fuzzified. For this 
purpose, the following fuzzy triangle value is used in order to 
describe the opinions of intellectual agents: 

< =
< = < =11,,

,,~
321

scorehighscoreaveragecorelows
zzzZ iiii ��  

here, i  is a numerical index of intellectual agent. 
As noted, here individual intellectual agents generate 

different opinions using different parameters. In the research 
work suggested, an intellectual agent produces < =xfY �   
output score based on X  assessment criteria set and this score 
is used as a reputation score. Here, the classification of 
provider as reliable or malicious is carried out according to 
frontier score T . According to federalization policy, only the 
identity provider with reputation score exceeding frontier score 
T  is allowed to be contacted.  

Assume that ith intellectual agent has generated k  number 
of different scores based on X  criteria set for 

1IdP : < = < =AkAA XfXfXf ),...,(, 21 . In order to provide the 
participation of all scores during the assessment a fuzzy 
opinion is formed as a triangular fuzzy number. In this case, 
the lowest, average and the highest scores among the  number 
of score scores are used as left, center, and right belonging 
degrees. It is to be noted that in order to determine the degree 
of belonging other fuzzification methods can be applied. In this 
case, several other scores are not considered which results in 
loss of useful information. Hence, in order to include all scores 
in fuzzy assessment, the average value of scores are accepted 
as predicted score. Using this fuzzification method, intellectual 
multi-agents can carry out a fuzzy assessment for each 
provider. Hence, fuzzy triangle score for intellectual multi-
agents can be described as following: 

< = < = < = < =< =A B< ,,...,,min,,~
21321 A

i
kA

i
A

i
iiii XfXfXfzzzZ ��

< = < = < = < =< =A B = )12(,...,,max, 21
1

A
i

kA
i

A
i

k

j

A
k
j XfXfXf

k
Xf

0
0
1

2

3
3
4

5
�
�

 

The opinions of multi-agents are fuzzified with this method 
and the problem of provider assessment is posed as fuzzy 
decision-making process. Assume that p  number of 

intellectual agents is present, and < =pZZZZ ~,...,~,~~
21Q�  – is an 

aggregation of p  number of fuzzy opinions, < =�Q  - is an 
aggregation function. There are existing innumerable 
aggregation functions than can be used in aggregation of fuzzy 
scores. Some of them are linear, whereas some of them are not. 
Using linear additive procedures, the aggregation of fuzzy 
opinions of p  number of group members are carried out as 
following: 

< =13,,~~
3

1
2

11
1

1
))
+

'
((
*

&
�� ����

����
i

p

i
ii

p

i
i

p

i
iii

p

i
i zwzwzwZwZ  

here, iw  is the weight of  fuzzy opinion, .,...,2,1 p�   
For the aggregation of weights of opinions given by the 

agents, they must be normalized in a particular way. Otherwise, 
malicious entities may assign high weights to other malicious 
entities, and low weights to trustworthy entities. Here, the 
weights are normalized as following: 
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The next stage is the provision of aggregation of fuzzy 
opinions produced by different multi-agents. For this purpose, 
the method of least squares is applied. The main idea of this 
approach is based on the minimization of the sum of squares of 
distances from one fuzzy opinion to another. In special case, 
the square of the distance between iZ~  and jZ~  is calculated as 
follows:  
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According to rule (15), the optimization model serving to 
the minimization of sum of squares of the distances between all 
weighted fuzzy opinions pairs can be describes as following: 
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 Using Lagrange multiplier method, Lagrange function is 

constructed as follows based on (16) and (17) formulas:  
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By differentiating the equation (19) with iw  weight, the 
following formula is obtained: 
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here, .,...,2,1 pi �  
Equation (20) can be simplified as follows: 
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Assume that < =TpwwwW ...,,, 21� , < =TI 1,...,1,1�  ,   

here, T  superscript indicates the transposed matrix, and 
assume that,  
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In this case, the matrix containing these elements can be 
described as following:  

< =

< = < = < =

< = < = < =

< = < = < =

< =22

1...

...1

...1

3

1

2
3

1
2

3

1
1

3

1
2

3

1

2
2

3

1
12

3

1
1

3

1
21

3

1

2
1

0
0
0
0
0
0
0

1

2

3
3
3
3
3
3
3

4

5

)
+

'
(
*

&
���

�)
+

'
(
*

&
��

��)
+

'
(
*

&
�

�

��

���

���

���

���

���

���

�

l
pl

l
lpl

l
lpl

l
pll

l
l

l
ll

l
pll

l
ll

l
l

ppij

zpzzzz

zzzpzz

zzzzzp

bB

 

Based on matrix B and the conditions above the formulas 
(21) and (17) can be written as below: 

< =23,0�� IBW /  

< =24.1�WI T  
Similarly, equation (16) can be expressed in a matrix form 

as .BWWD T�  
The following are obtained based on formulas (23) and 

(24):  
< = )25(/1 1IBI T �f �/     

< = < = < =26/ 11 IBIIBW T ��f �  

After the completion of the aggregation process of weights, 
a fuzzy mean opinion is formulated using (13) formula.  

In order to obtain the crisp value for reputation score, fuzzy 
triangle < =321 ,,~ zzzZ �  is defuzzified to crisp value by using 
the center method.  

< =

< =

< = < =27
3

321

23

3

12

1

23

3

12

1

2

1

3

2

2

1

3

2

3

2

3

2

zzz

dx
zz
xzdx

zz
zx

zz
xzxdx

zz
zxx

dxx

dxxx
z z

z

z

z

z

z

z

z
z

z
z

z

z
z





�

))
+

'
((
*

&
�
�


))
+

'
((
*

&
�
�

�
�

�
))
+

'
((
*

&
�
�

�

��

d d

d d

d

d

"

"

 

V. TRUSTWORTHINESS EVALUATION  
Trustworthiness of the cloud provider is obtained via 

aggregation of reputation and risk values. Therefore, the 
following aggregation method is used. 

Assume ncp  is the nth cloud provider, 

nrrr ...,,, 21  - provider’s risk values, 

mrprprp ...,,, 21  are provider’s reputation values. nth cloud 

provider’s ncp  trust value is calculated as follows: 

< =28,
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here iP  and jP  are appropriate weights of reputation and risk 

attributes and � �
� �

�

I
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j
ji

1 1
1PP . Weight provides 

robustness of the model against attacks. Equation (28) defines 
the aggregation method of risk and reputation values under the 

constraint � �
� �

�

I

i

J

j
ji

1 1
1PP . Here I is the number of risk 

parameters, in our case four risk parameters are used. J is the 
number of reputation parameters, in our case ten reputation 
parameters are used.  

 

VI. EXPERIMENTAL VERIFICATION OF THE SUGGESTED 
METHOD  

Assume that the provider's reputation and risk attributes get  
values in [0, 1] interval. By applying equation (28) over these 
values the relationship between risk and reputation parameters 
can be build as following aggregation matrix.  

TABLE III.  REPUTATION AND RISK PARAMETERS RELATION MATRIX  

 
As we can observe in the values represented in table 3, 

there are cases in which very low values of risk combined with 
high level of reputation the provider’s trustworsiness is high, 
high value of risk combined with low value of reputation the 
provider’s trustworsiness is low.   

Surface model allowing decision making about provider’s 
trustworthines via this agregator  is represented figure 6. 
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As we can observe in the surface model represented in 

figure 6 there are cases in which very low values of risk 
combined with high level of reputation tead to final acceptable 
values. For example, for r=0.2 and rp=0.7 provider’s 
trustworthiness is equal to 0.0143.    

In the calculations the following weight ratios were used 
(table IV)  

TABLE IV.  WEIGHT RATIOS  

 0.29 0.25 0.134 0.85 0.062 0.049 0.039 0.033 0.024 0.02 0.013 

 
0.1 0.19 0.2 0.091 0.16 0.073 0.06 0.051 0.04 0.033 0.01 
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Figure 6. Surface model for trust decision making  
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Abstract—The article describes an approach to create virtual 
cloud network laboratory. The topology is created with the visual 
editor. Then a script for network deployment is created. It is 
based on the scheme description. For implementation of this 
approach the cloud system based on OpenNebula has been 
created. The experiment has shown the efficiency of using cloud 
systems in IT education. Even the small cloud datacenter has 
provided virtual classes for studying operating systems, network 
administration, cloud services and creating various cloud services 
and networks.    

Keywords—virtual laboratory, IT educaton, IaaS. 

I.  INTRODUCTION 
The present day university IT education implies students’ 

access to virtual laboratories. Virtual machines joined in the 
network are used for practical study of server OS such as 
Windows and Linux.  

The most popular virtualized networking projects (such as 
GENI, VNET, VNRMS) are considered in the paper [1]. 
However, we offer a simpler solution for training. It uses a 
local cloud data center. 

Any class requires a certain set of nodes and a topology of 
their connections. Managed routers and switches used in such 
networks make access formation complicated. Non-standard 
topologies and components exclude the use of standard 
physical schemes.  The standard hypervisors (MS Hyper-V, 
VMware vSphere, Xen, KVM) and cloud aggregators 
(OpenNebula, OpenStack) provide no possibility to create and 
deploy the topology on demand using conventional methods.  

Cloud services provide the use of any needed number of 
virtual machines connected to the networks by Open vSwitch 
(OVS). The use of OpenFlow in cloud infrastructure allows to 
create any topologies independent from physical constraints. 
The Open vSwitch is integrated in the topology as a managed 
switch under the same controller. Nevertheless, such 
technologies are not supported widely enough as yet. 

The system described here is meant for automatized 
creation and deployment of laboratory and industrial virtual 
networks with any topology based on OpenNebula cloud 
platform. 

II. PROBLEM DESCRIPTION  

The problem of automatized creation and deployment of 
virtual infrastructure includes creating and editing topology 
schemes according to current cloud infrastructure possibilities, 
and converting the schemes into sets of command scripts to 
deploy infrastructures on demand.  

Automatization methods for V-Labs topology creation are 
presented in some papers. The UNetLab project [3] provides 
the virtual topology based on single VM. This project uses 
Qemu, Dynamips and Open vSwitch to emulate real topology 
and web-based SSH for access to devices. This approach is 
limited to local memory and CPUs within the single VM. Our 
project also uses similar Web-based approach for visual 
topology creation, but we simplified interface for old computer 
compatibility.   

Sometimes, linked virtual nodes must allocate virtual space 
on different hosts within the common network. Most open 
source cloud tools use only a real network (VLANs, VXLANs) 
for segment connection. We have tested GRE based method 
within the heterogeneous topology [4] to create borderless 
common network space without any hardware limitation. This 
method uses virtual GRE links over any real network topology.  

A complex management system for both virtual and real 
networks is presented in our previous paper [5]. This system is 
based on SDN approach. Within an OpenFlow converged 
network the controller can make routing decisions without any 
overhead. In [6] authors use OpenFlow for real-time IP 
monitoring and routing without MAC address binding. The 
traffic control method is described in [7]. It works up to L7  
and provides protocol-based routing. It can resolve QoS and 
balancing problem in high-load cloud network to optimal route 
all the critical network protocols. 

The visual design problem with a certain set of components 
having preset constraints has been considered in a number of 
researches. The simplest component for use and integration is 
Draw2D touch component [2] supported in all the browsers.  
The use of the component allows to store the schemes in JSON 
format and visually edit them in the browser (Fig. 1). 

The description of this example is given in Fig. 2. Due to 
the simple scheme description and graphic representation, it is 
possible to build more complex schemes with many 
interconnected components. 

The research has been supported by the Russian Foundation for Basic
Research (projects 15-07-06071 and 16-07-01004), and the President of the 
Russian Federation within the grant for young scientists and PhD students
(SP-2179.2015.5). 
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Fig. 1. The example of simple network. 

{ 
    "type": "draw2d.shape.basic.Rectangle", 
 //Rectangle PC1 
    "id": "354fa3b9-a834-0221-2009-abc2d6bd852a", //ID  
    "userData": {IMG:WinXP-1, NIC:1, MEM: 512}, //Load parameters 
    "ports": [{      //Ports 
       "type": "draw2d.Port",   //Type 
       "id": "ebfb35bb-5767-8155-c804-14bd48789dc21", //ID 
       "userData": {name:eth0,speed:100tx,vlan:1}, //Settings 
       "name": "eth0",   //Name 
      ]},{ 
    "type": "draw2d.shape.basic.Rectangle", //Rectangle PC2 
    "id": "354fa3b9-a834-0221-2009-abc2d6bd852a", //ID 
    "userData": {IMG:WinXP-1, NIC:1, MEM: 512}, // Load parameters 
    "ports": [{ 
       "type": "draw2d.Port",   //Type 
       "id": "ebfb35bb-5767-8155-c804-14bd48789dc22", //ID 
        "userData": {name:eth0,speed:100tx,vlan:1}, //Settings 
        "name": "eth0",   
 //Name 
      ]},{ 
    "type": "draw2d.Connection",  //Link 
    "id": "69f7e40c-4586-0d7f-8817-c798f8c07969", 
    "userData": {Type:OVS, VLAN:1, Filter:none, Duplex:yes}, //Link settings 
    "source": { 
      "node": "ebfb35bb-5767-8155-c804-14bd48789dc21"},// Source 
    "target": { 
      "node": "ebfb35bb-5767-8155-c804-14bd48789dc22"}}//Destination  

Fig. 2. The JSON description of network topology  

The second problem is to create a script for network 
deployment based on the scheme description. XML RPC is 
supported in most platforms, and it is used for interaction with 
OpenNebula. Python extension OCA is used on the server side 
for the scheme editor and ScriptMaker. 

The script to make the infrastructure uses 
one.template.instantiate() method for creating virtual machines. 
The information about the parameters of network cards, their 
number and settings is written in the command of creation. All 
the virtual machines are created in the “Hold” state.  The size 
of memory and network card parameters can be changed after 
the virtual machine has been created. 

The routing module is used to establish the links between 
objects based on the object distribution on servers and the 
network scheme. This module sets up the OpenFlow rules for 
switches and OVS to provide the topology function. The rules 
are sets at follows:  

<IN_PORT = value> <additional filters> <rewrite rule> 
<forward port >. 

This way to set rules is called pro-active (it implies pre-
routed traffic). Each switch and OVS gets its set of rules to 
distribute and isolate traffic flows. There is no high bandwidth 
requirements preset, the OpenFlow controller may be used to 
route all the flows through the rule:  

< IN_PORT = value ><forward CONTROLLER>, 

which allows dynamic processing of all flows on the 
controller. 

Ryu SDN framework has been chosen as the platform for 
OpenFlow, due to possibility to configure tables through 
REST. 

III. IMPLEMENTATION DESCRIPTION  
For implementation of our approach, the cloud system 

based on OpenNebula has been created (Fig. 3). All the servers 
have two network cards: one for the service network and the 
other for the cloud network. The latter is linked to the 
OpenFlow switch and by default runs in the regular switch 
mode with dynamic VLAN. 

OpenNebula
controller

OpenFlow 
controller

Router Internet

Automatization 
system 

DBMS

Cloud switch

 

Fig. 3.  The scheme of the cloud system 

Each server has a virtual switch Open vSwitch (ovs-br0) for 
connection to virtual machines (Fig. 4). The switch functions 
as the real one with OpenFlow routing.   
 

OS

OpenNebula
client

Ceph
client

Open vSwitch 
ovs-br0

Virtual machines

LAN1

LAN2

OVS 
OpenFlow

 

Fig. 4. The JSON description of network topology  
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From the point of view of controller, each route is a 
sequence of input and output ports (Fig.5). For routing the 
Dijkstra algorithm is used on the information, which controller 
receives through the LLDP protocol.  

The network starts after the virtual machines have been 
deployed and routing rules have been appointed. For access to 
virtual machine consoles the VNC protocol is used (by default 
for KVM) through a browser with NoVNC extension. 

When viewing the network scheme a double click on a VM 
opens the window with the console for access to the VM. The 
access through NoVNC is granted on port 443. Nginx runs on 
it and forwards traffic to NoVNC. The further access is 
performed by unique tokens from OpenNebula database, which 
allows to register real IP addresses and server ports in NoVNC. 
Each user has access through his tokens only. 

  

Fig. 5. The route through the network 

IV. ACCESS CONTROL SYSTEM 
As virtual laboratory infrastructure is to be used for 

educational purposes, it needs a hierarchy of accounts with 
distributed access permissions to scheme components. 

LDAP has been chosen for account information storage due 
to its common use. Besides LDAP is integrated with 
OpenNebula, so there is no need for additional authorization 
modules.  The hierarchy of accounts has the following structure 
«Administrator» - «Teacher» - «User».  Administrators can 
create or delete any schemes, resources, accounts and virtual 
machines within their control competence.  Teachers can create 
or delete schemes, accounts, and resources (including virtual 
machine templates) within their control groups. Users can load, 
run and stop schemes within quotas granted to them. For 
automatized start, it is planned to use the class timetable as 
well as manual start.  

V. EXPERIMENT DESCRIPTION 
For our experimental research, we used the university 

educational cloud data center. The center includes four two-
processor servers and eight one-processor servers with 32GB 
RAM each. Both the service network and the cloud network 
are implemented by HP 3500 switches supporting OpenFlow. 
The cloud is hypervised by OpenNebula, all the servers have 
the Open vSwitch bridge with OpenFlow for interconnection 
between the network and virtual machines. The Ceph four-
server distributed storage is used. Each server has three 1Tb 

disks with RAM cashing. In addition, KVM save cashing is 
used for better speed. All the networks function at 1Gb/s, the 
links between switches provide 10Gb/s. 

The first experiment was carried out to test storage 
performance for different configurations, determining the 
optimal choice. The virtual machines were started in automatic 
mode, starting times and Ceph storage latency were measured 
simultaneously.  The start was performed with “onevm 
resume” command, the running time was registered with the 
monitoring script based on “onevm list” command. Fig.6 
shows the experiment results for 1 through 50 virtual machines. 

 

 

Fig. 6. The start VMs performance 

As can be seen in Fig.6 run latency grows exponentially as 
VMs count grows. It is related to disk storage latency growing. 
The cloud implies 8 disks on 4 servers that can provide 
theoretical read performance up to 800Mb/s.  

Fig.7 shows the storage throughput at different numbers of 
read/write processes.  

 

Fig. 7. The storage throughput. 

As can be seen the storage throughput is significantly 
depends on access method.  The experiment embraced only one 
client with several flows. If the number of clients is growing, 
the read performance grows proportionally, but the write 
performance remains the same (Fig.8).   
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Fig. 8. The multi-client throughput. 

This explained by the distributed read method and the 
logging write method. The use of SSD for cashing and logging 
may provide a several times better performance.   

VI. CONCLUSION 
The experiment has shown the efficiency of using cloud 

systems in IT education. Even the small cloud datacenter (12 
low-performance servers) has provided virtual classes for 
studying operating systems, network administration, cloud 
services and   creating various cloud services and networks.   

We are planning to carry on further research using a high-
speed storage network with a 10G switch and SSD for cashing.  
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Abstract— This paper is devoted to the informational and 
control systems (ICSs) configuration generation problem. A set of 
configurations for the ICSs with performance redundancy is 
developed on system design stage. The problem is multicriteria 
with respect to key ICS design issues, including graceful system 
degradation, tasks relocation, etc. Within this paper the load-
balancing criterion is added due to its influence onto the gamma-
percentile operating time to failure. Then the  solutions of the 
resulting  multiobjective problem are evaluated and compared, 
and some conclusions are made. 

Index Terms— Informational and control  systems, hazardous 
environments, autonomous objects, load balancing, configuration 
generation. 

I. INTRODUCTION 
Contemporary  informational and control systems (ICSs) 

are used in a wide range of a mechatronical objects,  which 
operate  in complex hazardous  environments. For instance, 
aircrafts operate in a lack of time conditions:  latency in 
monitoring and control can lead to system failure and 
casualties. Another example of “unfriendly” hazardous 
environment is the open space. Here the long terms of 
maintenance  absence is actual. So, ICSs for such objects must 
be designed and developed with application of high  reliability 
requrements. One aspect of the reliability is the possibility of  
recovery, in particular, through reconfiguration. 
Reconfiguration is possible when there is a redundancy in the 
system: for instance, until nowadays, the main type of 
redundancy in aircrafts/spacecrafts is structural. Almost all of 
modern aircraft such as Boeing 777 and Airbus A320/330/340 
have used triplex- or quadriplex-redundant activation systems, 
flight control computer and databus systems [1-3]. As to the 
performance redundancy[4-6], it must be mentioned, that such 
a way to design the reliable ICSs has multiple advantages[4-6], 
but needs more complex recovery procedure. In the scope of 
this paper  reconfiguration of the ICS is the procedure which 
relocates the control and monitoring tasks (CMTs) from the 
faulted computational nodes to the operational ones. In the lack 
of time conditions  it can be done by choosing some predefined 

configurations; in case of no configuration available some 
heuristic procedures can be applied [7,8].   Here it must be 
mentioned, that the distributed  dispatching of the ICS is also 
important, due to multiple drawbacks of the centralized 
architecture[8]. But, resuming, in general case the set of  ICS 
configurations must be prepared and tested on the design stage, 
and the chosen objective function is crucial. 

One of the configuration  generation  issues is the load 
balancing parameter. Latest studies show that it is important 
[4,6] and influences onto the gamma-percentile operating time 
to failure  (up to 30%). Such  influence can be crucial for the 
mechatronical objects, which operates without maintenance  
possibilities (spacecrafts, autonomous robots, etc.). The 
question is how to incorporate the load balancing objective 
function into the configuration generation problem and what 
results can be achieved.  

The outline of this paper includes the brief review of the 
reconfiguration within the performance redundancy using, a 
configuration generation problem formalizing via 
multiobjective function. Then the load-balancing criterion is 
added, and the solutions of such multicriteria optimization are 
evaluated and compared. 

II. PERFORMANCE REDUNDANCY AND DECENTRALIZED 
MONITORING AND CONTROL  

The structural redundancy considers the set of basic 
(operational) elements and a set of reserve elements. When the 
node from the basic set fails, all control and monitoring tasks 
from this node can be  relocated to the reserve node.  
Performance redundancy considers all computational units 
(CUs) as operating elements with some performance reserve. 

In the case of CU failure (software or hardware) CMTs 
from the faulted node are launched by the operational ones 
(fig.1). Advantages of performance redundancy are explained 
in details [4-6,9]. Briefly, they are: resource utilization 
improving, gamma-percentile operating time to failure 
increasing, and, for particular configurations, the number of  
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possible recoveries increases. With the performance 
redundancy the decentralized ICS dispatching increases the 
reliability and scalability of the system. Any kind of central 
control element can become a bottleneck of the system, so the 
failure of central control element leads to the system failure 
without possibility to recover. When the ICS dispatching  
subsystem is decentralized, the system consists of equal control 
elements, and in case of failure the operational nodes make the 
collective decision about further  operating. As shown in fig.1, 
each CU is represented by software agent, which is launched 
via CMT task. Agents are aware  of each other, and when one 
agent does not broadcast the sign of its “presence” into 
communicational network (CN), other agents must begin the 
recovery procedure (the question of malfunctioning agents 
notification is out of scope of this paper). 

 

Fig. 1. Performance redundancy and decentralized dispatching. 

In practice, possible configurations are designed and tested 
on the design stage of the ICS creation. So, the problem of 
configuration generation must be solved and evaluated 

III. PROBLEM FORMALIZATION 
Let the input data be the following: 

• A set of CMTs G={xi}, i=1…N, where xi – the size of 
task i, N – the number of tasks. 

• Let ncc GGG ∪= , ∅=∩ ncc GG ,where cG – a 

subset of critical MCTs, ncG  – a subset of non-critical 
ones. Non-critical CMTs can be stopped or  eliminated 
from the system during reconfiguration. The number of 
critical CMTs  is Nc,  the number of non-critical CMTs 
Nnc; 

• Let fG  be the set of CMTs from the faulted CU. 

GG f ⊆ , pG  is the performing tasks, GGp ⊆ , 

∅=∩ fp GG . 

• A planned completion time for the set G is  Tplan. 

• Number of CUs is M with the equal performance p. 

Let’ s take into consideration that we have to allocate the 
CMTs from the set fG  within the system of operational CUs, 

on which the tasks from the set pG  are allocated with the 

constraint of completion time Tplan. Let the resource allocated 
by CU j for the subtask i be ijλ . The tasks allocation before the 

failure is described by matrix R: 
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Let the failure occurred on the CU with number d. The 
column d of matrix R is deleted, so there are  M-1 columns and 
N-|Gf| lines in the new matrix Rf. Renumber the elements of Rf 
in the following way, saving the indexes from the matrix R in 
the upper positions: 
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Rf  describes the system state before the reconfiguration and 
contains the allocation of the operational tasks among the 
operational CUs. Rr will be the allocation of the task set G on 
the M–1 CUs. Formally, the subset Gf will be added to the Gp 
with the number of CUs = M – 1: 
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Let’s consider matrix Φ . 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 493 12-14 Oct 2016, Baku, Azerbaijan



 [ ])(...)()( 21
kl
Nj

kl
j

kl
j xxx ϕϕϕ=Φ  (5) 

where   

 ��

�
�
� ==

otherwise

jlxkl
j

,

,,0)( 1

ξ
ϕ

 . 

lk,  – the saved indexes of matrix R, j – the number of CU 
in matrix Rr, ξ  – the integer number. 

The matrix Φ  describes wether the CMT xi was relocated 
from CU l to CU j. 

The first objective function can be written in the following 
manner: 

 MINxF
N
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The maximum number of non-critical tasks running equals  
the maximum summa of all g(xi) in the matrix R’. 

The next objective function component can be presented as 
following: 

 MINxgF
N

i
i →−= � )(2

 (7) 

Herewith the time constraint must be satisfied: 
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Let’s put the current multicriteria optimization problem  to 
the following form: 
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Here, in expression (10), the two-criteria configuration 
generation problem is formalized. In other words, we need to 
find CMTs allocation with minimum relocations with respect 
to preferable graceful system degradation (keeping non-critidal 
tasks running if it is possible). 

As to the load balancing criteria, we need to add one more 
objective function to our multiobjective function. It can be 
presented in the following way. 
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With expression (11) multicriteria configuration generation 
problem can be written as follows: 
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 10;0 <<> ijix λ ,  where 10 << γ  is the assumed level of 

load dispersing, μ  is the constraint for the eliminated non-
critical tasks. 

IV. SIMULATION RESULTS AND DISCUSSION  
Within the current research, two types of simulation have 

been made. The first simulation estimates the solution quality 
of the problem (12) in dependent  on constraint values. The 
simulated annealing with the quenching temperature scheme 
has been used due to its fast convergence. The second 
simulation allows to estimate the influence of the load-
balancing component in the multicriteria objective function and 
to compare it with the objective function solutions(10). 

 
Fig. 2. F1 – ;5,0=γ F2 – ;3,0=γ  F3 – .2,0=γ 10=μ . 
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Fig. 3. F1 - ;5,0=γ F2 - ;3,0=γ  F3 - .2,0=γ 5=μ
. 

It is seen (fig.2, fig.3) that with constraint strengthening the 
solution quality  becomes worse.  Nevetherless, the results of 
simulation allow to concern the simulated annealing as 
prospective from the time of solution obtaining point of view. 
The local minima can be reached within the 20-60 object 
function calls. It must be mentioned here, that in[10] one-
criteria objective function was explored, and the local minimas 
were obtained within 20 object function calls. 

The next simulation allows to evaluate  the influence of the 
load balancing component to the solutions obtained. The 
number of CUs is 6, the number of CMTs with random size 
is10. We assumed that the performance of the CUs is big 
enough (in other words, the performance redundancy is in 
stock). On the fig.4 the task were relocated without load 
balancing, and some loading “pikes” are seen. On the fig.5, 
with load balancing component, the “pikes” are much more 
smoother. 

 

 

Fig. 4. Configuration generation problem solution without load-balancing 
component 

 

Fig. 5. Configuration generation problem solution without load-balancing 
component 

CU load dispersing with the load-balancing  optimization  
has the decreasing tendency. Assuming results of [6], the 
increasing of gamma-percentile operating time to failure is up 
to 10%  depending on faulted node. 

V. CONCLUSIONS 
Performance redundancy and decentralized dispatching 

increase the ICS reliability and recovery potential. On the other 
hand, they make the recovery procedure more complex in 
comparison with the structural redundancy and requires new 
recovery methods and techniques for design and 
implementation. In general, the problem of configuration 
generation must be solved on the system design stage, and 
estimated and tested further. Besides, the load balancing an 
important aspect of the problem due to its influence to the 
gamma-percentile time to failure. 

Within this paper the problem was formalized as 
multicriteria one, and the load balancing criteria was 
incorporated. The simulatioin results allow to estimate the 
influence of the load balancing component to the solutions with 
respect to the gamma-percentile time to failure.  

Resuming, the main result of this research is that the load-
balancing optimization as one of the multicritreria objective 
function component allows to obtain solutions with acceptable 
load dispersing and thus improve the gamma-percentile time to 
failure. 
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Abstract— Since no fixed infrastructure and no centralized 
management present in Wireless Ad Hoc Networks (WANETs), a 
Connected Dominating Set (CDS) representing the network is 
widely used as a virtual backbone. Given a graph, a CDS is a 
subset of vertices such that every vertex in the graph is either in 
the subset or adjacent to a vertex in the subset and the subgraph 
induced by the subset is connected. A smaller virtual backbone (a 
smaller size CDS) incurs less communication overhead. However, 
finding a minimum size CDS is NP-hard. Thus, it is important to 
design effective algorithms for the minimum CDS (MCDS) 
problem. In this article, a new efficient heuristic name as 2-
Lenght Betweenness Heuristic for the MCDS problem is 
proposed. Comprehensive simulation results demonstrate that 
the proposed heuristic algorithm finds better solutions than the 
existing approach. 

Index Terms— Wireless Ad Hoc Networks, Minimum 
Connected Dominating Set Problem, Heuristic Algorithms. 

I. INTRODUCTION 
WANETs have many real life applications in many 

different areas such as the health-care industry, food industry, 
military application [1], etc. Unlike wired networks, WANETs 
have no physical infrastructure. Thus, generating routing 
protocols is to one of the essential problems in WANETs. A 
virtual backbone increases the bandwidth efficiency, reduces 
the total energy consumption and the communication overhead 
[2] in WANETs. A MCDS can be optimal as a virtual 
backbone in such networks [3]. 

A dominating set (DS) D for G=(V,E) is a subset of V such 
that every vertex in not in D is adjacent to at least one vertex in 
D. If the D is connected, then D is a CDS. The MCDS problem 
consists of finding the smallest CDS in a graph. The problem 
belongs to NP-hard [4].  

WANETs can be modeled as an undirected graph G = 
(V,E), in which V is the set of mobile hosts which have 
transmission ranges, and E represents the set of edges where an 
edge (u,v)  E if and only if u and v are within their 
transmission ranges. As a result, the network can be modeled 
as a unit-disk graph (UDG), where all the vertices have same 
transmission range [5]. 

 
Fig. 1.  MCDS on a unit disk graph. 

It is quite obvious that the efficiency of virtual backbone 
technique depends primarily on finding a minimal size CDS. 
But, finding a minimum size CDS in a UDG is also NP-hard 
[6]. Therefore, it is important to design effective heuristic and 
approximate algorithms for the MCDS problem for real life 
applications. There are several approximation algorithms 
[7,8,9,10] and heuristic algorithms [11,12,13,14] have been 
proposed for the MCDS problem in the literature.  Most of 
these approaches can be divided into two groups; Maximum 
Independent Set (MIS)-based algorithms and Tree-based 
algorithms. In MIS-based MCDS algorithms [7,8,9] a maximal 
independent set of the given graph is found at the first step. 
Then, a local search approach is implemented to vertices 
(connectors) to connect the vertices in the maximal 
independent set and construct a CDS. Tree-based CDS 
algorithms [11,12,13] focus on building a CDS by expanding a 
small trivial CDS. This type of algorithms begin with a subset 
of vertices called initiators and expands the CDS tree from 
each of the initiators. A comprehensive survey on the 
construction algorithms of MCDS problem was presented in 
[15]. Almost all of the currently existing algorithms for MCDS 
start with an empty solution and try to construct the CDS by 
adding vertices at each iteration according to some certain 
criteria. The only exception is the algorithm was proposed by 
Butenko et al. [14]. However, addition-based algorithms may 
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have some disadvantages such as more energy consumption 
and additional set up time. 

In this paper, a new subtraction-based heuristic algorithm 
which we name as 2-Length Betweenness Heuristic (2LBH) is 
proposed for the minimum CDS problem. We compare our 
algorithm with the existing subtraction-based (BCOP) 
algorithm [14]. The experimental results indicate that 2LBH 
can find better solutions than BCOP. Also, we share our test 
instances which are used in experiments [16]. Thus, researchers 
can use the instances to compare the effectiveness of their 
algorithms. This article is structured as follows. 2LBH 
algorithm is described in the following section. In Section III, 
2LBH algorithm is compared with BCOP algorithm and 
experimental results are given. In the last section, we conclude 
the paper.  

II. THE PROPOSED ALGORITHM 

A. Preliminary Knowledge 
The neighborhood of a vertex: For each vi V, the 

neighborhood of v is de£ned by N(vi) = {u V/vi is adjacent to 
vi}. 

The degree of a vertex: The degree of a vertex vi V, 
denoted by d(vi) and is defined by the number of neighbors of 
vi. 

Betweenness Centrality [17]: Let σst denote the number of 
shortest paths from s V to t V and σst(vi) denote the number of 
shortest paths from s to t that some vi V lies on. Betweenness 
Centrality of vi is as follows: 

 
2-Length Betweenness: Let pst denote the all 2 length path 

between s V and t V. if vi V lies on a pst then pst(vi) =1, 
otherwise pst(vi) =0;  denote the number of shortest paths from 
s to t that some vi V lies on. 2-Length Betweenness of vi is as 
follows: 

 
B. 2LBH Algorithm 

As we already mentioned in the previous section, MCDS 
algorithms mostly start with an empty solution, then they try to 
find vertices to be a part of CDS mostly according to a greedy 
criterion and adding the vertices to the solution. However, 
BCOP algorithm uses the inverse method; it begins with a 
feasible solution which contains every vertex in the graph. At 
each step, BCOP tries to remove a vertex from CDS, which 
does not make CDS an unfeasible solution. To choose which 
vertex to remove, the algorithm uses the degree of the vertices 
as greedy criteria.  At each iteration, the algorithm chose the 
vertex of smallest degree which is proper to be removed. This 
procedure continues until there is no removable vertex.  

The proposed algorithm starts with a solution CDS which 
contains every vertex in the graph, and recursively removes 

vertices from this solution until there is no removable vertex in 
the graph like BCOP. However, unlike BCOP, we use 2-
Length Betweenness as greedy criteria to find vertices which 
will be removed from CDS. Moreover, we use the static greedy 
technique to prevent information loss in the network while 
selecting vertices. The proposed 2LBH is as follows:  

 
Input: A graph with n vertices. 
Output: CDS. 

1. CDSVV 
2. for i=1 to n 

Compute the 2-Lenght Betweenness B[i] for all vi 
    end for 
3. Sorts the vertices in descending order according to B 
4. for i=1 to n  

       if CDS\{vi} is a feasible solution then 
   CDSVCDS\{vi} 
        end if 
     end for 
 
The biggest advantage of the subtracting algorithms is to 

maintain a feasible solution at any iteration of its execution; in 
this way, there will not be any need for setup time requirements. 
Also, the proposed algorithm simple to implement.  

C. Computational Complexity 
The time complexity of the algorithm 2LBH can be 

obtained as follows:  In step 2, calculating all the 2-Length 
Betweenness for all vertices based on the neighbors 
information requires at most O(n3). Sorting array B with 
quicksort require O(nlogn) time in step 3. In final, we must 
check if removing a vertex disconnects make the solution 
unfeasible n times. We use bread first search algorithm for this 
procedure. Thus, step 4 requires O(n.(m+n)) time. 
Consequently, the total time complexity of 2LBH can be given 
by O(n3).  

III. EXPERIMENTAL RESULTS 
In order to evaluate the performance of 2LBH for the 

MCDS problem, comprehensive computational experiments 
were carried out both on random and deterministic graphs. 
2LBH was implemented by the authors in C++ and compiler 
with gcc version 4.9.2 with –o3 optimization. The experiments 
were carried out on Intel Core i7-4700HQ processor with 
32GB of RAM. The reading of the graph and creating the 
adjacency matrix were not included in running times since they 
are common to all algorithms. To benchmark 2LBH, the 
algorithm was compared with existing subtraction algorithm 
BCOP. Random graphs were generated in square units of a 2-D 
simulation area, and a random number of vertices (n) are 
placed on this area. We generated random graphs in a 100x100 
square units. We varied the number of mobile hosts (n) from 
10 to 500. In the network, two vertices are connected through 
an edge, only if the distance between them is equals or less 
than the radius of the mobile host's transmission area (r), and 
all vertices which are in the network have the same r. This state 
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that the network is a unit-disk graph. For each n, we set r to 
three different values: 25,50,75. It is clear that when r increases, 
the density of the graphs increases also. The density (d) of a 
graph measures the ratio of how many edges the generated 
graph contains to the maximum number of edges a graph 
which has the same number of vertices with generated graph. 
For each n and r, we created 5 random graphs. Recall that only 
connected graphs were taken into consideration for the 
experimentation. The test instances can be downloaded via [16]. 

TABLE I.  RESULTS OF COMPUTATIONAL EXPERIMENTS ON RANDOM UNIT 
DISK GRAPHS 

n R d BCOP 2LBH        TBCOP       T2LBH 
10 25 0,30 5,2 5,2 1,00 1,00 

50 0,54 2,2 2,2 1,00 1,00 
75 0,76 1,4 1,2 1,00 1,00 

25 25 0,16 10,8 10,8 1,00 1,00 
50 0,49 3 2,8 4,80 2,80 
75 0,75 2 1,4 2,80 1,00 

50 25 0,15 11,8 11,8 8,20 1,00 
50 0,47 3,8 3,4 1,40 10,00 
75 0,83 1,6 1 12,00 16,00 

75 25 0,16 11,6 12 30,00 10,00 
50 0,47 3,6 3,6 46,00 34,00 
75 0,80 1,4 1 76,00 52,00 

100 25 0,16 13,2 12 68,00 1,00 
50 0,36 3,6 3,6 106,20 92,40 
75 0,81 2 1 92,40 126,20 

125 25 0,14 12,8 12,6 94,40 1,00 
50 0,51 3,6 3,6 236,00 156,00 
75 0,51 1,6 1 194,00 208,00 

150 25 0,15 12,6 12,6 200,00 42,40 
50 0,47 3,8 3,8 326,00 186,00 
75 0,79 1,8 1 416,00 312,00 

200 25 0,16 13 12,6 574,00 156,00 
50 0,49 4 4 868,00 576,00 
75 0,80 1,8 1 936,00 926,00 

250 25 0,16 12,6 13,2 976,00 25,00 
50 0,50 3,8 3,8 1750,00 109,00 
75 0,81 1,8 1 1874,00 1686,00 

500 25 0,16 12,8 13,2 8220,00 2112,00 
50 0,48 4 4 13500,00 8312,00 

  75 0,80 2 1 15776,00 14260,00 
 
Besides testing algorithms on completely random graphs, 

we also investigated the performance of these algorithms on 
more deterministic graphs since deterministic vertex 
deployment has many advantages. Thus, we have used 
BHOSLIB [18] and DIMACS instances [19]. BHOSLIB 
instances are designed for the MIS and the minimum vertex 
cover problem. DIMACS instances are designed for the 
maximum clique problem, so we have used the complement of 
the graph because of the relation between MIS and minimum 
CDS. In Table I, the results of comparison on the random unit 
disk graphs are given. The results are the average value of 5 
instances for each n and r. In Table II, the results on BHOSLIB 
and DIMACS instances are given. The results are the average 
value of all instances with the same number of vertices in a 
graph family.  In Table I, the average computational times are 
given in milliseconds, whereas in Table II, they are given in 
seconds.  

 

TABLE II.  RESULTS OF COMPUTATIONAL EXPERIMENTS ON BHOSLIB 
AND DIMACS INSTANCES 

Graph Name n d BCOP 2LBG TBCOP T2LBG 
brock200 200 0,37 7,75 7,00 0,07 0,05 
brock400 400 0,25 13,50 11,75 0,48 0,21 
brock800 800 0,35 12,25 10,25 4,61 2,50 
c-fat200 200 0,78 2,00 2,00 0,08 0,06 
c-fat500 500 0,90 2,00 2,00 1,14 0,97 
p_hat300 300 0,51 6,67 5,67 0,30 0,19 
p_hat500 500 0,50 6,67 6,33 1,37 0,92 
p_hat700 700 0,50 7,33 7,00 3,73 2,58 
p_hat1000 1000 0,51 7,67 7,33 10,91 7,56 
p_hat1500 1500 0,50 9,67 8,33 36,98 27,91 
san200 200 0,18 18,20 15,20 0,05 0,02 
san400 400 0,22 14,20 11,60 0,52 0,23 
sanr200 200 0,20 16,00 14,00 0,06 0,02 
sanr400 400 0,40 9,50 9,00 0,63 0,38 
frb30-15 450 0,18 24 17,8 0,54 0,16 
frb35-17 595 0,16 30,8 20,4 1,21 0,31 
frb40-19 760 0,14 37 27,4 2,40 0,58 
frb45-21 945 0,13 37,2 29,6 4,66 0,97 
frb50-23 1150 0,12 43,4 31 8,48 1,82 
frb53-24 1272 0,11 47,2 35 10,53 2,07 
frb56-25 1400 0,11 49,8 34,6 14,18 2,78 
frb59-26 1534 0,11 53,4 36,6 18,62 3,61 

 

The simulation shows the performance of 2LBH is better 
compared to BCOP. In random UDG, 2LBH found 15 better 
solutions than BCOP in different graphs. However, BCOP 
found only 3 better solutions than 2LBH. It can be said that 
BCOP is more competitive with 2LBH on sparse UDG. When 
d is close to 0.5, both BCOP and 2LBH found similar results 
on random UDG. However, in dense UDG, 2LBH outperforms 
BCOP.  The results of computation experiments on BHOSLIB 
and DIMACS instances suggest that 2LBH is superior to 
BCOP on more deterministic graphs. Although the time 
complexity of BCOP is smaller than 2LBH, 2LBH can find a 
solution faster than BCOP. Since the real life instances of 
WANETs are usually dense and complex structure, it can be 
said that 2LBH is a better algorithm for the MCDS problem. 

IV. CONCLUSIONS 
In this paper, a new subtraction based heuristic 2LBH for 

the MCDS problem is proposed. The efficiency of 2LBH is 
examined on random unit disk graphs and well-known 
benchmark instances. The comprehensive experimental results 
show that 2-Length Betweenness is a better greedy criterion 
than the degree of vertices for subtraction based heuristics for 
the MCDS problem. Also, we share our test instances which 
are used in experiments. Thus, researchers can use the 
instances to compare the performance of their algorithms. 
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Abstract—The problems of a current state of the sphere of 

implementation of the electronic services to the population (ESP) 
are considered here. Need of creation of specialized 
organizational and technical support system - a producer of ESP 
which functions are directed on minimization of time of receiving 
necessary service by the applicant - is revealed and then proved. 
It is established that the most effective interaction of customers 
and suppliers of electronic services is realized by the means of the 
web services within network of portals including three 
components: identifying, billing and service. 

Index Terms—electronic services to the population, 
automation, control system, network of portals. 

I. INTRODUCTION 
The social and economic development of regions which is 

one of priority problems of the state social policy of the 
Russian Federation is carried out, as a rule, on the basis of the 
regional social and economic programs consisting of several 
projects [1]. One of the priority directions of development of 
Russia is now creation of information society which major 
principle is the wide spreading and availability to the 
population of electronic services [2].  

The analysis of a current state of this sphere opens a 
number of negative factors [3]: 

� considerable expenses of temporary and work forces of 
the population when receiving services; 

� absence of sufficient information in electronic form; 
� customer’s low possibility to control process of 

execution of service and result of its realization; 
� insufficient competence of the service customer of a 

range of possible ways and ways of its receiving; 
� repeated duplication of papers; 
� low efficiency of distribution and direction of state 

intellectual resources; 
� essential lag in use of an automation equipment and 

information technologies at realization of services to 

the population from the overall level of 
informatization; 

� low degree of information security regarding 
observance of a trade secret.  

The Electronic Services to the Population (ESP) are any 
kind of services which are rendered by the organizations of all 
forms of ownership from various areas of a national economy, 
and also individual entrepreneurs, to physical and juridical 
persons, individual entrepreneurs, citizens of the Russian 
Federation, foreign citizens and stateless persons with use of 
means, tools, and methods of information technologies [4]. 
However, the state and municipal services rendered in an 
electronic form when functioning the electronic governments, 
the electronic cities, regions, etc. are not the most part of a 
broad spectrum of ESP. Thus, ESP can differ considerably not 
only by branches of a national economy, but also by types of 
customers and suppliers, forms of the access organization, 
extent of intellectualization, automation of processes and 
participation of the customer at service realization, and also 
scales of possible realization (width of coverage of various 
segments of the population and territories), difficulties and 
degrees of implementation process hierarchy (number and 
degree of subordination of intermediate suppliers, need of 
formation and realization of compound services) [5].  

The natural form of organization of the processes 
associated with ESP is a necessary level of security web portal 
[6]. The range of services that can be expressed in electronic 
form, is very wide, therefore, special measures are needed to 
integrate heterogeneous web portals of organizations that 
provide specific services [6-10]. 

All this defines need of designing of many ESP ordered by 
consumers as essentially new, not having approved regulations 
(unlike the state and municipal services entered into the 
obligatory list). 
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Fig. 1.  Scheme of interaction of implementation ESP process participants 

II. CONTROL SYSTEM OF THE ELECTRONIC SERVICES 
RENDERED TO THE POPULATION 

For ensuring effective granting ESP it is necessary to create 
technologies and workbenches of support of control system 
(creation, maintenance and realization) ESP, including 
management of orders, processes of interaction of objects and 
subjects of ESP granting, coordination of actions of all 
participants of ESP granting process, management of bases and 
databanks, monitoring of the service realization course, etc. 
[11]. 

Providing the effective organization and high-quality 
operation of ESP control system and the entered automated 
systems (AS) of interaction of customers and suppliers, 
maintenances of life cycle, generation and introduction of new 
ESP, their rational interaction among themselves, and with 
consumers and service providers as well, an output of the last 
to the wide market is connected with need of creation of the 
specialized organizational and technical support system - ESP 
producer [12]. In Fig. 1 the integrated scheme of interaction of 
implementation ESP process participants is presented. 

This scheme is the result of research carried out under the 
numerous scientific grants and the basis for Control system of 
the electronic services rendered to the population was 
registered as Software in The Federal Institute of Industrial 
Property (Russia). 

Actions of a producer, each his employee have to be 
directed on minimization of time which is spent by the 
applicant on receiving necessary service. It is only required 
from the recipient to submit the application for service and to 
receive result in due time, and employees of a producer and the 
corresponding physical and juridical persons who participate in 
service implementation process have to carry out all other 
work. 

Basic functions of a producer: 
� reception of applicants requests for ESP granting; 
� ESP designing and creation of regulations according to 

the universal mechanism; 
� interaction with the organizations and the individual 

entrepreneurs realizing service; 

� informing the population and the organizations, a 
receiving and delivery of the documents, personal data 
processing connected with providing the specified 
services; 

� representation of applicants interests at interaction with 
suppliers of service, with other organizations 
participating in services rendering;  

� representation of suppliers interests; delivery the 
documents created in ESP implementation process to 
applicants;  

� service implementation process monitoring;  
� providing information protection. 

III. APPLICANT AND RESPONSIBLE EXECUTIVE INTERACTION  
Depending on character of the recipient with a producer 

and the direct executer of service interaction it is possible to 
select three essentially different types of ESP: information 
service; simple service; difficult service.  

Information service is in obtaining necessary information 
that it is possible according to several schemes. So, in case of 
obtaining information in the online mode on the Internet the 
official inquiry is not necessary, and thus we defined two 
alternative options of interactions at service realization: 

1. The applicant does not use services of a ESP producer, 
realizing service independently by means of the Internet. 
Scheme of interaction in this case: Applicant  Responsible 
executive (organization or individual entrepreneur)  
Applicant. 

2. The applicant makes the order to ESP producer that 
generates and realizes this service. Interaction in this case: 

Applicant (order of service)  ESP producer (formation of 
inquiry)  Responsible executive (service realization)  ESP 
producer  Applicant (receiving result of service). 

When obtaining information with formation of official 
inquiry there are also two alternative options of interactions at 
service realization, but interaction schemes can be constructed 
similar to previous case.  

 
 

ESP control system 

AS of interaction with ESP 
customers and executors 

AS of ESP life cycle 
maintenance  

AS of generation and 
introduction of new ESP 

ESP producer 

Service providers ESP customers 
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Fig. 2.  Applicant-responsible executive interaction scheme 

Schemes of interaction at difficult services realization is 
more difficult. There are three alternative options of 
interactions at service realization: 

1. The ESP producer informs the applicant on forms, 
templates and samples, of what documents are necessary, and 
the applicant independently forms the order and sends a 
document package, conditions and requirements to the 
executive. Interaction is carried out according to the scheme: 
The applicant (the order of service)  ESP producer 
(informing on necessary documents, on forms, templates and 
samples)  the Applicant (collecting additional documents)  
the intermediate supplier (realization of supplementary 
services)  the Applicant (receiving result of supplementary 
services, forms a document package)  the Responsible 
executive (realization of the main service)  the Applicant 
(receiving result of service).  

2. ESP producer on the basis of the documents provided 
from the applicant (including additionally collected) forms by 
the applicant proxy the document package, conditions and 
requirements, interacting with intermediate suppliers (the 
organizations, individual entrepreneurs, physical persons) and 
sends it further to the executive. Interaction in this case: The 
applicant (the order of service)  ESP producer (informing on 
necessary documents, on forms, templates and samples)  the 
Applicant (collecting additional documents)  intermediate 
suppliers (realization of supplementary services)  the 
Applicant (receiving supplementary services)  ESP producer 
(formation of a document package for realization of the main 
service)  the executive (realization of the main service)  
ESP producer  the Applicant (receiving result of service). 

3. ESP producer by the applicant proxy completely assumes 
collecting additional documents, forms a document package, 
conditions and requirements, further interacting with the 
executive. Interaction: The applicant (the order of service)  
ESP producer (organizes the collecting the documents which 
are not available for the applicant, demanding obligatory 
participation of the applicant)  the Applicant (participates in 
the collecting additional documents organized by ESP 
producer)  intermediate suppliers (realization of 
supplementary services)  the Applicant (receiving 
supplementary services)  ESP producer (forms a document 

package)  the executive (realization of the main service)  
ESP producer  the Applicant (receiving result of service) 
(figure 2). 

Designations on the scheme given above: 
α - the order (the input document), the documents necessary 

for realization of service, his condition and the requirement for 
service which are available for the applicant; 

α' - the documents collected by the applicant in addition for 
realization of the main service; 

β - information arriving from ESP producer to the applicant 
on documents, necessary for service realization: samples, 
forms, templates, forms; 

β' - information necessary for the organization and 
implementation of collecting the additional documents 
necessary for service realization; 

γ - the full document package, conditions and requirements 
formed for realization of the main service; 

γ' - document packages on realization of supplementary 
services; 

λ - the organization of collecting additional documents;  
g - information on result of realization of the main service; 
g' - information on result of realization of a supplementary 

service; 
m - output document on result of rendering service. 
Similarly, ESP producer will allow to provide effective 

ESP realization of any kind of complexity. 
The scheme presented here is the most common for 

different application spheres. Use-case diagram of Request for 
ESP process is presented on figure 3. 

IV. AUTOMATION OF ESP CUSTOMERS AND SUPPLIERS 
INTERACTION ON THE BASIS OF WEB SERVICES 

Rendering the presented types of electronic services with 
use of the offered control system most effectively is realized by 
means of web services implemented as network of portals. In 
turn, there are a need of unification of information processes, 
data structures and interaction interfaces of a producer with the 
consumer of service [13]. To formalize components of 
electronic service as web service at first it is necessary to 
categorize the functions realizing electronic service. Practically 
for any web service all functions realized for rendering 
electronic service can conditionally be divided into two 
categories: 

Applicant 
 

ESP producer 
 

γ 

β, m  

α, α' 

g 
Responsible 

executive 

γ' 

g' β'  

Intermediate 
executive 

 
λ 
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Fig. 3.  Use-case diagram of a request for ESP process

• support functions of participants of process of 
rendering electronic service; 

• functions of work with the data necessary for 
rendering electronic service. 

It is possible to present any electronic service in the form of 
the information process including three basic components: 
Identifying, Billing and Service. 

The identifying component - the firmware subsystem which 
is defining and unambiguously identifying the consumer of 
service.  

Billing component - the program component of electronic 
service defining character and an order of financial mutual 
settlements of the consumer of service with the supplier by 
means of web service.  

One of billing functions is the history maintaining or 
journalizing of interaction of the user with web service. This 
function is necessary as from the point of view of ensuring 
execution of process of rendering service in accuracy according 
to regulations, and from the point of view of permission of 
various conflicts and collisions which emergence is possible in 
the course of rendering service. 

Service component - the firmware or procedural part of 
electronic service providing implementation of the list of 
actions for rendering the service [14]. In other words, it is 
realization of interaction of the supplier of service with its 
consumer for the purpose of rendering the demanded service 
[15].  

The main participants of process of rendering electronic 
service are: the customer - the party receiving service, the 
supplier - the party executing some operations directed on 
service execution, a producer - the party providing 
organizational and technical support and management of the 
course of rendering service. Interaction between participants of 
process of rendering service is regulated by the relevant 
regulations of various level. The first obstacle in a way of 
realization of electronic services is the absence of accurate 
regulations of all its operations components [16]. The 
formalized regulation allows to solve the following problems 
peculiar to the sphere of rendering services: 

� deadlocks – the situation which is not described by 
regulations;  

� contradictions – possibility of double interpretation of 
regulations provisions; generally, it is connected with 
features of submission of the service description in 
natural language; 

� irresponsibility zones – impossibility of establishment 
responsible for execution (non- suppliers) of concrete 
operations. 

Besides, regulations formalization provides possibility of 
control realization of rendering service course and its results as 
well. 

The graphic form of representation of process is deprived 
of these shortcomings. According to the set requirements the 
LOGI language was developed and intended for the formal 
description of regulations of rendering service. Rather small 
amount of language elements allows to describe completely 
any regulations with the necessary detail level. The description 
of regulations of service represents the graph which knots are 
actions and services which need to be executed in the course of 
electronic service providing. 

V. CONCLUSION 
Under the research there were developed the structure of 

control system of the electronic services rendered to the 
population and the common scheme of ESP process 
participants interaction. Each of the presented components of 
electronic service is obligatory for realization. At the same time 
functional requirements to each component, program and 
technical and hardware requirements can be various and 
depend on many parameters including determined at a stage of 
creation of electronic service by service provider. Thus, it is 
possible to certainly say that any electronic service can be 
realized through web service, and described as the information 
process including the identifying, billing and service 
components, and also including a complex of software and 
hardware tools of realization of work functions with the data 
which are necessary for rendering electronic service to the 
population. 
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The integrated approach to interaction automation of 
customers and suppliers in control system rendering electronic 
services to the population and its realization in the form of a set 
of web services implemented as network of portals will allow 
to achieve the following significant results: 

� decrease in corruption when granting to the population,
including small business, various types of service;

� involvement of an inactive intellectual resource of the
country in development of real economy with creation
of professional collectives;

� intensification of intellectual work;
� release of intellectual and physical work forces of

consumers for an effective solution of tasks in their
direct professional activity;

� development of informatization in the social and
economic sphere;

� providing the required level of confidentiality;
� essential reduction of time and labor expenditure on

services realization.
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Abstract—The possibility of compensation crosstalk for 
different types of division multiplexing in fiber optical 
transmission lines is discussed. The principle of operation of the 
crosstalk compensator is described. An example of creating of 
fiber optic mode division multiplexing transmission line and 
electronic compensation of crosstalk is analyzed. 

Index Terms—Fiber-optics networks, crosstalk, division 
multiplexing. 

I. INTRODUCTION 

Various technical solutions for multiplexing the transmitted 
signals are widely used in fiber-optic communication lines to 
increase their throughput. The most common in multiplexed 
fiber-optic data transmission systems is the wavelength 
division multiplexing (WDM). However, in addition to 
traditional multiplexing data transmitted on one channel, there 
are other types of multiplexing, in particular, using special 
types of encoding with the transmission of different bits at 
different wavelengths. Several decades ago, the possibility of 
using different waveguide modes of multimode optical fiber 
(OF) as independent data transmission channels – mode group 
division multiplexing (MGDM) have been discussed. The main 
problem hindering the implementation of systems with modal 
group multiplexing (MDM) was a high level of crosstalk in 
data transmission channels caused by binding of waveguide 
modes. To reduce the crosstalks the crosstalk compensator 
(cancellers), as [1], were created. Modern possibilities of 
improving the quality of signals in MDM systems are 
considered, in particular, in [2] using the adaptive frequency-
domain equalization. 

Currently, for technical and economic reasons the system 
with mode division multiplexing is not yet widely available for 
data transmission. Although descriptions of laboratory models 
of such lines quite a lot. The basic principles of these lines are 
summarized in [3]. A detailed list of references devoted to the 
issues of mode multiplexing is given in [2-5]. Single cases of 
the use of such systems for multiplexing the analog signals 
generated by sources of collimated optical radiation which 
input at different angles relative to the axis of the fiber with 
step index profile are known also. 

However, the crosstalk-canceller or equalizeres similar to 
[1, 2], can be used for systems of fiber-optic data transmission 
with WDM, in which crosstalk arises due to nonlinear effects, 

as well as in lines on the basis of electric cables, for example 
unshielded twisted pairs (UTP). 

It is useful to consider the example of a laboratory 
prototype of a system with modal division multiplexing to 
understand the principle of operation of the crosstalk 
compensator. From a technical point of view, this problem is 
interesting to determine the characteristics of the compensator 
at very high values of the coefficients of cross-talking. For 
practical use the interest to such systems is reborned [2-11] for 
the following reasons. 

• According to the literature, the magnitude of the 
crosstalk can be relatively small. That allows you to 
create a transmission line with a length of 1 km and 
more [6-7]. 

• Selective excitation of separate waveguide modes in 
graded-index optical fibers with a length of up to 
several hundred meters is possible to achieve, for 
example, using holographic filters. It is possible to 
achieve of single-mode propagation in an optical fiber 
with a relatively large core diameter (in comparison 
with single-mode OF). 

• Mode division multiplexing can be used in conjunction 
with other types of multiplexing, such as WDM [3, 4] 
or frequency division multiplexing [8]. 

• Special passive components for MDM systems are 
created, as for example, the direct-detection mode-
group-division multiplexing using fused fiber couplers 
[9], wavelength-welective switches [10]. There are 
ready-to-use systems with MDM, as [11]. 

• A large number of scientific papers in the field of 
mode multiplexing are published and presented. 

We can assume that the mode multiplexing has the 
perspective of further use in systems of collecting data from 
fiber-optic sensors and local communication lines. 

Therefore, the use of compensator of crosstalk in fiber-
optic systems with different type of multiplexing channels is an 
important task at the present time. 

II. THEORY 

The mutual exchange of energy between the waveguide 
modes in optical fibers occurs in the distribution process along 
the entire length of the fiber. That is, such a process can be 
seen as a distributed effect on the waveguide modes. 
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Transformation of the propagating spectrum in WDM 
transmission systems occurs due to nonlinear effects upon 
distribution also. However, if the duration of the transmitted 
pulses is substantially longer than the length change of the 
group delay at energy transfer to other transmission channels, 
the result of a distributed process of dissipation of energy 
between the waveguide modes, (or between radiation with 
different wavelengths) can be described by a summary 
transformation. Let P1

(in), P2
(in), P3

(in), …, PN
(in) are the power of 

signals at the input 1, 2, 3, …, N of data transmission channel. 
Then the signal on the line output (P1

(out), P2
(out), P3

(out), …, 
PN

(out)) can be described by the following system of equations: 
 
P1

(out)=α11P1
(in)+α12P2

(in)+α13P3
(in)+…+α1NPN

(in) 
P2

(out)=α21P1
(in)+α22P2

(in)+α23P3
(in)+…+α2NPN

(in) 
…                      (1) 

PN
(out)=αN1P1

(in)+αN2P2
(in)+αN3P3

(in)+…+αNNPN
(in) 

 
where αJK are the dimensionless coefficients describing the 

attenuation and the transfer of energy from channel K to the 
channel J. The diagonal coefficientsαJJ with a small amount of 
crosstalk characterize the attenuation of the signal in the 
channel J. In this case we can put: 

 
αJJ =exp(-αJL)   (2) 

 
where αJ is the ratio of the specific (linear) attenuation in 

the J channel, dependent on wavelength and numbers of the 
waveguide group, L is the length of the line. In contrast to the 
coefficients αJK coefficients αJ have dimension �-1. 

For large values of crosstalk coefficients αJJ take into 
account the return of energy in the channel J through other 
channels in the distribution process. Therefore, if the 
attenuation coefficient of one of the channels significantly 
more than that in the other channels, the value of the 
coefficient αJJ in the output lines will also be more than the 
calculated value (2) due to the redistribution of energy between 
modes. This effect is negligible for fiber-optic WDM systems 
due to the relatively low power of radiation resulting from 
nonlinear effects in OF. 

The problem of compensating crosstalk for the above 
approximation reduces to solving the system of the equations 
(1). It is necessary to find such coefficients βJK which, using 
the value of the output power for each channel, give ability to 
determine the power of the input signals, i.e. signals without 
crosstalk: 

 
P1

(in)=β11P1
(out)+ β12P2

(out)+ β13P3
(out)+…+ β1NPN

(out) 
P2

(in)= β21P1
(out)+ β22P2

(out)+ β23P3
(out)+…+ β2NPN

(out) 
…                      (3) 

PN
(in)= βN1P1

(out)+ βN2P2
(out)+ βN3P3

(out)+…+ βNNPN
(out) 

 

However, the practical implementation of this method for 
optical fiber communication lines is complicated due to two 
reasons. First, at high data rates and large numbers of the 
channels transmitted numerical solution of the system of 
equations in real time is impossible, so you must use analog 
signal processing, i.e. in fact, a special analog processor. 
Second, the coefficients αJK, respectively, and the coefficients 
βJK for fiber optic lines is unknown at the time of designing the 
line. For systems with modal multiplexing the coefficients can 
be affected by bending of the fiber, and in lines with the 
wavelength multiplexing – are depend on power of radiation 
sources. Therefore we also need a method of adjustment and 
the corresponding circuit design of the analog processor. 

Due to the fact that the power of the useful signal refers to 
the coefficients αJJ and the coefficients αJK characterize power 
of crosstalk, it is useful to consider the relative value of signals 
in relation to the useful signal. In addition, in fiber optic 
devices, voltage (U) and current (I) at the output of the 
photodetector is proportional to the power of the optical signal. 
Therefore, the system of equations (1) can be represented as 
follows: 

 
U1

(out)/(α11U1
(in))=1+c12u2

(in)+c13u3
(in)+…+c1NuN

(in) 
U2

(out)/(α22U2
(in))= c21u1

(in)+1+c23u3
(in)+…+c2NuN

(in) 
…                      (4) 

UN
(out)/(αNNUN

(in))=cN1u1
(in)+cN2u2

(in)+cN3u3
(in)+1 

 
where cJK=αJK/αJJ are is the coefficients of the crosstalk, 

uJK=UJK/UJ
(in). 

III. EXPERIMENTAL SETUP 

The simplest version of the mode group multiplexing is 
implemented using step index optical fiber. In this case, the 
focused radiation from different sources is introduced at 
various angles relative to the axis of the fiber. Intensity 
distribution of exiting radiation from the optical fiber is a ring 
with the output angle approximately equal to the angle of input 
relative to the axis or a circle whose center coincides with the 
axis of the OF. Therefore, it is advisable to use a photodetector 
with circular form photosensitive elements for effective 
detecting of the output radiation. 

In this work, as the radiation source used semiconductor 
laser transmitting modules of the type MPD-1, operating up to 
speeds of 32 Mb/s, the optical fibre with the length of 25 m 
with the quartz core, with the diameter of 200 microns and with 
the polymeric cladding. The numerical aperture was 
approximately equal to 0.3. Collimated radiation from one laser 
was introduced parallel to the axis of the optical fiber (1 
channel). The emission of other lasers was introduced at angles 
from 100 to the value of aperture angle. An example of 
intensity distribution of outgoing radiation for two and three 
multiplexing channels is shown in Fig. 1. 
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1 

2 
Fig. 1. Intensity distribution of output radiation from the 
optical fiber with step refractive index profile for: 1 - two 

channels, 2 - three channels. 

 
 

Fig. 2. Appearance of the 24-element photo detector to study of 
crosstalk. 

 
1 

 
2 

Fig. 3. The waveforms for two mode multiplexing channels 

For these studies the special silicon photodiode, the design 
of which is shown in Fig. 2 was made. For this reason, we used 
the laser transmitting modules with a wavelength of 850 nm 
are not currently used in communication lines. The 
photocurrent was amplified by a broadband amplifier. 
Elements of the photodetector, in which the magnitude of the 
signal of the respective channel were maximal, were chosen to 

measure crosstalk and to study working the crosstalk 
compensator. The exception was channel 1 for which diameter 
of photosensitive element was chosen approximately half the 
diameter of the spot formed by low order modal group of OF. 
This is due to the significant increase power of interference in 
the channel 1 from the adjacent channels at increasing the ring 
diameter of the sensor of channel 1 and due to decreasing of 
level of signal when reducing diameter of the photosensitive 
element. The use of the central photosensitive element for 
construction of the photodetector shown in Fig. 2 was possible 
also. 

IV. OBTAINED RESULTS 

Examples of waveforms for the case of two multiplexing 
channels with angles of radiation entering 00 and 180, obtained 
on the described experimental setup, are shown in Fig. 3. The 
pulse duration in first channel is 1 μs, in the second channel – 
0.2 μs. In the first case (without the use of a crosstalk canceller, 
Fig. 3, item 1), the mutual penetration of the transmitted 
signals is clearly seen in the waveform. Estimated values of the 
coefficients of crosstalk without the use of a compensator are: 
�12 – 8 dB (15%), �21 – 10 dB (10%), when using a 
compensator – �12 – 15 dB (3%), �21 – 17 dB (2%). The 
average decrease of crosstalk when using the compensator was 
more than 5 times (Fig. 3, item 2). The values of the 
coefficients of the crosstalk for different cases of launching of 
modal groups are shown in Table 1 and Table 2. 
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TABLE I.  THE COEFFICIENTS OF CROSSTALK WITHOUT THE USE OF THE 
COMPENSATOR FOR THE OPTICAL FIBER WITH LENGTH OF 4.5 M. 

K 
The sequence number of the channel that subjected to the 

influence (J) 
 1 2 3 

1 1 0.8 0.3 

2 0.8 1 0.4 

3 0.05 0.2 1 

TABLE II.  THE COEFFICIENTS OF CROSSTALK WITHOUT THE USE OF THE 
COMPENSATOR FOR THE OPTICAL FIBER WITH LENGTH OF 1.5 M. 

K 
The sequence number of the channel that subjected to the 

influence (J) 
 1 2 3 

1 1 0.5 0.2 

2 0.7 1 0.3 

3 0.05 0.2 1 

 
The data presented in Table 1 correspond to the optical 

fiber with the length of 4.5 m quartz core with the diameter of 
200 μm and polymeric cladding, with the aperture angle θc is 
approximately equal to 150. The input angles (at which the 
radiation entered into the optical fibre) ϕK (relative to the axis) 
and output angles (at which were filtering output radiation) γK 
were selected as follows: ϕ1=00, ϕ2=γ2=0.4θc, ϕ3=γ3=0.67θc 
(channels 1, 2 and 3 representative). The data presented in the 
Table 2 correspond to the optical fiber length 1.5 m with the 
quartz core diameter of 50 μm and quartz cladding with the 
step index refractive profile, with the aperture angle θc 
approximatly equal to 200. Angles ϕK and γK was following: 
ϕ1=00, ϕ2=γ2=0.7θc, ϕ3=γ3=0.85θc. 

The data obtained indicate that first, the coefficients of the 
crosstalk in optical fibers with step index refractive profile are 
very high, and secondly, and the use of the crosstalk 
compensator helps to reduce those values to values acceptable 
for lines with digital transmission of data. 

Pilot study of the possibility of using modal multiplexing in 
optical fibers with parabolic index profile with a core diameter 
of 50 μm was carried out. The radiation from the transmitting 
modules focused in the beam of 5 – 10 μm on the input face of 
the optical fiber, the center of one of the beams coincide with 
the axis of the fiber. The center of the second beam was shifted 
by 10 μm relative to the axis at case of two transmitted 
channels and by 7.5 μm and 15 μm at case of three channels. 
The output radiation of the waveguide modes were separated 
by spatial filters. In this case, the coefficients of the crosstalk 
were 20 - 50 times less than for the optical fiber with step 
refractive index profile. 

V. FEATURES OF CONSTRUCTION OF THE COMPENSATOR FOR 

HIGH SPEED DATA TRANSMISSION 

The simplest device consisting of inverters and adders, do 
not to allow to take into consideration the different group 

delays and dispersion in different channels. The use of the 
equalizers, similar to [2] in some cases, may be excessive. 

VI. CONCLUSION 

If chromatic dispersion is dominated in the MDM system, 
the additional device for it, in comparison with the simplest 
device, should be a dispersion compensator. If groups delay is 
dominant then the additional element must be a delay line. 
Thus, for many applications, the design of the equalizer can be 
simplified to the above-described crosstalk compensator. 
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Abstract— One of the applications of wireless sensor networks 
is target tracking. There are several methods to target tracking 
and among these methods, particle filter has high capability in 
solving nonlinear/non-Gaussian systems. Particle filter is one of 
the methods for Bayesian recursive estimation for position 
estimation in wireless sensor networks. Clustered management 
of dense networks is a famous known method and has many 
benefits in comparison with other management schemes of 
sensor nodes. In this paper we designed a new distributed 
version of particle filtering which is more compatible with 
dynamic clustering of nodes. Our method decrease the 
processing overhead of sensor nodes and output results are 
more accurate than current distributed versions of particle 
filtering in target tracking applications. 

Keywords- Wireless sensor networks, target tracking, posterior 
probability density, sequential Monte Carlo, particle filter.  

I.  INTRODUCTION 
Recent development in designing RF modules, micro-

controllers, sensors and MEMS technology and reducing the 
cost of production of wireless sensor nodes caused wireless 
sensor networks (WSNs) to be used more and more in real 
world applications. Many different and new applications 
introduced for WSNs. One of these applications that 
recently gained much attention is tracking of mobile targets. 
Target tracking can be used in military applications for 
tracking of enemy's equipment and troops in battlefield and 
also protection of a banned area for monitoring. There are 
many challenges ahead to fully accomplish the target 
tracking in real word applications [1]. 
One of major issues that we are facing in WSNs is 
minimizing energy consumption. Since the energy of sensor 
nodes were supplied by battery, and when battery ran out, 
the substitution of energy supply is impossible. Another 
problem is that most of the algorithms that we use for target 
tracking in WSNs have high communication cost and most 
of these algorithms uses one fusion center for process of 
data acquired from network. These algorithms centrally 
carried out the process. Centralized algorithms reduce the 
reliability and fault-tolerance of systems and consume more 
energy in fusion center. Neighboring nodes of fusion center 
should route data toward this center and this cause 

unbalanced consumption of energy in networks. Therefore 
the energy of fusion center and its neighbor nodes consume 
rapidly and cause the life time of network to be decreased. 
Fortunately distributed algorithm try to overcome this 
limitations. Our main goal in distributed algorithms is to 
evade overusing of one node with distribution of process 
from the center node among other nodes of network. By 
doing this we can balance the energy consumption in 
network and finally it increase the life time of network [2]. 
We can divide the methods mobile target tracking into three 
categories as follows: 1) kalman filtering, 2) Markov 
methods, and 3) Monte Carlo methods. All above mentioned 
methods can be classified in larger group named Bayesian 
Estimation methods [7]. The first and second type of these 
methods has many problems. Study on Bayesian filters lead 
to creation of Monte Carlo methods. For describing the 
tracking uncertainty in particle filtering (PF), instead of 
using direct description of probability density function (pdf) 
a set of sample particles randomly produce based on 
probability function that is used. In each step of target 
tracking we update the particles and by this means the new 
uncertainty is calculated. Monte Carlo method in 
comparison with kalman filtering and Markov methods have 
some advantages that are as follows: 1) This methods can 
display multi modal distributions, 2) Computational load 
decreased in comparison to Markov methods, 3) Gives more 
accurate result in Comparison to Markov method with 
constant cell size 4) There is no need to access prior 
knowledge about the uncertainty function, 5) 
Implementation of this method is easy [8].  
The remaining of this paper is organized as follows. Section 
II describes the formulation for target tracking in framework 
of recursive Bayesian estimation. Sections III discuss the 
target tracking by means of particle filtering. Section IV 
introduces our approach to target tracking and sections V 
and VI introduce evaluation and ends up the paper with 
conclusion respectively. 

II. FORMULATION OF TARGET TRACKING IN RECURSIVE 
BAYESIAN ESTIMATION  FRAMEWORK 

Since the target state estimation is a random problem, it 
belongs to probability framework. Two general ways for 
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solving random probability equations exist. These methods 
are Bayesian and Fisherian methods. In Bayesian method 
we denote the state of target with x and environmental 
measurements with y and they are considered as random 
variables. But in Fisherian method we won't treat state of 
target as a random variable and state of target is considered 
as constant and unknown quantities and only measurements 
are treated as random variable. Since in WSNs state of 
target and environmental measurement are random, we use 
Bayesian theory to state estimate of target. In Bayesian 
method the state and measurement are correlated together 
by likelihood function which is denoted with p(y|x). For 
defining the equation of target tracking we should models 
the state of target and environmental measurements. For 
modeling this random variable we use stochastic 
differential-algebraic equations (SDAEs). We use discrete 
time model and in each step forward the time one unit.  For 
modeling the equation, at first we define the vector x as x= 
[a,b,c]. This vector shows the target position in 3-
dimentional Cartesian coordinates system. Evolution of 
target position equation {xt , t ��  } is computed based on 
Markov process with information of prior state x0~p(x0), 
system model p(xt+1| xt) and formulized as follows[3,4]: 

),( 1 wxfx ttt ��                            ��� 

In Eq. (1), t is the time. We referred to this kind of equation 
as target model or system model. Function f is nonlinear 
function of xt-1 and wt is an independent identically 
distributed (i.i.d) noise. This noise is memory less and is 
independent from past noises. In other words the noise is 
white and we consider its distribution as known and we 
showed it as p(wt). We formulize the measurement model or 
sensory system that is a likelihood function of p(yt|xt) as 
follows: 

				 ),( exhy ttt � 																																			�
�	
In Eq. (2), ht is a nonlinear function of xt and et  is also i.i.d 
noise of measurement. This noise is white and we make it 
known, we showed it as p(et). Target tracking is a 
computation of recursive estimation of xt. We can calculate 
xt if the prior density p(x0), system model, and likelihood 
function be known. Of course all above items should be 
applied along with Bayesian theorem[3,4].  

We denote all measurements up to time t, i.e., }{ 0yi
t
i�  with 

Yt. Therefore we want to design a recursive scheme for how 
to update the a posteriori density recursively when new 
measurements is done. Bayesian filter is a well known 
method for performing this recursive updates. Bayesian 
filter estimation performs in two phases as follows:1) 
prediction phase and 2) update phase 

Prediction phase: In this phase we use system model to 
predict the current state of the target objects. We want to 
compute probability distribution function p(xt|Yt-1). Also the 
system model has defined as conditional density distribution 
p(xt|xt-1), i.e., based on Markov property, we can say that 

current state of target is dependent to previous state of 
target. Therefore predicted density distribution of xt with a 
integral can be calculated as follows: 

 
� � � � � �dxYxpxxpYxp ttttttt 11111 ||| ����� �� 											���	

	
Using system model an through chapman-kolmogrov 
method in this phase we can calculate the target state at time 
t [4,7]. 

Updating Phase: In this phase we assume that 
measurements of time t is done and we can calculate 
posterior probability function p(xt|Yt). The measurement yt is 
independent from Yt-1 (all previous measurements). 
Therefore this density could update by means of Bayes 
theorem as follows: 

� �
)|(

)|()|(
|

1

1
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Yxpxyp

Yxp
tt

tttt
tt

�
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The denominator can be calculated as follow: 
dxYxpxypYyp ttttttt )|()|()|( 11 �� �� 										���	

In the next time step, predicting and updating phase will 
repeat in recursive mode so that in discrete time steps they 
could estimate posterior density function and by this means 
they could track the target. This schema is known as 
recursive Bayesian filtering. This schema is shown in figure 
1. 

 
 

Figure 1. Basic schema of Bayesian filter. 

The main problem in Bayesian methods is that solving 
this equation through analytical methods is difficult. The 
multidimensional integrals involved only permit an 
analytical solution in a few special cases. The most 
important special case is when the dynamic model is 
linear/Gaussian. In this case kalman filter can be used for 
solving these equations. But in many applications the model 
is nonlinear/non Gaussian and we should offer suitable 
method for solving these equations. One solution is using 
numerical methods. The main method which we used in this 
paper is using of sequential Monte Carlo method as a 
numerical methods. In the nest section we discuss about this 
algorithm [4,8]. 
	

III. SEQUENTIAL MONTE CARLO METHODS 
According to the Bayesian method, p(xt|Yt) contains all 

statistical information available about the state variable xt 
based on the information in the measurements Yt. Sequential 
Monte Carlo methods or particle methods, deal with the 
problem of recursively estimating the probability density 
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function p(xt|Yt). Sequential Monte Carlo Methods belongs 
to the classification of simulative-based methods and The 
main idea underlying the sequential Monte Carlo methods is 
to represent the probability density function by a set of 
samples and associated weights .These samples known as 
particles. This method is a general framework for estimating 
the nonlinear/non Gaussian systems and has high flexibility 
for modeling of sophisticated systems. This method should 
evaluate thousands of particles until reaches satisfactory 
estimation in each time step. In practice the only 
disadvantage of this method is high processing overhead 
and numerous calculations of particles and this causes the 
infeasibility of using this method in real-time applications. 
In order to display the steps of particle filter algorithm we 
introduce some notations. We consider that M is number of 
particles and show the state vector of particles and its 
weights as � � M

i
i
t

i
t qx 1, �  . In this notation i denote the number 

of particle and t is the time step which particle is produced. 
These particles were produced and updated in a recursive 
fashion and they accomplish the estimation of posterior 
density function p(xt|Yt). By considering these particles the 
posterior density function will be estimated as follows [4,5]: 

		 � � � ��
�

M

i

i
tt

i
ttt xxqYxp

1
)(| � 																								���	

In this equation δ(0) is Delta Dirac function. When the 
number of particles are large in number (M→∞) we got an 
estimation that approximately is equal to real value. In other 
word we achieve an approximation answer which its 
accuracy directly relates to the number of used particles. In 
real application we are unable to choose a large number of 
particles because this causes that the computation cost of 
algorithm arises and consume more energy of sensor nodes. 
A version of particle filter algorithm that known as 
Sampling-Importance-Resampling (SIR) algorithm is 
presented below [6,5]: 

1. Initialize the particles, � � )(~ 00 1 xpxi M
i�  and set t= 0. 

2. Measurement update: calculate importance weights 

� �qi M
i 1�  according to 

)|( )()( xypq i
tt

i
t �    i=1,2,…,M 

and normalize them 

�
�
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M
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j
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i
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t q
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3.Calculate the estimation as follows:

xqx i
t
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i
tt

)(

1
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4.Resampling, draw M particles, with replacement, 
according to 

qxx j
t

j
t

i
t

~)Pr( )()()( ��     i=1,…,M 
5.Time update:  predict new particles according to 

)|(~ )(
||1

)(
|1 xxpx i

tttt
i

tt ��     i=1,…,M 

6. Set t= t + 1 and iterate from step 2. 
 
In the above mentioned algorithm, we draw samples 
according to prior density function p(x0) at first. New 
measurement is used for each particle to assign a probability 
represented by the normalized importance weight in the 
measurement update. This probability is calculated using the 
likelihood function which describes how likely it was to 
obtain the measurement given the information available in 
the particles. The normalized importance weights and the 
corresponding particles constitute an approximation of the 
filtering density. The re-sampling step will then return 
particles which are equally probable. The time update is just 
a matter of predicting new particles according to the system 
model. These predicted particles form the starting point for 
another iteration of the algorithm. 
 

IV. DESINED SOLUTION FOR TARGET TRACKING 
This scenario will be as follows. When a mobile target 

enters the monitored environment by wireless sensor 
network, at any time step dynamic clustering over the nodes 
will be carried out base on estimation of previous time step. 
Therefore in all time steps the target will be in one active 
cluster. We assume some services such as routing and 
dynamic clustering are available. Then base on an algorithm 
one of nodes inside the cluster will be chosen as leader [12]. 
The active nodes inside the cluster will measure the 
environment and based on distributed particle filter 
algorithm, they will do operation over this observation and 
send their result to leader. The leader takes all data and 
performs the particle filter algorithm with adjusted 
parameters, so that estimate the target state in this time step. 

 

 
b 

a 
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Figure 2. Target tracking scenarios. 

After this operation, leader sends the estimation to sink 
using a used routing algorithm. After completion of 
operation in this time step we move to next time step and 
the operation will be continued as we described. Figure 2 
shows this scenario. 

In our proposed algorithm, those newly entered nodes 
takes X s

t 1�  from nearest neighbor which participated in 
tracking in previous time step. Then new nodes produced 
their particles based on these particles. Some of notations 
that is used in representing the algorithm is as follows [11]: 
� � Xx t

i
t

M
i

~~
1 �� : set of particles before resmpling. 

� � Qq
t

M

i

i
t

~~
1
�

�

: set of set of un-normalized weights. 

� � Xx t
i
t

M
i ��1 : set of particles after re-sampling. 

� � Qq t
i
t

M
i

�
�1

: set of normalized weights. 
In the following, a superscript s indicates node s�{1, ..., S}, 
and a superscript i indicates the ith particle. So based on 
proposed method, we redesign our algorithm as follow: 
1. The Leader partition set of particles Xt-1 to subsets of   

X s
t 1� ,(s=1,…,S). it means that � �xX is

t
M s
i

s
t

,
1 11 � �� �   that 

�S
s

s
tt XX 1 11 � �� �   

2. Leader send }{ 1X s
t�  to nodes (s=1,…, S). 

3. The active nodes inside the cluster do these operation 
parallel: 
a. They do environmental observations. 
b. If this node was inside the cluster in previous time 

step, produce X
s
t

~  based on X s
t 1� . 

c. If this node was not inside the cluster in previous 

   time step, It takes � �qxV iss
t

iss
t

k

is
s ,

1
,
1 1, �� �

�  from the 

nearest neighbor which was inside the cluster in 
previous time step. 
    Chosen neighbor= ))()((min 22 yyxx ssSs ����  

This node after receiving Vs, produce X
s
t

~   particles 
based on Vs. 

d. Calculate the weights of Q
s
t

~ . 

e. Evaluates the sum of local weights, q s
t

~ as follows: 

                          ��
�

M s

is

iss
t

s
t qq

1

,~~  

f. Normalizes locally Q
s
t

~  to obtain Qs
t . 

g. Computes the local estimate, xs
tˆ   as follows: 

xqx iss
t

M s
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t

s
t
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h. Re-sampling on X
s
t

~  to produce X s
t . 

i. Sends )~,ˆ( qx s
t

s
t  to leader. 

4. The leader perform this operation after receiving the 
response of all nodes 

a. Compute ��
�

S

s

s
tt qq

1

~~  

b. Normalization globally  weights as follow, 

q
q

q
t

s
ts

t ~
~

�  

c. Compute the estimation, xtˆ  as follows, 

                                 xqx s
t

S

s

s
tt ˆˆ

1
��
�

 

d. Send xtˆ  to sink and set time as t=t+1. 
5. For operations of next time step do clustering algorithm 

and leader selection algorithm, then go to stage 3. 
 
As you see, all nodes produce samples after performing 
environmental observations. But other nodes which are 
remained in the cluster from previous time step produce 
particles based on the particles of their previous time step 
and continue operations. But newly-entered nodes into 
cluster start operation based on received particles from 
nearest neighbor nodes. In our simulation we compare our 
algorithm with local distributed particle filter [11]. 
In this paper, we assume that the distance sensor nodes to an 
audio source that is our target object is at least 5 times the 
size of the target object. Furthermore, we assume that the 
target object is a point of audio source. Target object located 
in uniformly smooth surface and sound waves propagate in 
two-dimensional space and sound reflection effect has not 
been considered in collision with terrain and obstacles. 
Sound intensity at a distance r from the sound source is 
calculated according to the following equation. 

24 r
wI
�

�                                         (7) 

In this formula, W is power of source audio. Sound intensity 
is measured by watts per square meter. Human’s power 
hearing of is 10-12 w/m2. It is hard to measure sound 
intensity and sound pressure instead measured by the 
microphone. P is sound pressure. Unit of measurement of 
sound pressure base on reference pressure 

)(102020 2
6

m
NPapref

���� �  is micro-pascal, and base on the 

decibel scale is expressed by the following equation [13]. 

c 
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2

10 pref
pLogSPL �               (8) 

 
In this study, the audio source is considered a heavy tank in 
which has sound pressure of 100 dB that equal with 2 
Pascal. We consider the state vector as � �yyxx �� ,,,  that 
represents the position and velocity of target. Base on 
equation (1) we assume system has Gaussian noise and is as 
follow:  

tttt wGxfx �� � )( 1                                 (9)   

 
Base on equation (2) we have assumed sensing model as 
follows: 

exy ttt
h �� )( 	

 
22)( yxh xt �� 	

V. EVALUATION 
For simulations we consider 30 sensor nodes with 

acoustic sensing and communicating range of 80 meters. 
These sensors were dispersed on a square area with 300*300 
meters dimensions. We assumed that time synchronization 
accomplished with maximum error 10-4. The simulation 
process has carried out in a discrete time and for 200 time 
steps and with 15 Monte Carlo iterations. We carried out 
simulation by using number of 500, 1000 and 3000 
particles. Based on this simulation the average error in each 
time step has been computed. 

Figure 3 shows the average error of Local Distributed 
Particle Filter (LDPF) method and our proposed Particle 
Filter (PF) method with 15 Monte Carlo iterations with 
M=500 particles. Our proposed algorithm had 75.0�avg   
average error and locally distributed algorithm had  

87.0�avg  average error. 

 
 

Figure 3. Comparisons of average error using M=500. 

Figure 4 shows the average error of LDPF method and 
our proposed PF method with 15 Monte Carlo iterations 
with M=1000 particles. Our proposed algorithm had   
average error 59.0�avg  and locally distributed algorithm 
had 69.0�avg   average error. 

 
Figure 4. Comparisons of average errors using M=1000. 

Figure 5 shows the average error of LDPF method and 
our proposed PF method with 15 Monte Carlo iterations 
with M=3000 particles. Our proposed algorithm had 

37.0�avg   average error and locally distributed algorithm 

had  49.0�avg  average error. 

 
 

Figure 5. Comparisons of average errors using M=3000. 

In the below table you'll see results. 
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Table 1-comprasion of error 
# of 

particles 
Error 

Proposed PF LDPF 
500 0.75 0.87 

1000 0.59 0.69 
3000 0.37 0.49 

 

VI. CONCLUSION 
Based on findings from simulations results we conclude 

that our proposed algorithm has lover average error in 
comparison with local distributed particle filtering method. 
We calculated average error using 500, 1000 and 3000 
particles and we found that for each of these conditions we 
have 0.12, 0.10 and 0.12 fewer error compared to local 
distributed particle filtering method. Beyond these, our 
proposed method is more compatible with clustered 
management of WSNs. This method decreases the 
communication and processing overhead of sensor nodes in 
doing target tracking by using information of neighbor 
nodes for assigning initial values for some of the particles. 
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Abstract— We report the results of 5 channels, 40 
Gb/s/channel WDM system with significant launch power in the 
presence of fiber nonlinearities, by propagating intensity 
modulated CSRZ pulse train through standard SMF. These 
results show that traditional approach of complete dispersion 
compensation using DCF just after each SMF span is not 
necessarily the optimum choice for better system performance. 
Rather, the performance of optical links highly depends on the 
percent of dispersion compensation at different location of DCFs. 
These investigations demonstrate that the performance of 
practical WDM systems can be enhanced significantly by using 
optimum dispersion map for WDM communication systems.  

Keywords—WDM transmission, dispersion management, fiber 
nonlinearities, optimum dispersion map. 

I. INTRODUCTION 

The data volume is increasing at very fast rate due to the 
video-centric demand in the present world of communication. 
In addition, higher transmission rate with more accuracy is 
highly desired across the globe. Optical fibers, as they have 
extremely larger bandwidth and many other attractive features, 
[1-3], are in commercial use to achieve these desires.  

The quality of the signal is degraded when it is propagated 
in optical fiber. It is due to the degradation effects as fiber 
attenuation, group velocity dispersion (GVD) and 
nonlinearities including self-phase modulation (SPM), cross-
phase modulation (XPM), and four-wave mixing (FWM) [4-7] 
etc. The minimization of these degradation effects is always 
desired in optical communication systems to maximize the 
transmission distance, the date rate and the accuracy of optical 
fiber links. 

Optical amplifiers [4] and dispersion compensating fibers 
(DCFs) [8-10] are used to compensate fiber loss and GVD 
effects, respectively. If fiber nonlinearities can be ignored, the 
GVD effect can be compensated completely using any 
dispersion map, and hence the input signal can be recovered at 
the receiver side in its original form. However, the periodical 
use of optical amplifiers in communication links enhances the 
launch power at each of single mode fiber (SMF) span, thus 
nonlinearities can’t be ignored in the modern WDM 
communication systems. The efforts are being done to 
enhance the data rate of WDM optical systems [11-14]. One 

such effort is dispersion management [7,15-18] which is of 
prime worth, particularly when optical pulses having smaller 
width and higher power are used in WDM systems to 
maximize the transmission distance and the data rate. 

For this work, we consider 5 channels, 40 Gb/s/channel, 
intensity modulated WDM system comprising of a 2-
spans×100 km/span link along with the use of optical 
amplifiers and DCFs, and investigate the results for the 
optimum dispersion map to enhance the system performance. 
For this work, numerical split step Fourier model [19-23] is 
used for solving nonlinear Schrodinger equation for signal 
propagation considering the effects of fiber attenuation, group 
velocity dispersion and nonlinearities such as SPM, XPM, and 
FWM. We explore and present the results of the optimization 
of dispersion maps, the corresponding eye diagrams and Q-
values for various setups of fiber links to highlight the 
importance of the location of DCFs and their compensation 
values for the improvement in the performance of WDM 
systems.  

II. THEORY 

In single mode fiber, the quality of the transmitted optical 
signal is degraded mainly due to fiber attenuation, GVD and 
nonlinearities. The degradation of the signal impose limits on 
the date rate, the accuracy and the capacity of the transmission 
systems. Fiber degradation effects are briefly described below. 

Fiber loss attenuates the pulse power and hence limits the 
maximum transmission distance. Erbium-doped fiber 
amplifiers are used to compensate fiber loss in WDM links. 
Group velocity dispersion arises because fiber refractive index 
is wavelength dependent. It broadens the pulse and thus limits 
the data rate of transmission links. For compensation of GVD, 
dispersion compensating fibers (DCFs) [4,15-17], have 
opposite sign of GVD parameter to that of SMF spans, and 
hence can be used to compensate the effects of GVD in long-
haul WDM transmission systems. 

Fiber nonlinearities arise because fiber refractive index is 
also dependent on the intensity of the input signal. It is desired 
to launch the input signal having higher power to propagate it 
for longer distance, however the higher power level enhances 
the nonlinear effects as SPM, XPM and FWM [4,5,7] that are 

M. Y Hamza was at University of Minnesota, Duluth, USA when he 
carried this work. He acknowledges Higher Education Commission (HEC), 
Pakistan for providing financial support to conduct this work. 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 516 12-14 Oct 2016, Baku, Azerbaijan



the major sources to degraded the performance of optical 
communication systems. 

Nonlinear Schrodinger equation (NLSE) is used to 
illustrate the effects of fiber attenuation, dispersion and 
nonlinearities. Split step Fourier model is used in this work to 
solve NLSE numerically and to propagate the signal through 5 
channel, 40 Gb/s/channel WDM system. DCFs are used to 
compensate the effect of fiber dispersion of SMF spans. The 
following equation shows the condition for 100% dispersion 
compensation [4], 

               L1D1 + L2D2 = 0,                                  (1) 

where L1 represents the net length of SMF spans in the link, L2 
represents the net length of the DCF that’s needed for 100% 
compensation. The D1 and D2 are dispersion parameters for 
SMF and DCF, respectively. 

In traditional approach, the dispersion of each SMF span is 
100% compensated by using a DCF just after the span, as 
shown in Fig. 1. In this setup, the length of each of the DCF is 
pre-fixed for 100% compensation.  

 

         Fig. 1.  Traditional setup for dispersion compensation using DCF for           
2-spans system. Tx: Transmitter, Rx: Receiver 

When the signal power is significant, and optical 
amplifiers are used periodically in fiber links, then due to the 
interaction of GVD and fiber nonlinearities, the performance 
of WDM systems is dependent on the dispersion-map and 
launch power. Different dispersion maps will yield different 
Q-values. Hence, the optimization of dispersion map is of 
prime worth to enhance the performance of optical 
communication systems. The system and its parameters 
considered for this work, the results and discussions for the 
proposed optimization of dispersion map are provided below.    

III. RESULTS AND DISCUSSIONS 

We analyze 5 channels intensity modulated WDM system, 
each channel operating at 40 Gb/s with channel spacing of 200 
GHz. The fiber link consists of two SMF spans, each of length 
100 km. Fiber loss is compensated using Erbium-doped fiber 
amplifier (EDFA). The noise figure of EDFA is considered as 
6 dB. 

For compensation of group velocity dispersion in 2-spans 
system, DCFs can be placed at different location as (i) prior to 
the fiber span, called pre-compensation technique, (ii) after the 
fiber span, called post-compensation technique, or (iii) 
distributing at both ends, called combination of pre- and post-
compensations. On these bases, Fig. 2 shows three setups for 
system under consideration. The parameters for SMF and 
DCF are provided in Table I.   

An independent 64-bit pseudo-random carrier suppressed  

Fig. 2.  Three setups for dispersion compensated transmission link using 
DCFs. Tx: Transmitter, Rx: Receiver 

TABLE I 
PARAMETERS OF SMF AND DCF 

Fiber Type SMF DCF 

Loss (dB/km) 0.22 0.5 

Dispersion (ps/(nm.km)) 17 -85 

Effective area  (μm)2 100 20 

 

return-to-zero (CSRZ) pattern is transmitted in each of the 
channels. The power 0 dBm is launched at the input of each 
DCF. However, the launch power into each SMF span was set 
to much higher level as 14 dBm to have significant fiber 
nonlinear effects. These required power levels are attained by 
suitable gains of EDFAs.  

The electric field of all the channels is multiplexed at the 
transmitter side. The multiplexed signal is propagated through 
fiber link for each of the three setups using SSFM. An optical 
band-pass filter (BW = R) is used at the receiver to separate 
each of the channels. Then the middle channel (the testing 
one) is passed through an electric filter (BW= 0.7R, 20th-
order Bessel filter) to obtain an eye diagram. The total 
accumulated amplifiers noise is added at the receiver. Finally 
system performance is evaluated by determining the Q-value. 

For the system under consideration, the calculations using 
Eq. (1) show that the total DCF length for 100% compensation 
is required as 40 km. This length value will be used for 
computing percent compensation for each of the DCF placed 
at different locations. 

First of all, for a reference and comparison, a traditional 
approach of post-compensation is used, i.e. each of the SMF 
spans is compensated completely by its following DCF, the 
setup already shown in Fig. 1. For this, the net 40 km length of 
DCF for perfect compensation is distributed equally between 
DCF1 and DCF2, which means the length of each of this DCF 
is fixed as 20 km. The eye diagram for this setup is shown in 
Fig. 3.  
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Fig. 3.  Eye diagram for net 100% compensation divided equally  
between DCF1 and DCF2 as traditionally post-compensation technique. 
 

The Q-parameter corresponding to this eye diagram is 
calculated as 22.81 dB. For all of the following results and 
discussions, this value of Q will be considered as a reference 
for the comparison of the results with optimum dispersion 
maps, as discussed below. 

To explore the optimization dispersion maps for each of 
three setups of Fig. 2, the length of none of the DCF is pre-
fixed. Rather, the total length of 40 km is varied from 0 to 40 
km (in a step of 1 km) for DCF1. The length of DCF2 is 
accordingly set so that the net compensation remains 100%. 
The Q-value is determined for each of the possible 
combinations of the length of DCF1 and DCF2 and report the 
best Q-value for each of the setups.  

For setup 1, the investigations showed that maximum Q-
value as 21.88 dB can be achieved with 80% (32 km length) 
compensation at DCF1 and 20% (8 km length) at DCF2 
locations. This Q-value is even slightly lower than the 
reference value for the traditional approach. The 
corresponding eye diagram is shown in Fig. 4. 

Fig. 5 shows the eye diagram for setup 2, for which it is 
found that 55% of pre- and 45% of post-compensations is the 
optimum choice with maximum Q-value as 27.68 dB which is 
~ 6 dB higher than the reference value. The improvement in 
Q-value for this setup is due to the fact that eye for this setup 
is more opened than for the eye shown in Fig. 3.  

Finally, for setup 3, the investigations showed that DCF1 
with 68% and DCF2 with 32% compensations yield the best 
result with Q-value of 30.42 dB i.e. about 7.6 dB higher than 
the reference one. The opening of the corresponding eye is 
much more as shown in Fig. 6. The results for all these setups 
are summarized in Table II. 
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Fig. 4.  Eye diagram for setup 1, with optimum distribution of 
net 100% dispersion as 80% at DCF1 and 20% at DCF2 locations. 
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 Fig. 5.  Eye diagram for setup 2, with optimum distribution of 
net 100% dispersion as 55% at DCF1 and 45% at DCF2 locations. 
  

The dispersion maps for the traditional approach and for all 
three setups are shown in Fig. 7. In fact, these maps show that 
how the net dispersion evolves for SMF and DCF 
combinations for various setups. 

It is mentioned that the procedure using exhaustive 
approach to explore the optimum dispersion map is discussed 
here to highlight the importance of the optimization of 
dispersion map. The exhaustive based optimization procedure 
is not scalable for systems with more than two spans. A 
suitable optimization technique may be used to explore 
optimum dispersion map for long haul transmission systems. 

These results show that Q-value and hence the 
performance of WDM communication systems can be 
enhanced using optimum dispersion map design.  
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 Fig. 6.  Eye diagram for setup 3, with optimum distribution of 
  net 100% dispersion as 68% at DCF1 and 32% at DCF2 locations. 

TABLE II 
COMPENSATION VALUES FOR OPTIMUM DISPERSION MAP  

(Net compensation is 100%) 

Setup 

Percent of net dispersion  
compensation 

Q (dB) 

DCF1 DCF2 

Traditional 
Approach 50 50 22.81 

Setup 1 80 20 21.88  

Setup 2 55 45 27.68 

Setup 3 68 32 30.42 
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Fig. 7. Dispersion maps for traditional approach and three setups 

          of Fig. 2. 
 

IV. CONCLUSION 

The investigations and results of dispersion map 
optimization have been presented for 5-channels, 40 
Gb/s/channel intensity modulated WDM system by 
propagating CSRZ pulse train through single mode fiber in the 
presence of fiber attenuation, dispersion and nonlinearities. 
Split-step Fourier model of optical communications is used for 
these investigations. These results clearly indicate that 
optimum selection of the dispersion map leads to achieve the 
higher Q-value and hence better system performance, even at 
higher launch power. The work shows the significance of 
optimization of dispersion map to enhance the performance of 
practical WDM systems at higher data rate. 
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Abstract—In this paper, we propose a novel protocol for
cooperative multiple access in visible light communication (VLC)
networks. The proposed protocol exploits the features of en-
hanced unipolar orthogonal frequency division multiplexing (eU-
OFDM) scheme in order to enable user terminals to sequentially
access the multi-hop network. The signal-to-noise ratios (SNRs)
for user terminals within the network are derived and the
individual bit-error-rate (BER) expressions are presented. We
evaluate the BER performances of each user in the network
through Monte Carlo simulation. The theoretical results validates
the simulation results.

Index Terms—eU-OFDM, multiple access, multi-hop relaying,
visible light communication.

I. INTRODUCTION

The recent advances and breakthroughs in solid-state light-

ing have led to the development and deployment of energy

efficient light emitting diodes (LEDs) with longer luminary

lifespan compared to the conventional incandescent light

bulbs. LEDs have revolutionized the field of illumination

technology and they have also sparked tremendous research

effort in the area of visible light communication (VLC) [1].

VLC is a recent low-cost, secure and energy efficient tech-

nology with unregulated spectrum that uses light for high

speed data transmission without interfering with existing radio

frequency (RF) based systems. Due to spectrum scarcity of the

conventional RF together with the higher demand for wireless

services, VLC with its distinct features and great prospects, has

been proven to be one of the vital and ultimate complementary

solutions to the existing RF technology for ubiquitous wireless

connectivity [2].

In a typical VLC system, intensity modulation and direct

detection (IM/DD) schemes are used where information is

encoded with the light intensity while photodetectors (PDs)

handle the signal reception. Under this scheme, the informa-

tion waveform needs to be real and positive valued. These

constraints limit the usage of conventional complex or bipo-

lar modulation schemes used in RF-based systems. Initial

works in VLC considered simple pulse modulation techniques

such as on-off keying (OOK) or pulse position modulation

(PPM) [3]. Recent studies [4]–[7] have adopted orthogonal

frequency division multiplexing (OFDM), which has been

widely deployed in RF-based wireless communication systems

due its salient advantages such as higher spectral efficiency and

stronger immunity to multipath fading. Conventional OFDM

structure, however, cannot be directly applied to VLC due

to the IM/DD constraints. Therefore, different optical OFDM

systems such as asymmetrically clipped optical OFDM (ACO-

OFDM) [4], Flip-OFDM [5], DC biased optical OFDM (DCO-

OFDM) [6] and enhanced unipolar OFDM (eU-OFDM) [7]

have been proposed. It is important to note that, all these

optical OFDM techniques generate real-value signals by im-

posing the Hermitian symmetry property on the complex

symbol vector at the input of N−point inverse discrete Fourier

transform (N−IDFT).

In DCO-OFDM [6], frame structure is formed by rearrang-

ing the N/2− 1 data symbols to satisfy Hermitian symmetry.

In this optical OFDM scheme, a DC-bias is added to the

output of N−point IDFT to get unipolar signal at the input of

LEDs. The additional DC-bias makes this scheme inefficient

in terms of power consumption. In ACO-OFDM [4], the

complex data symbols are carried only on the odd indexed

sub-carriers. Based on this structure, for a signal vector to the

input of N−point IDFT, only N/4 data symbols are encoded.

The negative part of the output of IDFT is then clipped

without affecting the data, and the clipped signal is then used

for transmission through the optical system. Similarly, the

frame construction for Flip-OFDM [5] is formed by encoding

N/2 − 1 data symbols. After N−point IDFT process, the

resulting data vector undergoes two processes in order to

produce two positive data sub-frames. The first sub-frame

is obtained by setting all the negative components of IDFT

output vector to zeros. The second sub-frame is formed by

flipping (inverting the polarity) of IDFT output vector prior

to clipping the signal. The two sub-frames are consecutively

transmitted through the IM/DD system. Since the encoded

N/2− 1 data symbols in the original signal is transmitted in

two different sub-frames, Flip-OFDM presents almost similar

spectral efficiency (SE) and the same bit error rate (BER)

performance as ACO-OFDM scheme. DCO-OFDM, on the

other hand, provides the highest SE as compared to Flip- and

ACO-OFDM.

In order to reach high SE levels as DCO-OFDM without

the need of additional DC power, enhanced unipolar OFDM

(eU-OFDM) has been proposed [7]. The eU-OFDM enables

different depths (layers) that allows conveying independent
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Figure 1: Considered network topology.

D1: Neg. x14 CP Pos. x14 CP Neg. x13 CP Pos. x13 CP Neg. x12 CP Pos. x12 CP Neg. x11 CP Pos. x11 CP

D2: Neg. x22 CP Neg. x22 CP Pos. x22 CP Pos. x22 CP Neg. x21 CP Neg. x21 CP Pos. x21 CP Pos. x21 CP

D3: Neg. x31 CP Neg. x31 CP Neg. x31 CP Neg. x31 CP Pos. x31 CP Pos. x31 CP Pos. x31 CP Pos. x31 CP

Figure 2: eU-OFDM frame structure.

streams of data in a single frame.

Furthermore, relaying techniques have also been proven to

improve the performance of VLC systems [8]–[11]. In this

paper, we present a new multiple access solution based on

eU-OFDM scheme for the networks with line topology. In the

considered multiple access scenario, multiple users are located

sequentially and the data is forwarded from one user to another

with the multi-hop amplify and forward (AF) relaying protocol

in which each independent stream of eU-OFDM is allocated

to each user. In respect to this, signal-to-noise-ratio (SNR) and

BER derivations are provided for each user. We further verify

our analytical results with Monte Carlo simulations.

The remainder of the paper is structured as follows. In Sec-

tion II, the adopted VLC channel model is briefly described.

Section III and IV present the system model for eU-OFDM

based multiple access VLC networks and the BER analysis,

respectively. The numerical results are presented in Section V.

Section VI concludes the paper.

Notation: (.)∗ and [.]T denote complex conjugate and trans-

pose, respectively. E{.} denotes the statistical averaging and

Q(.) is the tail probability of standard normal distribution.

II. CHANNEL MODEL

The multiple access network topology used in this study is

depicted in Fig. 1. It is assumed that the main source node

and U users are located sequentially and the transmission is

based on line-of-sight (LoS) link. The flat response of a VLC

link is given by [12]

h =

{ a+1
2πd2 cos

a (φ) cos (ψ) 0 ≤ ψ ≤ Ψ 1
2

0 ψ ≥ Ψ 1
2

}
(1)

where φ denotes the irradiance angle with respect to the

LED axis, ψ is the angle of incidence with respect to

PD axis, d is the distance between LED and PD, a =

− ln (2)
/
ln
(
cos

(
Φ 1

2

))
, the LED semi-angle Φ 1

2
is set to

60◦, the field-of-view (FOV) semi-angle of the photodetector

Ψ 1
2

is assumed to be 60◦.

III. SYSTEM MODEL

We consider eU-OFDM for the proposed system structure.

Let s1 s2 ... sN/2−1 with the average energy of E, be the

M−ary quadrature amplitude modulation (QAM) or phase

shift keying (PSK) complex data symbols to be transmitted

through the VLC system. The size of the modulated data

symbols is similar to that of U-OFDM (N/2−1). Thus, prior

to IDFT of size N , the stream of modulated complex data

symbols is subjected to Hermitian symmetry in order to obtain

real-value signals. The rearranged data structure is written as

X =
[
0 s1 s2 s3 ... sN/2−1 0 s∗N/2−1 ... s∗2 s∗1

]T
. (2)

The real-valued signal resulting from the N−point IDFT

sequence is defined as

x[n] =
1√
N

N−1∑
k=0

X[k]ej
2πnk

N . (3)

The U-OFDM data sequences are then used to build the

eU-OFDM frame prior to prepending the data with cyclic

prefix (CP) whose length is denoted by NCP . For a given

maximum depth of U (with d = 1, 2, ..., U ), the eU-OFDM

frame is formed by summing the data arrays from U layers.

The first layer of data (first depth) follows the structure of

U-OFDM. For the subsequent depths (d > 1), each U-OFDM

data sequence at depth d is duplicated 2d−1 times and scaled

by a factor of 1/
√
2d−1 in order to keep the energy per

symbol constant. The data sequences from all depths undergo

a data array summation and the resulting data vector is the

eU-OFDM symbol. This data symbol goes through parallel

to serial conversion and digital-to-analog conversion prior to

transmission via the optical link. As an illustration, the frame

structure of eU-OFDM for a maximum depth of three is shown

in Fig 2. By setting the spectral efficiency (SE) of the first to

1 bit/s/Hz, then the SEs of second and third depths become

0.5 and 0.25 bit/s/Hz, respectively.

For an eU-OFDM of a maximum depth of U , let x(t) denote

the resulting time domain signal after summation of all depths.

ET denotes its energy and is given by (4) (see the top of

the next page). where Θ is the probability density function

of standard normal distribution and xd(t) is the transmitted

signal in the dth depth [7].

In order to serve U users with proposed system architecture,

an eU-OFDM frame of maximum depth U have to be consid-

ered. The encoded data from the first depth are intended for the

first user terminal, data from second depth is to be transmitted
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ET =E

⎧⎨
⎩
(

U∑
d=1

xd(t)

)2
⎫⎬
⎭ =

E(N − 2)

2N

⎛
⎜⎜⎝2− 1

2U−1
+ 4Θ2 (0)

U∑
d1=1

U∑
d2=1
d1 �=d2

1√
2d1+d2

⎞
⎟⎟⎠ (4)

to second user and so on, and the last user receives data from

U th depth. At the first terminal, the received signal can be

written as

y1(t) = Rh1x(t) + n1(t) (5)

where R is the responsivity of photodetector (A/W), n1(t)
is additive white Gaussian noise (AWGN) with zero mean

and σ2
N variance at first user node and h1 is the VLC flat

channel response from main source to the first user node. The

detection of data intended for this node is straightforward. The

decision process for each OFDM frame starts right after get-

ting both the positive and negative sequences. The combining

process, which is done through the subtraction of the negative

sequence from the positive parts, consequently leads to noise

enhancement by a factor of two, however, the effects of higher

depths are cancelled out. After serial-to-parallel conversion,

cyclic prefix removed and DFT process, the signal can be

decided optimally with Maximum Likelihood (ML). Under the

assumption of proper and successful detection of symbols, its

interfering contribution in the received data y1(t) is removed

after passing the estimated data through the estimated channel.

The data to be amplified and forwarded is given by

ŷ1(t) = y1(t)−Rh1x̂1(t). (6)

The positive parts and negative parts carrying the same infor-

mation of the second depth are summed and moved to first

depth, the third depth data form the second depth in the new

frame and so on. A magnitude scaling of
√
0.5 is applied for

the conservation of the energy during this transformation in

eU-OFDM frame structure and the signal is amplified with a

factor of G1 in order to set the power level to ET . At the

second user terminal, the received signal is given by

y2(t) = RG1h2ŷ1(t) + n2(t) (7)

where n2(t) is additive white Gaussian noise (AWGN) with

zero mean and variance of σ2
N in the second node and h2 is

VLC flat channel response between first and second users. The

similar demodulation and detection processes used at first user

terminal are applied for the detection and estimation of data

for this second user. After subtraction of estimated symbols

for user from y2(t), the resulting new data is then amplified by

a factor of G2 and forwarded to next user terminal. This data

undergoes also the eU-OFDM frame reconstruction similar to

that of the previous terminal. This process continues until all

the users terminals receives successfully their respective data.

In general, received signal at ith terminal can be written as

yi(t) = RGi−1hiŷi−1(t) + ni(t) (8)

where ŷi−1(t) = yi−1(t) − Rhi−1x̂i−1(t) and Gi−1 denotes

the amplification factor to scale the signal energy to ET at

i − 1th user node and ni(t) denotes the noise term with the

same statistics at ith PD.

IV. SNR AND BER ANALYSES

Under the assumption that the symbols on each depth are

perfectly estimated, the generalized SNR for ith user node can

be written as

SNRi =

R2iE
i∏

k=1

h2
kG

2
k−1

2σ2
N (1 + βi)

(9)

where βi is equal to αi + αiβi−1 in which αi = R2G2
i−1h

2
i

for i ∈ {2, ..., U} and 0 for i ∈ {0, 1} with initial definitions

of β0 = 0 and G0 = 1. Relatively, BER [13] can be

written as (10). As the SNR increases, the BERs on previous

nodes decrease and the performances of all depths converge

to analytical results [7]. Therefore, (9) and (10) can be used

to estimate BER of eU-OFDM system at high SNR values.

V. NUMERICAL RESULTS

In this Section, we present numerical results to confirm

the analytical SNR and BER expressions. In simulations, σ2
N ,

R, N and NCP are set to −35 dBm, 0.54 A/W, 64 and 4,

respectively. In all the simulations, we assume that perfect

channel state information is available at all nodes. We consider

a scenario including one main source and three users, and the

distances between them are set at 2 m.

In Fig. 3, we present BER results obtained by both theo-

retical and Monte Carlo simulations. 16-QAM is selected as

modulation scheme for each depth. Therefore, the throughput

gradually decreases for each node. It can be seen that since

interference from higher depths are perfectly cancelled out and

BER results are matched with analytical expression for the

first user. In order to get 10−3 BER, 13.12 dBm eU-OFDM

signal power is required. This level increases to 15.45 dBm

for the second user and 16.32 dBm for the third user. The

increment of the required power level is due to both noise

amplification in each node and channel attenuation. However,

the differences between the levels gradually decrease because

each node extracts its own information and the remaining data

is transmitted with higher energy with respect to previous one.

Additionally, it should be noted that simulation and theoretical

results for the second and third users converge at high SNR

since incorrect decision in previous users leads imperfect

interference cancellation for the following nodes.
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16−QAM, User 1 − Sim
16−QAM, User 2 − Sim
16−QAM, User 3 − Sim
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16−QAM, User 3 − Theory

Figure 3: BER performances of three users when 16-QAM is

deployed in each stream.

In Fig. 4, we present BER results for a scenario in which

all users have equal throughput. For this reason, we set the

modulation schemes for the first, second and third users to 2-

PSK, 4-QAM and 16-QAM, respectively. At the target BER of

10−3, the required signal power for the first user is 3.4 dBm.

This value increases to 8.7 dBm and 16.3 dBm for second

and third users because of deployment of higher modulation

orders.
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2−PSK, User 1 − Sim
4−QAM, User 2 − Sim
16−QAM, User 3 − Sim
2−PSK, User 1 − Theory
4−QAM, User 2 − Theory
16−QAM, User 3 − Theory

Figure 4: BER performances when 2-PSK, 4-QAM and 16-

QAM are used for the first, second and third users.

VI. CONCLUSION

A multiple access protocol for eU-OFDM based VLC sys-

tems has been proposed. For the considered network topology,

we have derived the SNR and BER for each node in the

network. For a given number of users, we have demonstrated

that the subsequent nodes present BER performance with

respect to their preceding user terminal when a 16-QAM

is employed for all users. Consequently, the throughput is

reduced by half for each subsequent user terminal. In order

to maintain the throughput at the same level for all users, 2-

PSK, 4-QAM and 16-QAM can be used respectively for the

first, second and third users, however, it leads the increment

of the difference between required signal energy level for each

user to achieve the same BER target.
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Abstract—This article contains analysis and comparison of 

different standards that implement Single Sign-On technology in 
context of their applicability to constructing security 
infrastructure of a distributed information-computing 
environment. Various non-proprietary protocols responsible for 
different aspects of secure information exchange were examined 
for creating a single authentication and authorization system in 
heterogeneous environment presented by a distributed network 
of portals. 

Index Terms—distributed information-computing 
environment, information access control management, 
authentication, authorization, network of portals, single sign-on. 

I. INTRODUCTION 
The concept of building a security infrastructure of a 

distributed information-computing environment (DICE) 
presented as a network of enterprise portals is to analyze and 
design a solution based on open technologies and protocols that 
allow for secure authentication and authorization, while 
ensuring the required level of security of information exchange 
through the Internet.  

A network of portals as a mechanism having a single point 
of entry and providing a unified access control policies for 
users and administrators is described in [1-2] and represents a 
set of access control units combined into a single network with 
a portal network management center (PNMC). As part of the 
PNMC a unified policy for controlling information exchange 
has been implemented, including the ability to secure 
authorized access to information and computational resources 
throughout the network, and a single user session management 
mechanism that provides the necessary level of security. That, 
in turn, leads to the solution of providing safe, reliable and 
efficient interaction of distributed system of information flow 
between users and server components. For this purpose it is 
necessary to analyze existing authentication protocols and to 
ensure safety of information exchange.  

Nowadays many authentication and authorization protocols 
have been developed and are actively used, but not all of them 
are non-proprietary. Main objective of this article is to analyze 
authentication and authorization protocols, that is OpenID, 

OAuth, OpenID Connect, Single Sign-On based on Security 
Assertion Markup Language (SAML) [3-14] and their 
applicability and ease of use in a single authentication and 
authorization system for a DICE. 

II. AUTHENTICATION AND AUTHORIZATION PROTOCOLS  

A. Single Sign-On  
Single Sign-On is a technology that provides a single entry 

point to the corporate network, while giving user the ability to 
move from one portal to another without re-authentication and 
using portals as the preferred mechanism of interaction with 
the end user [4]. The main purpose of this concept is to 
minimize the number of passwords that the user has to 
remember and the number of authentication acts performed by 
them for a specific time period. This is a centralized 
technology, because one authentication server is used by all the 
portals within a corporate network [5, 6].  

There are two technically possible variants of implementing 
Single Sign-On in a heterogeneous software environment:  

� Using specialized software that intercepts 
authentication requests sent by the various services of 
web portals to user and automatically submits their 
credentials, such as account name and password. Since 
the authentication data are stored in the Single Sign-On 
database, the interception is not noticeable to the end 
user;  

� Integration with authentication process of other 
software. 

The main advantages of this solution are:  
� Reduced amount of authentication data required to 

work with corporate network services; 
� Reduced time needed for authentication on multiple 

portals of the corporate network. 
The main disadvantage of this concept is the risk of the 

single password being acquired by a third party, which could 
lead to unauthorized access to the entire working environment.  

All the following authentication and authorization protocols 
described in this article, OpenID, OAuth, SSO based on 
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SAML, are basically different approaches to the 
implementation of this technology. 

B. OpenID decentralized authentication system  
OpenID is an open decentralized system which allows the 

user to use a single account for authentication on multiple 
portals that are not connected with each other. 

The main purpose of using OpenID [9] is to simplify the 
user's registration, achieved by a decentralized single sign-on 
system, that allows one to use a single set of authentication 
credentials on many web portals, as well as provide the 
necessary level of protection against unauthorized access.  

OpenID authentication flow is relatively simple. A user 
opens a desired network resource (Relying Party, RP) using a 
web-browser with the intention to perform a specific action. If 
OpenID is not supported by the RP the user is prompted to 
register an account, that implies creating a new set of 
authentication credentials. Otherwise, OpenID authentication is 
offered as an alternative to registration (OpenID support is 
commonly indicated by the OpenID logo on login page). 

On the next step, the user enters their OpenID - address, the 
address of the user's personal webpage on the server of their 
OpenID provider (OP). For example, if the user has received 
their OpenID on www.example.com, it will look like 
“username.example.domain”. Further authentication process is 
shown in Fig. 1. 

 
Fig. 1.  OpenID authentication process 

The main benefits of the OpenID authentication protocol 
are: 

� OpenID is a convenient way to authenticate on web 
portals that support it. 

� A user that has OpenID does not need to remember 
multiple passwords for different web portals and 
provide them any additional data, such as an email-
address, the only set of credentials they need to know 
are their OpenID address and their password. 

� After authenticating on OP website once, re-entering 
your OpenID password is not required if the session is 
kept active. 

� Modules for integrating OpenID authentication into 
your software are freely available for most major 
programming languages, which makes it easier to start 
using OpenID. 

OpenID has gained major popularity during the second half 
of the 00s. However, now it is not used as widely. 

C. OAuth authorization protocol 
OAuth authorization protocol allows third parties to 

provide limited access to protected resources without the need 
for the user to provide them (third party) authentication 
credentials. OAuth 2.0  is an authorization protocol that allows 
one to give a service a right to access the resources on another 
service. This fact makes OAuth suitable to be used in 
heterogeneous web services environment [11]. The protocol 
eliminates the need to trust an application login and password, 
and also allows you to issue a limited set of rights, rather than 
all at once. It is very important to note that OAuth is not an 
authentication protocol, however it is possible to use it for 
pseudo-authentication by using some API that the service has 
gained access to after authorization to verify the user's identity. 

OAuth 2.0 involves 3 parties: a user (resource owner), who 
intends to carry out some action on their resources, uploaded to 
a third party web portal (server) using the specific web service 
(client). OAuth authorization flow is the following: 

1. The client sends the request to the server that contains 
the client ID, timestamp and a callback address to which the 
access token should be returned. 

2. The server acknowledges the request and responds to the 
client by sending a request token and a part of the divided 
secret. 

3. The client uses the request token to redirect the user to 
the server. 

4. After receiving the token, the server prompts the user to 
confirm the client's access to resources (authorization), then the 
user is redirected back from the server to the client with an 
authorization code. Usually, before prompting, the server 
authenticates the user. 

5. The client sends the authorization code to the server 
requesting access token. 

6. The server acknowledges the request and responds to the 
client a new access token. 

7. Using the access token the client accesses the server's 
resources. 

8. The server acknowledges the request and provides the 
resources. 

The flow is shown on Fig. 2. 
Despite the fact that the protocol can be used for the 

pseudo-authentication, it is very important to understand that 
authentication does not occur and that the access token does 
not contain any information about its who it was issued to (or 
its audience) which means that it can be reused by another 
client. If the user authenticates on a fraudulent server, the 
latter will be able to re-use the token on another server, posing 
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as the user. This is a serious security issue; however, it is well-
known. For example, Facebook uses a proprietary modified 
version of the protocol - Facebook Connect, in which all 
requests are signed by a special way, so that it is impossible to 
exploit this vulnerability. 

It is worth mentioning that OAuth can be used in 
Enterprise-level cloud services, an example of such an 
implementation is given in [12, 13]. 

To sum up, OAuth is a simple authentication standard 
based on the basic principles of the Internet, which makes it  

 
Fig. 2.  OAuth authorization flow 

possible to use authorization on almost any platform. It serves 
its purpose well, but there are serious flaws to be considered 
while using it as authentication protocol. The standard has 
gained wide popularity, many companies are using it in their 
services, including VK, LinkedIn, Facebook, and others. 

D. SAML-based Single Sign-On 
SAML (Security Assertion Markup Language) is a 

language based on XML that is used for security assertions. 
Open protocol based on the SAML was developed for 
authentication and authorization data exchange between secure 
domains, in particular between the identity provider (IdP) and 
the service provider (SP), solving the problem of providing 
pass-through authentication when using a web-browser [14]. 

SAML specification defines three roles: the main role - the 
user, IdP and SP. During SAML-authentication the service 
provider requests verification service from the Identity 
Provider. SP makes a decision about providing a service to the 
user based on an assertion made by identity provider. 

SAML is mainly used for Web Browser Single Sign-On 
(SSO). The user requests a web resource that is protected by 
SAML Service Provider. Service Provider creates an 

authentication request to the identity provider and sends it via 
the user. The whole authentication flow is in Fig. 3. 

SAML protocol uses security mechanisms such as TLS 1.0 
or higher to ensure safety on the transport layer and XML-
Signature and XML Encryption to ensure security at the 
message level. 

However, this approach also has its flaws: a malicious 
service provider may forward the authentication request to 
another service provider. This flaw is a potential launching pad 
for cross-site scripting and cross-site request forgery attacks 
[6]. 

 
Fig. 3.  Figure 3 - SAML authentication flow 

SAML-based Single Sign On is widely used by many 
companies, including Google, which uses this protocol for a 
single authentication system for their services.  

E. Authentication layer for OAuth - OpenID Connect 
OpenID Connect was intended to address the underlying 

problems of OAuth protocol when it is used for pseudo-
authentication - the lack of actual identity verification for user, 
since as noted earlier, the presence of the access token does not 
allow us to assert that the user is authentic. During the 
protocol's development one of the main objectives was to 
ensure compatibility with OAuth 2.0, so that developers can 
easily add OpenID Connect to their existing applications. Even 
though the standard is simple to use, it did not impact 
negatively on its security capabilities: the protocol provides a 
number of additional features that make it able to meet the high 
demands of enterprise-level systems. 

The key difference between this protocol on OAuth - the 
presence of identity token that authenticates the user. After 
authorization the client application receives the identity token 
in the form of JSON web token (JWT). JWT is an open, 
industry standard method for representing claims securely 
between two parties. It supports a large number of signature 
algorithms and data encryption. Features of the identification 
token: 

� Asserts the user's identity; 
� Specifies issuing authority; 
� Is generated for a particular audience. 
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Since this protocol is based on OAuth, the authentication 
flow is almost the same as OAuth authorization flow (Fig. 4). 

Despite the novelty of this protocol, many companies have 
been certified for compliance with this standard, including 
Google, Microsoft, Ping Identity and PayPal. 

OpenID Connect is already used by Google for the feature 
that allows user to sign in with their Google+ account. In 
addition to Google, OpenID Connect is also used by Gakunin 
(network of Japanese universities), Microsoft, Ping Identity 
and others.  

 

 
Fig. 4.  OpenID Connect authentication flow 

III. PROTOCOLS COMPARISON 
The main results of this paper are recommendations about 

using protocols to ensure safety and reliability of a DICE. 
Table 1 provides an analysis of the authentication and 

authorization protocols: OpenID, OAuth, SAML, OpenID 
Connect. 

We should take a closer look at each criterion: 
1) Main purpose 

In general, all of these technologies can be used to solve 
and reach said goal. However, OAuth is primarily an 
authorization protocol. As mentioned earlier, when it is used 
for authentication, it allows attackers easily to compromise the 
process. An effective solution to this problem is OpenID 
Connect. 

2) Interoperability 
SAML has limited support for mobile applications, in 

addition, in cases of multiple identity providers it requires a 
complex broker service to be implemented. The rest of the 
technologies are open standards, and used quite frequently, 
which testifies to their high interoperability. 

TABLE I.  COMPARISON OF AUTHENTICATION AND AUTHORIZATION 
PROTOCOLS 

Criterion OpenID OAuth SAML OpenID Connect 

Main purpose SSO API 
authorization SSO Authentication 

layer for OAuth 

Interoperability High High Medium High 
Implementation 
complexity 
 

Medium Medium Medium Medium 

Integration 
complexity Low Low Low Low 

Various encryption 
algorithms support  No No Yes Yes 

Stable release Yes Yes Yes Yes 

 
3) Implementation complexity 

There are modules for most of major programming for each 
of the technologies which makes it easier to use them in 
various projects. 

4) Integration complexity 
Since this study was conducted in the framework of the 

development of an authentication system for DICE, it is 
reasonable to consider its deployment diagram shown in Fig. 5. 

All the technologies except RADIUS would allow us to use 
only existing components. The use of RADIUS entail adding 
additional entities: RADIUS server, an additional database for 
it. 

5) Various encryption algorithms support 
OpenID and the OAuth, delegate encryption to the transport 

layer, where TLS can be used. SAML and OpenID Connect 
allow you to use a variety of encryption algorithms, including 
encryption in accordance with Russian GOST. 

Summing up this comparison, OpenID Connect seems like 
the best choice for the given task. That is, it looks like the most 
promising option for use in the creation of a single 
authentication and authorization system for a DICE. 

IV. CONCLUSION  
In the process of analysis strengths and weaknesses of non-

proprietary protocols were identified in context of their 
applicability for constructing a single authentication and 
authorization service for a DICE 

In the future, it is suggested to use these results for:  
� carrying out the development of a complex of new 

scientific and technical solutions in the field of DICE 
infrastructure software security based on non-
proprietary protocols that will allow to simplify the use 
of DICE for end users, as well as the administration of 
the infrastructure, while providing a decent security 
level equal to security level of systems built using a 
public key infrastructure or even exceeding that level; 

� carrying out research and development work on DICE 
security software. 
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Fig. 5.  DICE deployment diagram
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   Abstract---Following spectrum constraints cognitive radio is 
introduced, as a technology to eliminate the imbalance between 
the lack of spectrum and unused spectrum. On the other hand, 
use of sensors also become more widespread, as in the near future 
will be an integral part of human life. So network topology in this 
paper is based on a Wireless Multi-Hop cooperative Cognitive 
Radio Sensor Networks based on OFDMA.  
in the objective of optimizing different types of end-to-end 
performance. Aiming to solve it optimally, we first show that this 
problem of optimal resource allocation and hopes can be 
formulated as a convex optimization problem and identify its 
necessary and sufficient conditions. Based on this conclusion, 
KKT conditions apply to the issue and the optimal solution can 
be found at any phase. we propose fmincon function in MATLAB 
that uses Lagrangian duality theory. The scheme thus converges 
to a globally optimal solution.  
Resource allocation and route selection is formulated as a multi-
objective optimization problem. that one of its objectives is to 
find the optimal amount of hops and the second is considered to 
maximize the data transfer rate.also the effect of Interference 
Temperature constraints is reviewed. 
 
    Index Terms—Multi-objective optimization, Sensor networks, 
Cognitive Radio, Route Selection, Resource Allocation. 

 
 

I. INTRODUCTION 
   Following recent progresses in moot point of 

microelectromechanical systems, their cheap outlining, and up 
growth, all of them paved the way for more across the board 
acceptance of sensors and in a very near future, they will be 
indispensable part of human being life. In another word, 
wireless sensor networks are a kind of MANET networks 
holding more nodes and the big-league advantage of these 
networks is that they do not demand infrastructure. In [1] 
represents the general specifications of a sensor network 
together with their existing challenges. As the result of 
aggrandizement demand for technology, frequency spectrum 
and chain for the wide spread usage of higher data rate and 
spectrum, we need new plans for more productivity from 
spectrum. In [4] touches on this point that the reason for 
current problem of spectrum inadequacy is the strict  

 

Regulations for access to spectrum; when authorized users 
are active, just a limited part of spectrum will use by them. For 
that reason, Radio Recognizer introduced for the first time as a 
technology to remove imbalance between spectrum shortage 
and not used spectrum. For the first time on 1999, JOSEPH 
MITOLA [2] used the concept and idea of Radio Recognizer 
in his Ph.D. thesis. As he suggested, Radio Recognizer can 
enhance individual wireless service through RKRL [3]. 
Among important Radio Recognizer standards, we can 
mention to IEEE802.22, this standard take advantage from 
OFDM method in physical layer. [5], [14] 

Using multi hops for forwarding, embraces route selection 
integrationey challenge and resource allocation 
simultaneously. In [6] and [7] point to route robustness for 
choosing  route in one multi hops cognitive radio network and 
show the superiority of  the route selection  suggested in 
comparison with route selection strategies in accordance with 
the existing rates, because the mentioned method takes one 
robustness threshold for route selection. Following that, some 
of this subset routes will choose and one spectrum will 
dedicate to each link existing in these routes holding the 
maximum system operational power. 

Paper [6] offers a two-steps solution by going through 
inhomogeneous specifications for channel and channel 
dynamic for cognitive radio networks which simultaneously 
selects route and spectrum based on maximum operational 
power. Paper [7] proceeds with one algorithm holding several 
sentences chronological complex and it figures out that the 
acquired consequences are close to the optimum amount. 
Paper [9] formulates the major goal function through the 
definition for throughput, route selection issue and resource 
allocation. 

The rest of paper organized as follows. Section II describes 
system model of OFDMA_ based multi-hop CR networks. In 
Section III, the theoretical framework for optimal cross-layer 
design provided. Then the centralized scheme proposed in 
Section IV. Following this, the performance of the proposed 
scheme investigated by numerical results in Section V. 
Finally, the conclusions summarized in Section VI. 
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II.  SYSTEM MODEL AND PROBLEM FORMULATION 
Consider multihop adhoc CR network and orthogonal 

subchannels . where every user equipped with 
a multi full-duplex radio for the enhancement of system 
connection capability. Potential routes show with 

  and routes link with subset of 
{1,2,…,V} .[8] 

In furtherance of more investigation about Cognitive Radio 
effect and the first and second users’ functions besides each 
other, we will Study over the first results with and without the 
companionship of the first user. For each  we will draw 
the main graph based on network topology in which every 
network unit show with one node and direct links of Point to 
Point between them with links. Contention graph comes from 
the main graph. Every link in the main graph is modeled with 
one node in CG. We will have one link between nodes of CG 
if the main graph nodes stay in radio interference range. The 
Contention graph will define as,  in 
which depicts the links along the route as vertex set and 
the contention relationship of the links as edges between the 
vertices, . If there is not link between the two nodes in CG, 
those two nodes shape independent subset and links can 
simultaneously perform forwarding in one similar subchannel 
(IS). Maximal Independent Subset (MIS) is an IS that is not 
subset of any other IS.  denotes the MIS set of route m. Let 

denote the occupancy of nth subchannel by sth MIS of 
route m, which follows: 

,               (1)   

                                          (2) 

is a linear transform and shows allocation of nth 
subchannel to link V from route m or in another word, 
allocation of n sth sub channel to link V. also in (2), is 

 and its amount will be 1 when link  V includes sth MIS 
of route m. transmission throughput, expressed as spectrum 
efficiency, of link V which follows: 

                               (3)                              

defines as this Γ  in which  is channel-to-noise 
ratio and Γ denotes the SNR gap ,Γ . 

 ,                       (4) 

Pay attention that these variables will define separately for 
each route, و  

A.  Inter-route System Architecture 
    To determine the route performance, first, we define 

problem target function together with its requirements and 
conditions, and then we can solve it as a convex optimization 
issue [11]. Target utility function , aims to maximize 
throughput rate and optimize hops quantity and it will define 
as follows: 

                  (5)             

In which   are weight coefficient for target. pay 
attention that transmission delay in comparison with 
propagation delay and queuing delay, is superior delay, for 
that reason[12], [13], we tend to minimize target function with 
K=1. 

B.     Secondary Spectrum Sharing 

In order to give the once over operation of the primery and 
secondery users besides each other we use IT model. Although 
IT model defined by FCC is an old model, however, we still 
consider IT as an effective approach for determination of 
interference with the first user. For modeling of IT restriction, 
the total for the received interference power for each first user 
receiver for the following channel shall be less 
than . this condition expressed in equation (6). , is 
frequency channel gain of vth CR link to ith PU receiver, and 

 is PU user i’s accumulated interference threshold. The 
amount of  calculates based on watt and it is a multiple of 
interference temperature limit by Boltzmanns constant K = 
1.38.7 * 10 -23 J/K and bandwidth. is the same  for CR 
links in route m which interfere with PU. 

 

 
Fig. 1. subset for potential routes and Contention graph 

 
Figure1 is a simple form example of the desired problem 

and as you see, the potential route for it is . 
expose with the interference with the primery user, 

because the transmitter is close to the PU user and it stays in 
its interference radios. With regard to the definition of MIS 
subset and the given elaboration about CG, MIS subset is also 

. 
 

III. OPTIMAL CROSS-LAYER OPTIMIZATION 
For the selection of the best route among   several potential 

routes, we bring out one route selection factor like . The 
main problem with supposing and 
transmission throughput ( ) formulates as follows: 

        

s.t                                                                                    (7)                  

 ,                                                             
               

                
                                                                                        

   

To counterbalance of simplify optimization with changing 

variables of ͠  mix integer 
change to relax and equation (7) will rewrite as follows: 

                                                 (8)                  

s.t    

 ͠ ,  ͠                                                              
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͠                                                                                                                                  

                                   

Now by using Lagrangian method and using its 
coefficients in equation (8), we have: 

α
β ͠

ψ

φ ᶲ
͠

        (9) 

β ،α ، ،ψ ،φ and ᶲ  are Lagrangian multipliers, Then 
KKT conditions use based on the independent variables of 

 , ͠ : 

´
α ψ ᶲ

φ                                                                  (10)                                                                                                                                      

͠
´

Φᶲ φ β            (11)                                                              

(12)                     

In which λ defines as follows: 

´

ψ            (13) 

It comes at able to rewrite the above equation as follows 
and for more simplicity: 

λ δ                                         (14)                                                                               

In which δ   is the same link weighted v and it defines as 
follows: 

δ ´

ψ                                         (15) 

Therefore when dedicating the optimum subchannel for an 
optimizing problem MIS weighted follows this equation: 

δ
               (16)                                    

By using the above equation, we can find argument, which 
minimizes the phrase. The next condition Karush-Kuhn-
Tucker (KKT) is dedicating zero to Lagrangian multipliers in 
conditions as follows: 

Φ
͠

ᶲ                (17)     

φ
͠

φ  

 

Therefore, for dedicating the optimum power we have: 

α ψ                           (19)                      

For the selection of the best route, that is calculation of 
* with regard to the restriction of , we will talk about 

another parameter called ϻ : 

ϻ                 (20)                       

͠                                       (21)                        

β ͠ λ                        (22)                        

For the calculation of  we have: 

β ͠

β (23)                        

β                                             (24)                        

calculated with regard to the above relations and 
differentiate L based on ρ . As we expected it became a 
function of , so the result for selection of the optimum 
route we will have: 

ϻ
                         (25)                       

IV. ALGORITHM DEVELOPMENT 
In order to solve optimization problem for the target 

function, we used interior-point algorithm in fmincon function. 
Hessian function used as entry in this algorithm. When using 
hessian matrix, we will acquire a more precise and quicker 
solution for optimization with constraint. 

 
                

 

 

                            

  

 

 

In which  is the first amount of fun function.  A and B 
are linear unequal. Minimum and maximum for x defines also 
as ( ) and we will have answers between these two 
quantities. Aeq and Beq parameters are linear equals. 

 

Joint Route Selection and Resource : Algorithm
Allocation 

  

subject to: 
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We defined A vector for this equation   
which its first five elements are one and other elements are 
zero. Therefore, this equation , will provide us with 
the desired result. In this problem, we have several non-linear 
non-equations as follows: 

                                                        (26) 

For the next nested loops, the main program that controls 
with the variables of i1 , j1, we will have optimum throughput 
rate. Then, we will define RTemp variable for throughput rate 
which is first zero and we add the new calculated rate in 
internal loop, we have: 

 

For the external loop also this total amount will divide in 
the total amount of route links L(i1) and finally the optimum 
route will pour in vector and loop will execute again. After 
leaving loop, the  

 
(a)Rout Index without PU    (b)Rout Index with PU 

 
Fig. 2. Rout Index 

 
Average rates will calculate for each route (RMean)and we 

draw histogram for the selected routes together with chart for 
throughput rates of different routes. (Program execution 
quantity is 1000 times). 

The mentioned algorithm once has been the function for 
one-purpose target and it just depends on throughput rate that 
is  , and another time, algorithm 
is for when optimization of hops quantity comes together with 
maximization of information transferring rate, we will solve it 
and finally make comparison between results  

V. SIMULATIONS 
In this section, we present numerical results to get insight 

of the optimal cross-layer design in the IEEE 802.22 WRAN 
system scenario. For the said model, we suppose subcarrier 
with 3384HZ space and subcarriers in the 6MHz system 
bandwidth are grouped into 32 subchannels for assignment. 

Interference domain between secondary user links is 30km 
and distance between source, and destination is 60KM. For the 
first part, supposing the fixed distance between source and 
destination and the absence of the primery user, we suppose 
five routes with different hops. We checked for the probability 
to chose each route for every 1000 repetition. For next part, we 
consider on the primery user existence and simulation and 
calculation will bring in to play in accordance with the new 
situations and throughput average will draw with regard to the 
transferring power restriction, which is  26 and46 dbm. It is 

of worth mentioning that the suggested algorithm can follow 
sudden changes of channels. Variable,  which is equal 26  و
46 dbm for all routes. 

 

 

(a)Comparison for routes selection quantity for = 46 dbm 

 

(b)Comparison for routes selection quantity for =26 

      Fig. 3.  Relationship between bottleneck throughput and hops, without PU 

As you see, for = 46 dbm, choosing route with less hops 
quantity and for P = 26 dbm, choosing route with more hops 
quantity has priority. In fact, by increasing , route 
optimization algorithm chooses less hops quantity. 

 

(a) Comparison for routes selection quantity for = 46 dbm 
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(b)Comparison for routes selection quantity for =26 

 

(c)comparison between Average Throughput with powers of 26 and 46 dbm 

      Fig. 4. Effect of IT constraint 

As you saw, for the problem definition we took chance to 
hops quantity effect directly through delineating new target 
function. Following that, based on the acquired result we 
concluded that the priority is for routes with more hops for 
amounts less than 30 dbm and without the presence of user 
and the quantity of the new and old methods selection tend 
toward each other by hops quantity decrease. 

This event is true based on vice versa priority for quantities 
more than 30 dbm, as the selection probabilities for routes 4 
and 5 tends toward zero. The probability to choose route1 
reaches to its maximum, that means there exist more variance 
for selections choices; which means our Recognizer selects 
route1 Greedy and provides less hops routes with less 
opportunity. In fact, routes with more jump quantity do not 
help a lot for decreasing target function (and throughput rate 
increase). 

VI. CONCLUSION 
   The issue of dedicating resource allocation and route 

selection formulated as a multi objective optimization subject 
and through this, we considered hops quantity directly in 
target function. In accordance with the consequences acquired 
from new target function, we understand that without primery 
user presence, we witness for more ravenously action of the 
new target function and the presence of the first user, leads to 
the enhancement of the throughput rate. It is also of worth 
mentioning that the escalation of power narrowness, leads in 
the enhancement of throughput, because for power restriction 
higher than 30 dBm, numerical amount (watt) of this 
parameter is more than1 and it sticks out the throughput to 
hold more quantities. All the same, when power limitation is 
less than 30 dBm, numerical amount of this parameter is less 
than 1 and throughput rate cannot choose greater amounts. In 
this paper, the nodes ate constant and to reduce complexity, 
selected single source and destination; so to continue, can 
work on MIMO network topology and defined or used 

mobility model. Also it can be improved constraints or the 
objective function as delay. Finally, the problem can be solved 
by other methods performance optimization.  
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Abstract—In this paper, we investigate the performance of
a direct current biased optical orthogonal frequency division
multiplexing (DCO-OFDM) based adaptive transmission in the
context of visible light communication (VLC). We consider the
reference channel model (Scenario I) of IEEE 802.15.7r1
where an indoor office room is considered and channel impulse
responses are presented for 24 different points. Our results reveal
that high data rates such as 100 Mbps can be achieved with
the choice of optimal modulation order according to channel
conditions, while non-adaptive transmission based on the worst-
case design provides only 14 Mbps under the consideration of
target bit-error-rate (BER) of 10−3.

Index Terms—Visible light communication, adaptive transmis-
sion, OFDM

I. INTRODUCTION

Visible light communication (VLC) is an emerging trans-

mission technology as an alternative short range wireless

transmission technique providing low-cost and energy-efficient

solutions. VLC uses light emitting diode (LED) [1] based

luminaries, that are used for illumination purposes, as a

transmitter and photodetector (PD) as a receiver and it is

considered as a promising complementary technology [2] to

currently used radio frequency (RF) systems, especially for

indoor environments.

Intensity modulation and direct detection (IM/DD) schemes

are used for VLC due to the non-coherent characteristics

of LEDs. The main constraints on IM/DD schemes is that

the transmitted signal must be real valued and non-negative.

Following this fact, VLC was initially started with simple

modulation techniques such as on-off keying (OOK) and pulse

place modulation (PPM) [3]. However, recent studies [4]–

[8] have adopted orthogonal frequency-division multiplexing

(OFDM) which provides reliable transmission and achieves

high data rate over wideband channels. Due to the constraints

of IM/DD, conventional OFDM structure cannot be directly

adopted to VLC. In order to overcome these constraints,

different methods such as direct current biased optical-OFDM

(DCO-OFDM) [4], asymmetrically clipped O-OFDM (ACO-

OFDM) [5], flip (or unipolar) OFDM [6], [7] and enhanced

unipolar OFDM [8] have been proposed.

In the literature, a number of studies that investigate the

adaptive transmission for VLC exist [9]–[12]. In [9], adaptive

modulation has been applied to VLC systems with a single

transmitter under frequency flat channel assumption. The se-

lectivity in frequency was associated with the bandwidth of

the LEDs. [10] proposes an adaptive control of the OFDM

modulation-order to maintain the VLC transmission and to

keep the same luminance with respect to the distance and

the offset between the LEDs and receiver side. In [11],

a bit loading scheme for DCO-OFDM based systems with

two luminaries in the room is studied. [12] proposes an

adaptive multiple-input and multiple-output (MIMO) OFDM

based VLC using a receiver module with angular diversity.

With the help of singular value decomposition, bit and power

loading schemes are analyzed in two considered points inside

an indoor room environment. None of the above works,

however, considers the effect of user walking inside a room

and realistic frequency-selective characteristics of visible light

channel. In this work, we investigate the adaptive transmission

in terms of optimal modulation order selection while satisfying

a target bit-error-rate (BER). Our analysis includes realistic

indoor VLC channel models that have been also accepted as

IEEE 802.15.7r1 VLC reference channel model [13].

The remainder of this work is organized as follows. In

Section II, we briefly summarize the IEEE 802.15.7r1 channel

model. In Section III, we investigate the transmission model

of DCO-OFDM based VLC and adaptive transmission algo-

rithm. BER and data rate performance results are available in

Section IV. Finally, we conclude the paper in Section V.

Notation: ||.||2, (.)∗ and [.]T denote Euclidean distance, com-

plex conjugate and transpose, respectively. ⊗ is convolution

operator, δ(t) is the impulse function, F{.} denotes Fourier

transform and Q(.) is the tail probability of standard normal

distribution.

II. CHANNEL MODEL

We use the reference channel model (see Fig. 1) adopted by

IEEE 802.15.7r1 Task Group “Short Range Optical Wireless

Communication” [13] where an office environment with the

dimensions of 14 m x 14 m x 3 m is considered. The locations

of 32 LEDs, which work on the same power level and emit the

same information, are shown in Fig. 1 (a). In the model, 24
test points (see Fig. 1 (b)) are chosen which are categorized

into three groups. The groups are: (a) the people who stand

with a cell phone in hand at the locations D1-D12 presented
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by blue color in the corridors at a height of 1.7 m with 45◦

rotation, (b) the people with a cell phone in hand with the

locations D13-D18 presented by red color on the top of chairs

at a height of 0.95 m with 45◦ rotation and (c) the people who

sit with a cell phone in hand to his/her ear with the locations

of D19-D24 presented by green color on the top of chairs at

a height of 1.1 m with 45◦ rotation.

Figure 1: Indoor room environment [13].

In the model, the half viewing angle of LEDs is taken as

40◦. The field of view and area of PDs are respectively set

to 85◦ and 1 cm2. We represent the optical channel impulse

response (CIR) for each PD by ci(t) where i ∈ {1, ..., 24}.

The CIR for each PD is obtained by ray tracing simulations

using Zemax R©. The band-limited electrical CIR is denoted

by hi(t) = gT (t) ⊗ ci(t) ⊗ gR(t) where gT (t) and gR(t)
denote electrical transmit and receive matched filter responses,

respectively. In our work, we use square root raised cosine

(SRRC) filter with excess bandwidth parameter (α) of 0.5.

Fig. 2 presents the obtained channel frequency responses.

There are large variations in channel gains with respect to the

locations such as PD4 has the best channel conditions as PD7

has the worst channel conditions. This situation necessitates

the use of adaptive transmission.

III. SYSTEM MODEL

In DCO-OFDM, binary information is first mapped to

complex symbols s1 s2 ... sN/2−1 based on the deployed

constellation scheme such as M−order phase shift keying
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Figure 2: Channel frequency responses for 24 different test

points including (a) the people who stand with a cell phone

in hand, (b) the people with a cell phone in hand and (c) the

people who sit with a cell phone in hand.
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(PSK) or quadrature amplitude modulation (QAM) where N
is the number of subcarriers. To ensure that the output of

inverse fast Fourier transform (IFFT) is real valued, Hermitian

symmetry is imposed on the transmitted signal which yields

XS =
[
0 s1 s2 s3 ... sN/2−1 0 s∗N/2−1 ... s∗3 s∗2 s∗1

]T
. (1)

The output of N− IFFT can be written as

xS [n] =
1√
N

N−1∑
k=0

XS [k]e
j 2πnk

N . (2)

A cyclic prefix whose duration is greater than or equal to the

delay spread of the channel is appended to beginning of each

OFDM frame, hence, linear convolution can be modelled as

circular convolution. After parallel to serial conversion and

addition of DC bias (BDC), the information signal xS(t) is

obtained. The amplitude levels of xS(t) beyond the dynamic

range will be clipped, however, we assume non-clipping

case without loss of generality. The time domain continuous

waveform that drives LEDs can be written as

xS(t) =

N+NCP−1∑
n=0

xS [n]δ(t− nTS) +BDC (3)

where NCP is the length of appended cyclic prefix (CP) and

TS is the sampling interval. The time domain received signal

by PD can be written as

y(t) = RxS(t)⊗ h(t) + v(t) (4)

where R is the responsivity of PD (A/W) and v(t) is additive

white Gaussian noise (AWGN) with zero mean and σ2
N

variance calculated by N0W in which N0 is noise power

spectral density and W denotes the system bandwidth.

In receiver side, after applying matched filter, the signal is

converted to parallel streams and cyclic prefix is removed. The

signal on the kth subcarrier at the output of N− FFT can be

written as

Y [k] = RXS [k]H[k] + V [k] (5)

where Y [k] = F{y(t)}, XS [k] = F{xS(t)}, H[k] = F{h(t)}
and V [k] = F{v(t)}. The output of Maximum Likelihood
(ML) decision rule is then written as

X̂[k] = argmin
x∈Φ

[
‖Y [k]−RH[k]x‖2

]
(6)

where Φ denotes the symbols in deployed constellation scheme

with respect to the average transmitted power of PX . The

subcarrier-based SNR can be written as

SNR[k] =
R2PX |H[k]|2

σ2
N

. (7)

The adaptive transmission method aims to find the optimal

modulation order that has the highest data rate while satisfying

a target BER for a given SNR values. This process can be

run with the help of look-up table (LUT) containing SNR

boundaries that are required to satisfy target BER for different

modulation orders. The data rate can be calculated as

Data Rate =
1

TS

ND

N +NCP
log2 M bit/sec (bps) (8)

where ND is the number of subcarrier that are used for data

transmission. Overall BER can be calculated by averaging the

subcarrier-based BER values such as

BER =
1

ND

∑
k

BERSC[k]. (9)

In (9), BERSC can be calculated by using (10) [14] (see the

top of the next page).

IV. NUMERICAL RESULTS

In this section, we demonstrate the performance improve-

ment with the use of adaptive transmission method. Simulation

parameters are defined in Table I. In all simulations, we

assume that perfect channel state information is available at

both transmitter and receiver terminals.

TABLE I: SIMULATION PARAMETERS.

Sampling interval (TS) 25 nsec
Average transmitted power (PX) −30 dBm
Power spectral density of noise (N0) 10−22 W/Hz
Responsivity of PD (R) 1.0 A/W
Number of subcarrier (N) 256
Number of data carrier (ND) 96
Cyclic prefix length (NCP ) 12
Target BER 10−3

With the OFDM parameters given in Table I, the data rates

for different modulation orders are calculated and presented

in Table II. The LUT that is generated based on (10), is given

in Table III.

TABLE II: DATA RATES OF DIFFERENT MODULATION ORDERS.

Modulation Order Data Rate (Mbps)
2− PSK 14.33
4−QAM 28.66
8−QAM 42.99
16−QAM 57.31
32−QAM 71.64
64−QAM 85.97
128−QAM 100.30
256−QAM 114.63

TABLE III: REQUIRED SNR LEVELS TO SATISFY TARGET BER OF 10−3.

Modulation Required SNR [dB]
2− PSK 6.79
4−QAM 9.80
8−QAM 14.42
16−QAM 16.54
32−QAM 20.57
64−QAM 22.55
128−QAM 26.46
256−QAM 28.42

In Fig. 3, we present the BER values of different modulation

orders for each PD location. Relatively, the highest modulation

order which satisfies the target BER is selected. For example

at D4, 128−QAM can be deployed since it satisfies the target

BER. At D7, however, 2− PSK should be deployed for the
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Figure 3: BER results with respect to different modulation

order at 24 different locations.

same target BER.

With the use of adaptive modulation, the data rates of a user

walking through these points are shown in Fig. 4. Significant

improvements are achieved through adaptive transmission such

as data rate reaches to 100.30 Mbps while non-adaptive trans-

mission designed with 2− PSK provides only 14.33 Mbps.
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Figure 4: Adaptive transmission data rates at 24 different

locations.

V. CONCLUSION

In this paper, we have investigated the performance of DCO-

OFDM based adaptive VLC system under a realistic indoor

environment. We have demonstrated superior performance

with adaptive transmission for 24 different PD locations. With

the choice of optimal modulation order according to channel

conditions, the data rate performance is significantly improved

(i.e., up to 100 Mbps) while non-adaptive transmission pro-

vides only 14.33 Mbps.
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Abstract— Multithreshold decoding algorithms for self-
orthogonal error-correction codes have been considered.
Analytical estimations of their efficiency in the uncorrelated
Rayleigh and Rician channels have been represented. Results of
the computer simulation have been obtained. Possibilities to
apply multithreshold decoders in combination with such
technologies of the efficiency increase of data transmission
systems in wireless fading channels as OFDM, MIMO, precoding
are considered. The paper has shown that application of
precoding under such conditions ensures a significant
improvement of coding gain of the data transmission system.

Index Terms— error-correcting coding, self-orthogonal code,
multithreshold decoder, coding gain, fading channel

I. INTRODUCTION

Error-correction coding are applied in communication
systems  widely.  At  present  there  are  a  lot  of  codes  and
algorithms of their decoding, for example, Bose-Chaudhuri-
Hocquenghem block codes, Reed-Solomon codes,
convolutional codes, Low-Density Parity-Check (LDPC) codes
and turbo codes. New and very effective solution of the low
complexity decoding under simultaneous high coding gain on
the base of multithreshold decoders (MTD) for self-orthogonal
codes (SOC) has been suggested by Russian specialists [1].

At present MTD characteristics are well investigated for
channels with independent errors where such method ensure
near to optimal decoding (OD) even for very long codes only
with linear implementation complexity [1, 2, 3]. For such
channels a range of methods to improve MTD efficiency is
known [1, 2, 4]. Also interesting results have been obtained for
symbol MTD [4, 5]. Results of theoretical and experimental
researches show MTD decoders require hundreds time less
additive equivalent operation in comparison with known
decoders for turbo and LDPC codes at similar coding gain. So
MTD is very interesting for implementation in high rate
communication and data storage systems [3, 4, 6, 7]. At the
same time according to the coding theory, MTD efficiency in
Gaussian channels can be slightly improved. Besides, future
communication systems operate under more sophisticated
conditions occurred due to the multipath signal propagation,
Doppler shift and other reasons. As a result, errors occurred in
channels are grouped into packages. Under such conditions,

effect of the coding application is higher than in channels with
independent errors since here in some cases it is impossible to
decrease  a  bit  error  probability  only  by  increase  of  the
transmitter power [8]. Consequently, development of
algorithms for increase of the MTD efficiency in channels with
grouped errors (that is the aim of the present paper) will allow
increasing an coding gain which can be used for improvement
of technical characteristics of data transmission systems and
significantly expand an application area of such method.
Besides, it is very important to keep and only insignificantly
increase a sophistication of the initial multithreshold decoder
realization because only the simplest methods of error
correction can ensure presently required decoding rate about
tens Gb/s.

II. MULTITHRESHOLD DECODERS

Multithreshold decoders are used for decoding of block or
convolutional self-orthogonal codes. Main principles of MTD
operation used for decoding of block SOC with code rate 1/2
and length 26 bits set by the generator polynomial

1 4 6( ) 1g x x x x� 
 
 
  are demonstrated by the scheme shown
in Fig. 1 [1]. It should be noted that MTD composition includes
registers, half-adders and a threshold element summing its
inputs and comparing an obtained amount with the threshold. It
makes MTD to be the simplest device for realization which can
ensure maximum possible decoding rate.

Fig. 1.  MTD circuit of the block SOC
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Under MTD operation in the binary symmetric channel,
function Lj is calculated for the current decoding symbol uj at
the threshold element. This function depends on syndrome
elements sjk and corresponding element of the difference
register dj:

7
{ }jk j

j jk j
s S

L s d
�

� 
� 67 7<D=7

where {Sj} – a set of checks (syndrome elements) in relation
to the error ej in the decoding symbol uj. When the function
exceeds some threshold value, change of the decoding symbol,
corresponding element of the difference register and syndrome
elements participating in calculation is executed.

Under MTD operation in the Gaussian channel, function Lj
is also calculated for the current symbol uj. And syndrome
elements and element of the difference register are summed
with some coefficients reflecting their reliability:

7
{ }

(2 1) (2 1) ,
k k

j jk

j j j j j
s S

L s w d w
�

� � 
 �� 777 <H=7

where
kj

w  – a reliability of the check
kj

s ; wj – a reliability of
the accepted symbol uj. For example, an absolute value of
likelihood ratio logarithm can be used as estimations of
reliability of symbols accepted from the channel.

Papers [1, 2] show that decision of MTD converges to the
OD decision under each change of the decoding symbol. This
is because total weight of the syndrome and difference registers
decreases  under  change  of  the  symbol.  Thus  transfer  to  the
maximum likelihood codeword may be done. However, due to
occurrence of the error propagation effect [1, 2], process of
transfer from one codeword to another that is more likely, can
be stopped before MTD reaches a solution of the OD. Such
effect is that a large number of errors made by the decoder
enter the syndrome through branches of feedback after the
decoder error occurrence. These errors prevent from correct
decoding of informational symbols at following iterations. This
leads  to  the  fact  that  probability  of  the  second error  increases
and error burst appears. Consequently, it is necessary to use
codes maximally resistant to error propagation [1, 2] in order to
approximate a probability of MTD error correction to the OD
one. The error propagation estimation described in [1] can be
used under code construction.

III. ANALYTICAL ESTIMATION OF THE MTD ERROR
PROBABILITY IN RAYLEIGH AND RICIAN CHANNELS

The simplest models of fading channels are models of
channels with Rayleigh and Rician fading which occur under
presence of a multipath signal propagation. At the same time
there is no line of sight between a transmitter and receiver in
the Rayleigh channel, but it is present in the Rician channel.

Let’s obtain a lower bound of the MTD error probability.
For simplicity, we assume that BPSK or QPSK modulation and
hard decision demodulator are used. Let’s note that for MTD
the lower bound of error probability in the binary symmetric

channel is determined by error probability of the OD calculated
according to expression [1, 2]:

7 < =
( 1) / 2

1 ,
d

d ii i
b d

i d
P C p p �

� 


� �� 7 <J=7

where d – a code distance of the used SOC (assumed as odd);
p – probability of an error in the channel.

For the noncorrelated Rayleigh channel, expression of the
error probability is known [9]
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where Es/N0 – a signal to noise ratio. Such estimation is
correct for BPSK or QPSK modulation and Doppler shift
Fd =  0.  In  the  case  of  the  channel  with  Rician  fading  error
probability according to [9] is determined as
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where k – a Rician  coefficient; Q(x) is determined as
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Taking into account that MTD can operate almost as OD,
we put (4) into (3) and obtain the lower bound of the bit error
probability for MTD in the Rayleigh channel:
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Similarly, bit error probability in the Rician channel is
determined as
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Let’s note that expressions in such form allow obtaining an
estimation  of  the  MTD error  probability  under  usage  of  SOC
with the odd code distance.

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 540 12-14 Oct 2016, Baku, Azerbaijan



In Fig. 2 curves 5 and 6 show  estimation  of  the  error
probability in the noncorrelated Rayleigh channel and error
probability after MTD decoder for SOC with a minimum code
distance d = 9. Let’s note that losses about 1,5 dB are observed
in comparison with the Gaussian channel. In the same figure
curves 1 and 2 show estimation of the channel and MTD error
probability obtained by means of computer simulation using a
block SOC with length 20000 bits, code rate R = 1/2 and code
distance d = 9 and MTD with 15 decoding iterations. Let’s note
that estimation of the channel error probability well conforms
to the analytical one that allows using the latest one in obtained
formulas. Besides, we can see that obtained analytical
estimation of the decoder error probability under usage of
MTD in the noncorrelated Rayleigh channel is enough correct
for the area of MTD effective operation. Similar results for the
Rician channel under k = 5 are shown in Fig. 2 by curves 7, 8
for analytical estimations and curves 3, 4 for results of the
simulation. And in this case obtained estimation is good for the
area of MTD effective operation.

Fig. 2. Analytical estimations of the error probability and results of the
simulation for MTD in Rayleigh and Rician channels

Let’s note that it is not possible to obtain analytical
estimations with accepted accuracy under present of correlated
fading or usage of the modulation of a higher order for larger
noise. So, under such conditions computer simulation should
be used for estimation of the MTD efficiency.

IV. RESULTS OF THE SIMULATION OF MTD IN RAYLEIGH AND
RICIAN CHANNELS

In Fig. 3 curves 2, 4 and 6 show results of the simulation
for Rayleigh and Rician fading under Doppler frequency 100
and 150 Hz and usage of BPSK modulation and hard decision
demodulator. Here MTD was used for the code similar to the
code presented in the Fig. 2. We note that presence of
correlated fading significantly (for Rayleigh fading – up to 6
dB) worsens an operation signal to noise ratio. This is because
in such case a code with parallel concatenation was used and
data from the coder are delivered into the modulator “by lines”
without usage of an interleaver. As a result under occurrence of
fading, the whole branches with greater check dimension could
be distorted. That led to appearance of blocks with a significant

number of errors after decoding. Additional interleaver should
be used, that is not always convenient, or internal interlacing
should be organized giving data from the coder “by columns”
in order to improve the MTD efficiency. In Fig. 3 curves 1, 3
and 5 show results of the simulation corresponding to the
suggested parallel bit transmission. Schedule review has shown
that in the case of bit transmission “by columns” in the channel
with Rician fading, decrease of the decoding error probability
in comparison with the original variant, for example, under
signal  to  noise  ratio  7  dB under k = 5 and Fd = 150, becomes
greater two decimal exponents. Gain is also observed under
other simulation conditions. This is because under parallel
transmission, errors caused by signal fading become diversed
by different branches. Besides, branches with greater check
dimension are distorted much less and MTD becomes capable
to ensure less decoding error probability.

Fig. 3. MTD characteristics in the fading channels under successive and
parallel bit transmission

V. MTD OPERATION IN WIRELESS COMMUNICATION SYSTEMS
WITH PRECODING

We should note that mentioned cases of the MTD
application allow successfully error correction if there is no
any intersymbol interference. If intersymbol interference is
present, it is necessary to use additional facilitates as
orthogonal frequency division multiplexing (OFDM) or others.
Besides, analysis of results presented in [10] has shown that
decrease  of  the  error  probability  is  slower  in  channels  with
fading under increase of the signal to noise ratio in comparison
with the Gaussian channel. This is because under long fading
even under high signal to noise ratio, a large error packages
appears at the decoder input. The decoder cannot correct them.
Technology of the spatial diversity is often used to decrease
influence of such effect when several transmitting and
receiving antennas are used (Multiple Input Multiple Output –
MIMO). Under correct development of such system we can
consider that resulting sub channels turn out to be independent.
Consequently, probability of the fact that all channels are
simultaneously exposed to fading will be much less in
comparison with the single-channel system. It allows
significantly decreasing a reliability of the data transmission.
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We note that under usage of MIMO there is an additional
possibility to use of Space-Time Coding (STC) [11] – coding
reflecting transmitting symbols of the signal constellation to
transmitting antennas which usage allows significantly
improving characteristics of the system using MTD [12].

Also we note that previously obtained results supposed that
the receiving side exactly knows a channel state, i.e.
multiplicative noise component is known for each transmitting
channel. In practice pilot symbols added to the transmitting
channel are used for estimation of the channel. The
demodulator used this exact information under estimation of
signals received from the channel. In some cases such
information is also known at the transmitting side (for example,
in the case when channel is changed enough slowly,
transmission  of  this  information  can  be  organized  by  the
reverse channel). The transmitter can use information of the
channel state for redistribution of the signal energy by spatial
channels by loading “good” channels and emptying “bad”
channels. Such actions are fulfilled by so-called precoding of
the transmitting signal. Let’s consider precoding in details.

In the case of usage of MIMO transmitter architecture when
each antenna transmittes its own symbol, the channel model is
described by expression

7 � 
y Hx n 67 <W=7

where CM�x 7– a transmitting vector from M complex
values; CN�n  – a vector of the uncorrelated complex
Gaussian noise; 1 2( , ,..., ) CM N

N
�� �H h h h  – a complex

matrix of the channel; M – a number of transmitting antennas;
N – a number of receiving antennas. We note that values hi,j
are random, but for the mentioned variant they are known by
the transmitting and receiving sides.

For such channel model, vector of informational symbols
CL�s 7from some alphabet is precoded by the linear operation

7 �x Bs 67 <X=7

where CM L��B 7– a complex matrix of the precoder;
rank( )L � H  – a number of active channels.

Optimal MMSE receiver for such channel and precoder is
represented as a Wiener filter with matrix

7 * * * * 2 1( )n N� �� 
G B H HBB H I 67 <[=7

where ()* – a complex conjugation; 2
n�  –  a  variance  of  the

Gaussian noise; NI  – an identity matrix with dimensions NxN.
Such filter provides an optimal estimation of transmitted

symbols at the output

7 ˆ �s Gy C7 <D\=7

There are a great number of various algorithms of
precoding including different in complexity of the optimal

receiver. Some interesting precoders optimal by some criterion
which receiver has a linear complexity are suggested in [13].

The first of these algorithms minimizes a total root-mean-
square error at the receiver output. For such precoder matrix of
precoding has a form

7 1/ 2�B V©� 67 <DD=7

where CM L��V�  –  a  complex  matrix  made  of  the  first L
columns of the unitary matrix contained in the singular
decomposition of the symmetric matrix *HH  where all
eigenvalues nn/ 7 of the diagonal matrix

11 22diag( , ,..., )NN/ / /h � 77are negative and ordered by
descending; RL L��©  – a diagonal matrix consisting of L
negative numbers

7

2 1
20

1/21

1/2

1

L

n nn
n n

ii iiL
ii

nn
n

P � /
�

, /
//




�

��

�

�

& '

( )

( )� �
( )
( )
* +

�

�
67i�D6CCC6h67 <DH=7

where ( ) max( ,0)x x
 � ; L L�  is  chosen  as 0nn, %  for
[1, ]n L�  and 0nn, �  for  all  other n; P0 –  a  mean power  of

the transmitting signal.
The second precoder maximizes transmitted information

between tranmitting and receiving data. As distinct from the
first variant here elements of the matrix RL L��© are
determined by following
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Then we consider an efficiency of the application of these
algorithms together with MTD. Under simulation, MTD is
used with 30 decoding iterations for the designed SOC with
code rate R = 8/16, code distance 17 and length 43200 bits.
OFDM with 1024 subcarriers is applied together with MTD.
Guard interval was 1/16 of the OFDM symbol length. Ordinary
QPSK was used as modulation. Spatial Channel Model of the
type Urban micro was used under acquisition of results.
Maximum Doppler frequency Fd was  equal  to  0.  Figure  4
shows MTD characteristics under above mentioned conditions
under usage of a various number of transmitting and receiving
antennas and various precoding algorithms.

In this figure, a demodulator formed only hard decisions
under acquisition of curves 1 and 3, and it estimates reliability
of decisions under acquisition of other curves. Let’s note that
using of soft decision demodulator ensures an increase of the
coding gain up to 2 dB in comparison with usage of hard
decisions. Also we would like to note that 2&2 variant by
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energy becomes worse than a single-channel one in 3 dB, but
spectral efficiency of the system becomes twice better. Usage
of precoding together with two transmitting antennas decreases
a loss by energy up to 1 dB. Interesting results are observed for
four transmitting antennas. Here under usage of the second
precoder results are significantly improved. It becomes
possible due to the fact that “bad” spatial channels become
disconnected more efficiently in comparison with the first
precoder (for example, under signal to noise ratio 5 dB, 2.5 of
4 spatial channels are averagely used, and for the first
precoder – 3.5 channels). As a results energy characteristics
become better than a single-channel variant more than in 3.5
dB under aproximately 2.5 times better spectral efficiency.

Fig. 4. MTD characteristics for various numbers of receiving and transmitting
antennas and various precoding algorithms

So, obtained results allow stating that due to application of
MIMO and precoding it is possible to improve significantly
MTD efficiency in multipath fading channels in comparison
with a single-channel variant. We note that results obtained in
this section are acquired within research and development
works executed under support of the Russian Scientific
Foundation (project �14-19-01263).

VI. CONCLUSION

The paper has obtained new results of the MTD efficiency
research in a range of typical multipath models of
communication channels with fading. Recommendations for
the better matching of coder and channel, uncorrelated
Rayleigh and Rician channels have been given for these
channels.  The lowest estimations of the multithreshold
decoding error probability have been obtained. Research of the
precoding application efficiency together with multithreshold
decoders and MIMO technology has been executed.

Analysis of the results represented in the paper has shown
that MTD providing high efficiency in Gaussian channels
become capable to error correction under even more
sophisticated conditions of application. Besides, effect of the
error-correcting coding application exceeds an effect of the
coding application in the Gaussian channel in many times
under fading channels.
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Abstract— Increase communication protocols performance 
continues to be a hot topic, which is reflect in the emergence of new 
standards and the numerous research projects in this area. This 
article discusses one option to improve performance of link layer 
protocol based on the sending receiver group positive 
acknowledgment to the source of the message. The paper shows 
the definition of productivity and communication protocols, and 
the factors affecting their performance. The calculations that 
determine the number of duplicate acknowledgment receipts 
under the condition that the sender of the message will be deliver 
acknowledgment guaranteed. The results of the analytical and 
simulation in the Matlab environment, confirming the accuracy of 
the results. 

Index Terms — link-layer protocols, performance, the actual 
speed, channel utilization, channel noise, computer networks, group 
of acknowledgment 

I. INTRODUCTION 
A Nowadays, the correctness of the transfer via 

communication channels plays an important role. This also 
reflected in numerous standards and requirements of the system 

to the data channels [4]. At the same time, analysis of trends in 
the development of data transmission systems indicates a lack of 
methods to assess the performance of link-layer protocols, 
which are mainly aimed at improving the hardware and software 
components, as well as developing recommendations for the 
setting of critical parameters of link layer protocols (frame size, 
timeout and et al.). 

Wireless communication channels (local wireless networks, 
mobile communication links, satellite links, etc..), objectively 
are the most noisy and therefore unreliable, aided by many 
factors, such as noisy from microwave source, working almost 
in the same frequency range [1, 7 ]. If one bit is equal to the 
probability of distortion of BER (Bit Error Rate), then the 
probability that the n-bit frame received correctly, is 
 ~ (1-BER) n [5]. For Ethernet-frame maximum length at 
BER=10-4 probability of error-free delivery is less than 30%, and 
at BER = 10 -5 is distorted already one of 9 frames [11]. 

Also distortion of frames transmitted over wireless channels 
is very likely also to their loss. 

 

I(N) I(N) I(N)

Tack

TDF TDF TDF

I(N+1)

Tack Tack

Timer Timer Timer

Sender

Reciever

start stop start stop start stop

Time

 
 

Figure 1. Driving standby in the case of delivery of a distorted picture 
 
In this paper, the process of error is consider based on the 

model of the binary symmetric channel (BSC). When sending 
messages by BSC error may occur in communication with each 
bit BER probability, regardless of any errors in other bits. The 
error is to replace the character 0 to 1 or 1 to 0. The bit errors are 
the cause of deterioration of the quality of communication that 

leads to a distortion in the speech communication channels 
unreliable transmission of the message, or reduce the nominal 
data throughput. They are determined by statistical parameters 
and standards on them and, in turn, determined the 
corresponding probability of implementation of these standards 
[1, 2, 4]. These rules listed in the recommendations of standard 
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ITU-T G.821, G.826, M.2100, M.2110 and M.2120 M.2100 The 
standard provides a classification of channels on the criterion of 
error rate. [2]: 

� low noise level - BER <10 -6; 
� average noise - 10 -6 ≤ BER <10 -3; 
� high level of noise - BER ≥ 10 -3. 

Type Style and Fonts 
Wherever times specified, Times Roman or Times New 

Roman may be used. If neither is available on your word 
processor, please use the font closest in appearance to Times. 
Avoid using bit-mapped fonts. True Type 1 or Open Type fonts 
are required. Please embed all fonts, in particular symbol fonts, 
as well, for math, etc. 

II. SENDING GROUPS RECEIPTS 
For the analysis of the transmission scheme in connection 

two-point look at the most simple method of transmission – 
Send and Wait (SW), which may be a special case of the sliding 
window when the window size is 1. The source that sent the 
frame, waits for the receipt of the recipient of the message and 
only then sends the next frame (or It repeats the frame if it has 
been distorted). 

SW provides that upon receipt of each frame sent 
confirmation to return. If within a certain period of time no 
acknowledgment received, it assumed that the frame received 
incorrectly and should be send again. 

Consider the algorithm of standby (Figure 1): 
Source sends messages I (N)-frame (data frame) and starts a 

timer. 
� The recipient in the preparation of I (N) frames' checks 

whether the frame is distorted. If the picture distorted, the 
receiver sends a Negative AcKnowledgment (NAK). 

� Source, receiving a NAK, resets the timer and sends again 
I (N) - the frame and Launches timer. 

� The recipient in the preparation of I (N) frames' checks 
whether the frame is distorted. If the frame not distorted, 
the receiver sends a positive ACKnowledgment (ACK). 

� Source waits for a certain time (timeout). If during this time 
a positive acknowledgment does not come (ACK - receipt 
lost from - for interference at channel Communication), 
then a source reset timer and sends this as I (N) - the frame 
again. If this situation repeated several time a row, the 
transmitter suspends transmission, considering that 
occurred catastrophic renouncement at channel. 

The study of previous work to determine the performance of 
communication protocols, the following conclusions obtained: 
1. AT [3, 9] in productivity ionic communication protocols 

large role assigned hardware component; 
2. In the source [6] has been defined "efficiency data about 

the stakes"; at this We were considered asynchronous 
protocol AP-70 and a synchronous protocol, and BSC were 
not considered data transfer modes; 

3. In the foreign literature [2] determined notion recycling 
channel communication is thus not dependent on the size 
of transmission data level interference at channels 
communication. 

In this regard took definition performance communication 
protocols (throughput communication protocols) as the rate of 
successful delivery of the payload of the message source to the 
message recipient. [5] Under the useful data refers to data that 
does not include overhead, repeated shots (if error is detected, 
the message recipient again requests a frame), positive or 
negative delivery receipt or NDR to the recipient of the message 
frame, etc. 

These parameters may be sending a ACK groups. We 
calculate the delay time for the case where the frame came from 
the source of the message to its recipient (Figure1, sending 
frame N for the second time), but there was a distortion or loss 
of ACK. 

For example, consider the parameters of Ethernet protocol 
families, namely Ethernet DIX frame types, with a maximum 
resolution of standard size for a receipt with a minimum length 
of 64 bytes of the frame without preamble. According to the 
standard packet interval between frames (Inter Frame Gap, IFG) 
should be set to 9.6 microseconds. [9] To send a frame with a 
minimum size (46 bytes of data, 18 bytes of overhead, Preamble 
of 8 bytes, 46 + 18 + 8 = 72 bytes = 576 bits) at a nominal rate 
of 10 MB/s during frame transmission will be 57.6 
microseconds, if you add a pause - 57.6 + 9.6 = 67.2 
microseconds. At the maximum frame size standard (1 500 bytes 
of data, 1500 + 18 + 8 = 1526 bytes = 12208 bits), the 
transmission will be 1220.8 microseconds, while the frame 
repetition interval is equal to 1220.8 +9.6 = 1230.4 
microseconds. 

If the frame received by the recipient of the message without 
distortion, and the receipt came from the distortion, then resend 
the frame and receiving an ACK will take time, equal to 67.2 = 
1230.4 + 1297.6 microseconds. In case of loss of the ACK 
message source when the timer re-send the frame. The timer is 
set by the standard as the RTT (RTT - Round-Trip Time ) - the 
time of turnover: 

 , 
where tnet – is a network - data transmission time frame with 

the maximum size allowed by the protocol standard. 
Then, the delay time is equal to 2 * 1230.4 +1230.4 + 67.2 = 

3758.4 microseconds. Thus, the delay time may increase 
significantly, which is unacceptable in the conditions necessary 
to maintain the efficiency and reliability of data delivery, 
especially in the critical control systems. 

In this regard, the article deals with the sending of receipts 
for the group to achieve a guaranteed source of receiving a 
receipt message. 

The probability of a successful transmission of the frame p: 
 

Where 
N - the length of the frame. 
Define the number of attempts to retransmit frames a given 

probability of successful transmission – u [1]: 
 

where, Pspec – given the probability of the trusted of 
delivering frames, pi – the probability in i step, thence, 
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Figure2. The dependence of the number of required 

retransmission to a successful transmission of the frame at 
different values of BER depending on the frame size 

Figure 2 for the Pspec = 0.97 and the BER = 10 -3 with 
increasing frame size dramatically increases the number of 
repetitions. When BER <10 -3 frame number of repetitions does 
not exceed two. If the calculations to take BER = 10 -2, number 
of repetitions will increase dramatically, since the size of 500 
bytes. 

III.  DETERMINATION "REAL SPEED TRANSFER MINERAL 
DATA" 

Consider a situation where a receipt duplicated, ie source 
sequentially sends to the recipient group receipts. Based on 
calculations by the formula (2), we find that the size of the data 
frame is less than 100 bytes number of repetitions does not 
exceed two (Figure 2). In this regard, it can assumed that at least 
one of the two receipts source of the message received reliably. 

Using the proposed approach [5] to calculate the RTT time 
and timeout: 

 

where R - the nominal speed of link layer protocol, 
 — Belt in the interval between shots, 

, 
 — The time spent on processing the data frame, 
 — The time spent on processing the acknowledgment 

Nack — number of bits in the frame of the receipt, 
Rsig.prop — signal propagation speed on the transmission 

medium, 
 

where c - the speed of signal propagation in vacuo 
μ - ratio of the real propagation speed in vacuum. 
For the most common cable systems have the following 

value μ: 
Coaxial cable - μ = 0,66; 
Twisted pair cat3 - cable - μ = 0,65-0,71; 
Fiber-optic cable - μ = 0,66-0,78. 
The channel noise conditions to evaluate the transmission 

time of the N bit data frame, we introduce the actual data transfer 
speed V in the case of sending a receipt. Thus it is necessary to 
take into account the likelihood of errors in the receipt [5]: 

   (4), 

where C - number of overhead bits in a frame, 
, 

T - frame transmission time, including the time for the 
transmission of receipts, 

 

If you send two receipts in the expression (5) we suggest that 
one of the source of the message receipts will unerringly. V, and 
T are defined as 

 
 

 

The parameters in the expression (4) and (6) defined as 
follows:  С = 26 bytes, Nack = 72 bytes, R = 10 Mb/s, 
Rsig.prop=1,98*108 m/s, S = 100 meters. 

 

 
Figure 3. The actual useful data transmission rate with different  

amount of receipts and BER = 10 -3 
From Figure3 and calculations, (4) and (6) is visible gain in 

speed, since there is a possibility of distortion of the receipt, 
especially in noisy communication channels with BER = 10 -3. 
With an increase in frame size reduces the information transfer 
rate also decreases and the speed difference between the two 
methods. 

 

 
Figure 4. The actual useful data transmission rate at BER = 10-4 

With an increase in the frame size to 426 bytes (we assume 
that this optimum point [5], at which the maximum useful data 
transfer rate), the rate increases, there is a tendency gain in 
payload data transfer speed means receipts duplication and 
reaches its maximum (the difference between the rates in 426 
bytes up to 1.81 MB / s), which is associated with reliable 
delivery receipts. 
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Figure 5. The actual useful data transmission rate at BER = 10-9 

Figure 5 is set to the BER = 10 -9, considered communication 
channel with low interference. Although the communication 
channel with low interference, the graph and calculations of 
expressions (4) and (6) the gain in speed is noticeable, 
confirming the efficiency of sending slips duplicated. However, 
the model cannot account for the load on the channel, as the 
channel is loaded with duplicate receipts. In order to determine 
the load of the communication channel, then consider the 

simulation model in the Matlab environment, using the Simulink 
library and the environment Communication Toolbox. The 
results obtained will be close to the actual figures used in the 
industry, as the Communication Toolbox uses the settings and 
parameters of the most popular link layer protocols. 

IV. EXPERIMENTAL RESEARCH ON THE EFFECTIVENESS OF 
DUPLICATION SENDING ACKNOWLEDGMENTS 

In the previous section for solving estimation link layer 
protocols performance when sending duplicate receipts were 
investigated mathematical models to calculate the actual 
transmission rate of user data via communication channels. To 
assess the reliability of the results in real data environment 
simulation in Matlab environment was performed (Simulink) 
work channel in standby mode. Using Matlab simulation model 
developed that realizes the data transmission mode using the 
method of "standby" 

The basis chosen as a model of IEEE 802.11b standard data. 
The model (Figure 6) is an implementation of a data 
transmission system in a noisy communication channel, 
providing a nominal data rate of 11 Mbit / s [10]. In the model, 
Simulink built-in packages and Communication Toolbox used. 

 
 

 
Figure 6. General view of the simulation data model the IEEE 802.11b standard 

 
In accordance with the model of Figure 6 comprises the 

following blocks: the source of the message, the communication 
channel, the message recipient, validation unit frame reception 
and error calculator frames. Posts Source creates a frame with 

pseudo-random numbers using the Random Integer block. The 
Random Integer parameters given frame size and frequency of 
administration of frames per second (depending on the nominal 
rate of Protocol 11 Mbit / s). These data are converted (block 
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CheckErr) bits in the data block and transmitted to "link" (if the 
frame is the first). If subsequent frames transmitted, it is first 
checked faithful reception of the previous frame. In addition, a 
timer is started CheckErr unit after each frame transmission. The 
communication channel received bits written to the file. This file 
frame processed further in order to change some bits in error to 
simulate frames. Thus, when sending a message size 1,000,000 
bytes BER = 10-3, 8000 bit errors can be grouped in frames at 
their discretion to learn the reaction system at the single errors 
on multiple errors and packet errors. The model assumes that the 
maximum number of transmission attempts is five, that is the 
fifth frame is attempting to accurately transmitted (the number 
of attempts is chosen pseudo randomly). Block "number of 
repetitions and the actual speed," depending on the number of 
frames of repetitions determines the real speed to send the 
message using the formula: 

   (8), 
where  — he actual transfer rate,, 
packets — the number of frames in the message, 
N — frame size, 
time — time spent on transmitting the message. 

Interpretation of the measurement results 
The output data block "real speed link protocol" (Figure 6) 

collected in a file for comparison with the results of analytical 
modeling. The maximum number of retries on errors in frames 
on the standard was set at fifteen. For example, the first time the 
source of messages sent to the frame, the recipient of the 
message, an error is detected in the frame, the source sends a 
NAK message, in turn, the source sends the frame again - may 
be the most fifteen such repeats. 

Figure 7 shows a comparison of the results obtained for the 
analytical and simulation models at the level of BER = 10 -3 to 
standby. Thus in 3000 it was generated channel frames including 
both correct and erroneous frames. Frame size, ranging from 46 
bytes to 1 increased in increments of 500 bytes 2 bytes. 

 

 
Figure 7. Comparison of the results of the analytical and 

simulation at the level of BER = 10 -3 (Standby) 

It can see that the simulation results are in good agreement 
with the results of analytical modeling. The difference between 
the rates in the two models is on average 1.02%. 

V. CONCLUSION 
You must submit the IEEE Electronic Copyright Form (The 

developed method of calculating the actual speed when you send 
two receipts based on the noise level registered in the 
communication channels, frame size and length of 
communication channels. Determined the method of calculation 
of the timer for the data transmission method. With this, the 
actual conditions for optimizing the data rate of standard data 
link layer protocols depending on the frame size and level of 
interference in the communication channels. The conducted 
simulation data using send two receipts can serve as the basis for 
a hardware implementation of the method of transmission. 
Interpret the results of the simulation show good agreement. 
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Abstract. We discuss the problem of robust stability of the two-
channel control system of object having the parametric 
uncertainty in its mathematical description. Uncertainty is 
concentrated in the coefficients of the equations. The regulator 
has been synthesized by the method of compensation of the 
dynamics of the object and disturbances for two-channel control 
system.  We conducted model studies of the influence of changes 
in the coefficient of object transmission through two control 
channels on the robust stability and the quality of ACS. The 
system is robustly stable and the satisfactory quality of control is 
maintained in it. 

Index Terms - robust stability, parametric uncertainty, 
disturbances, automatic control system, weigher, method of 
compensation of dynamics of the object and disturbances, 
controlled object, two-channel control system, standard filter. 

I.  INTRODUCTION 
In the real control tasks, the uncertainty is unavoidable, and 

the systems used must be operable in the presence of 
uncertainty. Such control is called robust control. If the model 
describes a physical object, then, as a rule, its parameters are 
not known precisely, and in many cases their values cannot be 
available in principle, because they can be changed during 
operation. It is a common case, when the equations structure 
describing the movement is assumed to be known exactly. 
Uncertainty is concentrated in the coefficients of the equations. 
In such situations, we can speak of parametric uncertainty [1].  

The system is unavoidably under the influence of the 
disturbances, which make the unstable system inoperative.  

The precise identification of the object model parameters is 
a difficult task.  The structure and parameters of the object is 
always defined with a certain error.  Also, objects parameters 
in the operation may vary within certain limits. This can lead to 
loss of stability and quality of ACS. Therefore, the creation of 
robust control methods is essential [2].  

We will be interested in the question: whether the disturbed 
system is robust stable, whether the system provides a given 
value of the selected index of the quality - robust quality. 

II. DESCRIPTION OF WEIGHT METERING UNIT 
The robust stability of the system is considered on the 

example of the previously developed two-channel metering 

device [3]. In the control system, this system created a 
mathematical model of two-channel object with a transport 
delay [4].  This model looks like:  
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In the course of the regulator development, the reverse 
model (2) of the controlled object and standard filter of the 
closed system (3) were needed.  

0
1

2
3
4

5
�0

1

2
3
4

5
�0

1

2
3
4

5

зy
x

HG
FЕ

и
х 	

,          (2) 

                        0
0
1

2

3
3
4

5
�0

1

2
3
4

5
�

0
0
1

2

3
3
4

5
/

/

43

21
'

ф

ф

ф

ф

y

х
ФФ
ФФ

у

х	

.     (3) 

where uyx ,, – respectively, ��� mmn , , dimensional 

vectors of state, output and control; yx ff  ,  – vectors of 
disturbance influences on x  and y ; СВА ,,  – matrixes of the 

relevant dimensionalities; зу  - vektor of setting at the system 
input; HGFE ,,, - matrixes of the reverce model of the 
controlled object.  

The regulator structure is determined by the equations of 
the form [5-8]  
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23231

2321

)(
)(	

.    (4) 
For complete confidence in the system workability it is 

necessary to find out whether the system will maintain stability 
in the possible variations of its parameters relative to their 
calculated values. 

We believe that the modified matrixes of the control object 
remains constant in the course of the system operation, i.e., 
system is stationary during operation. Let us consider the 
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interval uncertainty of object matrixes of the controlled object 
in the following form: 

,An AА �
�  
,Bn BB �
�    

(5)
 

.Cn CC �
�  

where CBA ��� ,,  - matrixes determining the intervals of 
change of input matrix coefficients. 

The regulator is calculated for the input matrixes of the 
controlled object. 

The analytical study of robust stability and robust quality is 
complex quite and not demonstrative.  We carried out our 
studies by computer simulation of a real system. The 
disadvantage of the computer simulation is that a particular 
object is simulated. In our case, the results of the study can be 
extended to weighers with other characteristics. This is 
confirmed by that the size of the dispenser mechanical 
components are associated with the elements of matrices by 
smooth single-valued dependencies.  

When modelling the system, the matrix transferring 
function of the controlled object is taken in the general form: 
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in the numerical form 
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When modelling, the following parameters are taken: 

4L с
v

$ � � - time of delay;  

1L м� - conveyor belt length;  

0.250 /v м с� -conveyor belt movement speed. 
In the course of study of the robust stability, the 

transmission factors 22211211 ,,, kkkk  were changed by ±10%.  
The weigher is shown in Figure 1.  
 

 
Fig. 1.  Weigher functional scheme  

Continuous weigher depicted in Figure 1 comprises: 1 -  
hopper 2 - flap 3 - conveyor 4 - conveyor belt speed sensor 5 – 
weight meter 6 - multiplier 7 - performance reference-input 
element 8 - performance comparator 9 - performance 
controller, 10 - device for controlling conveyor belt speed, 11 - 
motor 12 - conveyor reducer, 13 - linear load reference-input 
element, 14 - linear load comparator, 15 - linear load controller 
16 - flap drive. [9-10] 

III. SIMULATION RESULTS 
Two-channel control object simulation schemes for 

variation of coefficients in the first channel by ± 10% in 
program VisSim are shown in Fig.2 and Fig.3 [11]. System 
transient characteristics is presented in Fig.3 and Fig.5. Control 
actions are fed from multivariate regulator, scheme of which is 
shown in Fig.6. Table 1 shows values of coefficients of object 
transmission through two control channels, procedure of 
experiment, channel controlled object coefficients changes ± 
10%, and the form of the corresponding transfer characteristics 
obtained by computer simulation. 
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TABLE I. RESEARCH OF CONTROL SYSTEM ROBUST STABILITY 

 
Table 1 shows that if there are different combinations of 

controlled object transmission coefficients in the first and the 
second channels (± 10%), the system keeps stability and good 
governance. This proves, that the applied synthesis method 
provides robust stability of the control system. 

 

 
Fig. 2.  Controlled object model during measuring transmission (Channel 

1+10%) 

 

  

Fig. 3.  System transient characteristics (Channel 1  +10%) 

 

Fig. 4.  Controlled object model during transmission coefficient changing 
(Channel 1 – 10%) 

 

Fig. 5.  System transient characteristics (Channel 1  –10%) 

 

Fig. 6.  Regulator of multidimensional system 

CONCLUSION 
The robust stability of the two-channel weigher control 

system is considered. It is shown, that if transmission 
coefficient combinations of an object of control in the first and 
the second control channels (± 10%) are different, the system is 

№ Term of the 
experiment 

Values of controlled  
object transmission coefficients 

К11 К12 К22 

1 Channel 1 
+10% 

0.148 0.08 0.321 

2 Channel 1 
-10% 

0.121 0.08 0.321 

3 Channel 2 
+10% 

0.135 0.08 0.353 

4 Channel 2 
-10% 

0.135 0.08 0.289 
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robust stable and saves a good quality of regulation. Since 
actual functioning systems should not only be stable but also 
possess enough intensively damping transients. Research at 
various variations of the controlled object transmission 
coefficient shows, that the quality of management systems 
remains satisfactory. Regulation time is 4,61sek, dynamic 
error does not exceed 5%. 
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Abstract - Existing approaches to routing in 

heterogeneous telecommunication systems under uncertainty do 
not take into account all the many factors that affect traffic 
distribution in the network and packet transmission between two 
nodes. The main problem is the complexity of building accurate 
mathematical models of the network for many reasons, the main 
of which is a complex system of mutual influence of the 
parameters. Given the larger number of parameters, the network 
status will enable us to provide a more accurate picture of the 
traffic distribution in the network, a picture of the occurrence of 
collisions and download sites. The availability of such 
information at the moment of making decision on selection of the 
optimal route of data transmission in accordance with some 
criterion to choose the optimal route. To solve this problem we 
need to propose a mathematical formalism to account for the 
collected parameters and decision which route is optimal from 
the point of view of these criteria. In this paper, an approach to 
the problem of routing in in a heterogeneous telecommunication 
systems under uncertainty based on fuzzy logic. 

 
Keywords – routing, telecommunication system, fuzzy 

logic, routing, heterogeneous. 
 

I. INTRODUCTION 
Currently there is a proliferation of data transmission 

systems with heterogeneous topological structure. Under the 
heterogeneity of topological structure refers to the availability 
in a distributed system transmission and processing of wired 
and wireless component. The widespread use of wireless 
means of transmission and processing of information leads to 
complicated topological structures of such systems. The 
complexity of the topology increases the factors affecting the 
efficiency of identifying and maintaining optimal relevance, 
according to specified criteria routes of information transfer. 

As the decision on the choice of the optimal route is 
proposed to use fuzzy logic. Fuzzy logic is based on fuzzy set 
theory, which was started in 1965 by American mathematician 
Lotfi Zadeh. The main advantages of fuzzy logic is the 
possibility of considering multiple factors when deciding 
without building accurate mathematical model of the 
controlled system and the ease of writing rules fuzzy 
implication, which is set on intuitive human terms. We can say 

that fuzzy logic is a cross between a complicated mathematical 
analysis and simple intuition. You only have to create rules of 
conduct in the form of fuzzy conditional propositions of the 
form IF... THEN. Therefore, the fuzzy logic can be applied to 
control the routing process in wireless mesh networks, where it 
is necessary to consider many factors when choosing the best 
route. 

II. STATEMENT OF THE PROBLEM 
In the process of determining the optimal route of 

information transfer in a wireless network according to the 
QoS requirements, as the most important optimality criteria 
are: available bandwidth, delay of transmission packet, 
workload of buffer, number of intermediate nodes, probability 
of packet loss.  

The structure of the developed fuzzy controller to 
determine the routing metrics in the heterogeneous network 

shown in Fig. 1, where: 1x - available bandwidth of 

communication channels between a given pair of nodes, 2x - 

delay of transmission packet, 3x - workload buffer, 4x - 

probability of packet loss, 5x - number of intermediate nodes, 

kR - set of fuzzy inference rules ( 1...Nk � , where N  is the 
number of rules);  B -  output fuzzy set that determines the 
rating of the route. 

 

Figure 1. Structure of the developed fuzzy controller 
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Each input parameter of the controller is mapped to a 
linguistic variable with three terms: 

- Available bandwidth: low, medium, high; 

- Delay of transmission packet: bad, average, excellent; 

- Workload of buffer: low, medium, high; 

- Probability of packet loss: bad, average, excellent; 

- Number of intermediate nodes: small, medium, high. 

The output of each rule is an implication of the linguistic 
variable "RATING OF ROUTE", a set of values which also 
consists of three terms: "LOW", "MEDIUM" and "HIGH". The 
value "LOW" indicates that the route is poorly suited for 
transmission of traffic, or even not suitable, a value of 
"MEDIUM" indicates that the route is generally suitable for 
information transfer, and "HIGH" indicates that the route is 
best suited for the transmission of this information. 

The total number of fuzzy rules N = 24335 � . The rule 
base is a set of fuzzy rules of the form: 

< =
kk

kkkk
k

Bythen
AxAxAxAxifR

�
��^�^� 55332211 ...:

 

For example: 

If the "Available bandwidth" - "SMALL" and "Delay of 
transmission packet" is "HIGH" and "Workload of buffer" is 
"HIGH" and "Probability of packet loss" is "BAD" and 
"Number of intermediate nodes" is "HIGH", then "RATING 

OF ROUTE", kB  - "LOW". The fuzzy output is defined thus: 

Input: 
< =54321 ,,,, xxxxxX �  , this is 

54321 AAAAAAA �����^  
The union of sets of rules, described by the relation: 

)()()()(
1 :, kkkkN

k BARR Y��  
Report generation is described by the ratio: 

kk By Y  
The input of fuzzy logic controller the signal: 
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Membership function of a fuzzy set is equal to: 
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Fuzzy implication is given by Mamdani rule: 
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As a result of the expressions (1) and (2), we obtain: 
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Defuzzification the output value of the controller 
(route rating) is produced by the method center of gravity: 

�d� d
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�
N
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k
y Bk dyydyyay kk
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)(/)( ""  

where )(ykB" -membership function rules output 

fuzzy sets of k-th rule on  base of rules ; Nk ,...,1� ; ka  -  
point at which the membership function takes the value 1. 

An example of constructing membership functions of 
terms of the parameter "Available bandwidth" shown in Fig. 2 

 
Figure 2.  Example of membership functions of terms of the 

parameter "Available bandwidth" 

III. SIMULATION AND RESULTS 
The performance of the developed model was verified 

with the MATLAB environment using the fuzzy Logic 
Toolbox extension. The model structure is shown in Fig. 3. 

 
Figure 3. Model structure in MATLAB 

The results of the model by assigning route metrics 
shown in table. 1 
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TABLE 1.  RESULTS OF THE MODEL BY ASSIGNING ROUTE METRICS 

NE AB D PPL WLB N RR 
1 0.209 0.231 0.197 0.414 0.177 0.159 
2 0.367 0.715 0.378 0.250 0.590 0.437 
3 0.511 0.231 0.505 0.516 0.676 0.261 
4 0.629 0.478 0.612 0.803 0.750 0.500 
5 0.726 0.640 0.716 0.654 0.622 0.550 
6 0.790 0.780 0.803 0.420 0.697 0.653 
7 0.855 0.909 0.888 0.218 0.378 0.844 
8 0.984 0.984 0.090 0.984 0.016 0.864 

where: NE – Number of experience, AB - Available 
Bandwidth, D – Delay, PPL - Probability of packet loss, WLB 
- Workload of buffer, N – Nodes, RR – Rating of route. 

Graphically, the results of the model by definition of 
the metrics is shown in Fig. 4, which shows the dependence of 
the output values, values of input parameters. 

 
Figure 4. Results from the model in the MATLAB program 

IV. CONCLUSION 
In this paper, developed by the routing method in a 

heterogeneous telecommunications systems under uncertainty. 
This method is based on the use of fuzzy models for 
calculating route metrics. In the process of creating the model 
defines a set of input parameters: available bandwidth, delay of 
transmission packet, workload of buffer, probability of packet 
loss, number of intermediate nodes, and formed a knowledge 
base that describes the interactions between the input variables 
and their impact on the metric value of the route. The 
developed model and method of routing possibilities for 
improving the efficiency of traffic management in 
heterogeneous wireless telecommunication systems. 
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Abstract — Considered the remote device is a wireless 

network as a queuing system. The analysis of a wireless network 
bridge is under attack, aimed at organizing "broadcast storm", 
in order to determine the availability of stand-alone units, the 
ability to carry out their tasks in the functional impact of the 
information. It identified a number of conditions for the 
organization of this type of attack by a potential malefactor of 
information security. Showing model depending functioning of 
the system in the normal state and the implementation of an 
information system on the impact from a potential malefactor. 
The analytical modeling of wireless network operation in normal 
mode, and during the attack on the organization of "broadcast 
storm." Disclosed is an experiment that provides obtaining 
statistical information on the remote wireless devices. The results 
of the experiment of a typical attack system, to transmit data via 
a broadcast packet network scan at different values of the noise 
intensity posts from the violator information security. The 
proposed model can be used to determine the specifications of the 
wireless ad hoc network of devices, making recommendations on 
the node configuration aimed at countering "broadcast storm." 

Index Terms—Information security, wireless networks, 
multi-agent systems, vulnerability, accessibility of devices, 
information security model. 

 

I. INTRODUCTION 
A permanent decline in the cost of wireless devices and 

improvement of quality indicators of time, energy and 
information characteristics of sensors makes these 
technologies very promising. The flexible architecture, 
increase the computing power of individual units can not only 
shift from standard wired devices, but also build self-sufficient 
with respect to multi-agent systems, carrying out the 
reception, processing, analysis of the received and transmitted 
data. 

The implementation of self-organizing wireless networks 
is accompanied by the need to address other problematic 
issues of information security [1,2]. 

Among the main vulnerabilities can provide an opportunity 
to listen to the channel, the premise of "external" packages, 
the implementation of physical access to the malefactor's site, 
the lack of standardization of intelligent routing algorithms 
that take into account the state of the network. A large number 
of devices that provide an intelligent transmission, collection, 
processing data packets, their relative remoteness, autonomy 

of operation, dynamically changing topology, weak study 
models, methods and algorithms for concurrent detection of 
incorrect information from the compromised node determines 
the difficulty of creating the classic protection systems [3-5]. 

Some of the main potential vulnerabilities associated with 
the peculiarities of the functioning of the individual units. The 
need for the exchange of official information in the event of a 
number of internal and external events is sending broadcast 
packets between network nodes. 

II. RESEARCH STATEMENT 
A typical network node includes a transceiver, a battery, a 

processing module which may be connected various detectors. 
In view of such a structure is necessary to effectively address 
the problems related to the conservation of energy, providing 
processing power and throughput characteristics of channels 
[6]. The combined solution of these problems leads to the 
presence of most of the protocols of a number of problematic 
issues implosion, and the blind overlay resources, making 
such technologies vulnerable to a series of attacks by hackers 
[7,8]. 

Based on the features and operation of wireless networks 
using the recommended settings to optimize operation of the 
remote node wireless sensor network may exercise "a 
broadcast storm" [9-11]. 

The technology of this attack is associated with 
vulnerabilities that lead to a large increase in the service pack 
on the network. In the simplest case, if you allow the rules 
defined by the system administrator, then wheeled traffic 
growth can be generated broadcast messages. Analysis 
[6,8,10] brings out a number of conditions in the configuration 
settings for this type of attack: 

� the absence of restrictions on the time to live; 
� the presence of rules that allow to transmit a frame to 

the broadcast address to all except the node from which he 
resigned; 

� the introduction of devices, continuously generating 
the message. 

Especially it should be noted that to carry out destructive 
influences the potential infringer may have minimal capacity 
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to dispatch bad frames. The result is a waste of resources to 
the reception, transmission, processing overhead, which is 
under load a wireless sensor network not only performs its 
functions, but also becomes unmanageable [9]. There is no 
possibility of rapid access and autonomous control devices 
that are non-stop responding to events in the network. There is 
a threat to the implementation of the availability of a wireless 
sensor network devices due to deliberate action on the part of 
the malefactor, to increase the number of broadcast and other 
service messages, resulting in blocked access to 
communication channels and nodes of the computer system. 
The vast majority of models describing the place in a wireless 
network processes that information does not include the 
possibility of exposure to a potential malefactor. 

Thus, in order to ensure information security (IS) of the 
wireless sensor network, there is a problem of probabilistic 
assessment of the availability of the devices under attack 

such as "broadcast storm". 

III. MODELING OF THE IMPACT ON THE SYSTEM 
Carrying out an attack on the part of the malefactor is 

reduced to increase the intensity of the receipt of applications, 
leading to the inability to service the total message flow 
device. Such a condition can occur in case of a configurable 
device when filling a buffer having a predetermined volume or 
unavailable channels, resulting in a loss of the application. 
There is a threat to the availability associated with limitations 
on authorized access to network elements, stored information, 
information flows, services and applications due to events 
affecting the network [10]. 

To simplify the model we consider relatively simple, do 
not have high processing power for the wireless sensor 
network, for example, a Zigbee technology, with limited 
functionality, receiving and transmitting a small limited range 
of types of messages without a priority with pre-configured 
parameters. A service duration depends on the number of 
events in a predetermined time interval. Assuming that the 
device claims arrival process is a poisson process, and the 
duration of service is distributed exponentially, it becomes 
possible to consider the processes of collection, processing 
and transmission of information, as the queuing system M / M 
/ 1 / n. 

Features a hardware implementation of autonomous 
wireless remote nodes suggest a buffer of input messages, 
which allows you to store several messages received for 
processing.  

Assuming that the process of receipt of applications is a 
Poisson process, and the duration of service is distributed 
exponentially, it becomes possible to consider the processes of 
collecting, processing and transmitting information, such as 
queuing system M / M / 1 / n. 

Applying the theory of queuing systems can be assumed 
that the probability of packet loss during transmission from A 
to B via one device C will be determined by the formula (1): 

1
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where in / - the input flow, " is the intensity of the 
service, m - the size of the input buffer processing device. 

In the process of transmitting information in a wireless 
network information flow passes through several such devices. 
To estimate the probability of packet loss, passing by k units 
expression (1) takes the form: 
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Most probabilistic models implemented evaluation systems 
does not imply the existence of a potential malefactor, whose 
actions are aimed at exploiting vulnerabilities used protocols 
and system components. 

However, a certain openness and accessibility of the 
network allow an malefactor to perform actions to increase the 
intensity distribution of frames that do not contain the correct 
information, a bad checksum, the wrong title, which lead to an 
unjustified waste of resources on the part of the system. 

Fig.1 shows the effect on the sequence of the chain of 
devices that transmit data packets to the intensity p/ . An 
malefactor on the network increases the number of events 
causing the generation of broadcast frames, with intensity 

sh/ . 

 
Fig. 1. Impact on the chain of devices 
 

Received broadcast frame is processed by a wireless 
network and is relayed to the next node. In the presence of a 
powerful transmitter, a plurality of nodes at the same time 
affecting the wireless network, there is a growing junk traffic 
network. 

Using expressions (1) and (2) the probability of packet loss 
in the network, subject to a broadcast storm, is given by: 
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where in p/  - is the intensity of the useful traffic, sh/ - 
the intensity of the noise of traffic, " - is the intensity of 
service, n - the size of the input buffer processing device, k - is 
the number of devices found in the path of the package. 

On Fig.2, Fig.3, Fig.4 show the dependence of the 
probability of loss from the package, p/ is the intensity of the 

useful traffic, sh/ is the intensity of the noise of traffic, "  is 
the intensity of service. 

 

Fig. 2. Dependence of the probability of loss of information when changing 

the package, sh/ - is the intensity of the noise of traffic  

 

Fig. 3. Dependence of the probability of loss of information when changing 

the package, p/ - is the intensity of the useful traffic  

 

Fig. 4. Dependence of the probability of loss of the information packet at 
change, " - is the intensity of service 

Despite the possibility of limiting the admitted 
assumptions characteristic of the mathematical apparatus of 
Queueing theory, such models allow us to estimate the 
probability state of the system and levels of indicators specific 
to its operation in harsh conditions and environments, taking 
into account the violator. With regard to consideration the type 
of attack, the model takes into account the possibility of the 
person carrying out the impact on the intensity of the events 
causing the generation of broadcast packets. 

IV. EXPERIMENT 
To implement the experiment was configured wireless 

network based devices Telegesis, presented in Fig.10, 
consisting of several units. From device A to device B 
transmitted messages at a rate of 250 kbit/sec. A node C 
contained sniffer generating broadcasts. 

The purpose of the experiment was to obtain quantitative 
availability terminal. As used metric percent of lost packets. 
Each node can accept messages only from two sites, one of 
which was the sniffer sends broadcast packets, and the other - 
the node providing data traffic by relaying all received 
packets. On the terminal node received packets are analyzed 
and determined by the statistics of lost and unrecognized 
messages. 

The percentage of lost and unrecognized information 
packets in the configured communication channel for the 
speed of 250 kbit/sec at a frequency of generation of 
messages, query nodes in the network, in the second of the 
sniffer is shown in Fig.6 and Fig.7. 
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Fig. 5. The scheme of the system for the experiment 

 

Fig. 6. A packets loss p (%), depending on the number of devices, the 
transmission frequency broadcast type AT + N 

 

Fig. 7. A packets loss p (%) depending on the number of devices, the 
transmission frequency broadcast type AT + SN: 00 

V. ANALYSIS OF THE RESULTS OF THE EXPERIMENT 
Comparing charts theoretical probability of packet Ploss 

(Fig. 8) with histograms in Fig.6 and Fig.7, you can make a 
qualitative idea of the proximity of theoretical and 
experimental distributions of packet loss probability for 
different values /sh. 

 

 
Fig. 8. Model according to the experimental values 
 

Experimental values used in the model and natural 
experiment are shown in Table I 

TABLE I.  EXPERIMENTAL VALUES 

Parameter Value for the experiment 
/p 120 messages per second 

/sh 1 to 16 
"  180 messages per second 
n 10 messages 
k 1, 2, 3 

 
Fig.9 shows histograms of the experimental values of 

packet loss for different values /sh for k= 3 devices. 
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Fig. 9. The experimental values of losses parquet ρ (%) of broadcast messages 
for k = 3 
 

Testing statistical hypothesis that received the 
experimental distribution is different from the theoretical, 
carried out at level of significance 8 = 0,05 for Pearson  (j 2  - 
criterion): 

�
�

�
�

l

j j

jj

np
npn

1

2*
2 )(
 j

                  (4) 
when the number of degrees of freedom  = 11, n = 100 

sample volume, number interval l=12. 
It is known [12] that the number of events in npj formula 

(4) in the intervals /sh expected parameter values may be 
equal to 2 or 3, if l �10. Therefore, in accordance with the 
formula (3), for example, k = 3 /sh = 5. The critical value for 
the corresponding table [12] found a criterion and still j2

cr = 
19.68. The experimental value j2

ex criterion is calculated using 
the formula (4), equal to 0.4795 and 1.051 for broadcast 
messages AT + IN and AT + N: 00, respectively, while the 
inequality j 2ex � j 2cr. 

It follows that at the level of significance 8 = 0,05 can be 
argued that the discrepancies between the theoretical and 
experimental Ploss probability distributions of packet loss in 
the network, a broadcast storm-prone, at various specified 

values of intensity noise of traffic /sh not statistically 
significant. 

Thus, the assumption of the Poisson flow of the process of 
receiving applications and exponential distribution service 
time confirmed by the data of the statistical analysis of 
wireless networks load. 

VI. CONCLUSION  
The widespread emergence of wireless networks, the 

ability to detect them outside the controlled area, making them 
an attractive target for attempts at various kinds of attacks. A 
potential malefactor with the scanner of radio, protocol 
scanner software to decode the dongle has sufficient capacity 
for the organization of eavesdropping, radio coverage and 
creating a false access point wireless sensor network. 

The implementation of a large number of projects on the 
basis of technology Bluetooth, ZigBee, WiFi, their use in 
intelligent transport systems, local area networks, sensor 
networks makes it necessary to provide the required level of 
security circulating in their data [13-17]. 

The proposed model makes it possible to explore the 
availability of devices, wireless network vulnerable to attack, 
"broadcast storm" based on the performance of the intensities 
of the transmitted and received data messages, allowing you to 
select various settings and thresholds lengths, the buffer size 
during system configuration, the number of packets, limiting 
"the limb of one or other system resources."  

The proposed model takes into account the characteristics 
of violator behavior and does not require a significant 
investment of computational resources, setting up special 
computational experiments in identifying common patterns in 
the behavior of the system. 
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Abstract—The proposed approach is based on the use of the 
heteroscedasticity effect, which is widely known in econometrics. 
The authors believe that it can give significant positive results for 
the detection of changes of network traffic states while analyzing 
the dispersion of the random errors in the regression equations. 
This method will allow to solve the problem of the definition of 
supply and demand on the services maintenance in the cloud 
environments.  

Index Terms—Cloud computing environment, network traffic 
monitoring, heteroscedasticity, adaptation.   

I. INTRODUCTION  

Rapidly expanding level of modern computerization leads 
to the need for a more widespread use of different software 
tools (including cloud-computing technologies). Cloud 
computing is an information technology to provide easy 
network access to a common pool of configurable computing 
resources. Servers, data storage systems, applications and 
services are the examples of such resources. There are special 
procedures that can quickly activate and provide these 
resources with minimal loss of management or minimal 
interaction with the service provider [1, 2]. 

The complexity and scale of the network infrastructure 
predetermine high-level requirements for management tools 
automation that are used to ensure reliability and high 
performance of the network. The solutions of such problems 
are based on systematic analysis and cloud processes 
interpretation. Such type of analysis requires special traffic 
monitoring systems existence.  

Recently, a number of important theoretical and practical 
results was got in the scientific direction of traffic monitoring. 
For example, in [3] software system Unihub has been 
proposed. This is a SaaS cloud calculation system and it 
allows users to use a Web-browser for remote work with 
interactive graphic Linux-based applications that support 
dynamic requirements for the computing resources 
distribution. These solutions make it possible to perform 
available resources balancing and to increase the limit of 
overall system’s performance. 

The paper [4] examines the problem of person-hours 
amount estimation needed for the design of functional system 
requirements in service-oriented architecture. For this purposes 
a stochastic model for information system’s services 
identification has been proposed. It allows to estimate the 

expected number of elements and links under the limitation of 
input data minimization.  

In the work [5] A.N. Shiryaev represents probabilistic and 
statistical methods of decision theory. The problem of 
significant but rare information situations detection is 
extremely important for cloud systems. 

The main objectives of modern systems monitoring are the 
following [6,7]: scalability and openness of software provision, 
a detailed system analysis for bottlenecks search, collection of 
information about the network elements, system event 
monitoring, etc. In [7] a scalable method for trust management 
estimation is presented. It is based on the implementation of 
the distributed online monitoring system using the model of the 
extended semi-state machine.  

The data describing the user’s behavior in the cloud is 
widely used for the following purposes: energy consumption 
optimization [8], thin clients working delays reducing [9], 
virtual machines launching optimization and applications 
implementation using virtual desktops on remote servers. 

The results of the “state of the art” analysis are the 
following. The complexity and scale of information and 
telecommunication systems increase continuously. Thus, the 
requirements to the cloud services’ quality also significantly 
increased. Thereby, the following tasks are to be solved: 

• To provide adaptive control of network traffic states 
changing in cloud environment; 

• To provide the ability of network traffic states 
monitoring; 

• To develop decision-making support system for 
resources allocation in terms of stochastic dynamic 
processes of cloud functioning; 

• To propose criteria that are suitable for evaluation of 
service quality monitoring. These criteria should 
provide optimization task solving under conditions of 
a priori information deficit. 

The proposed new scientific approach develops the well-
known solutions and allows to overcome a number of 
requirements that are specific for the implementation of 
network traffic state control methods. The known solutions do 
not provide the required quality of network traffic states 
control, particularly, with their help it is rather difficult to track 
the moments of significant changes in traffic properties (such 
as  intensity, dispersion, unsteadiness, etc.). In order to resolve 
these conflicts the authors propose to introduce the concept of 
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heteroscedasticity, which is widely used in econometrics. This 
term is understood as the assumption that the dispersion of the 
random deviations are significantly heterogeneous, which leads 
to a violation of the principles of the correct use of multiple 
regression methods [10]. 

The proposed method of traffic state assessment is based on 
the heteroscedasticity effect and has the following advantages: 

• Sensitivity to changes in the traffic state; 
• Low computational complexity; 
• Adaptability to external impacts. 
For further material exposition it is necessary to introduce a 

number of important definitions. A-event is an abnormal 
phenomenon, which may be caused by changes in demand and 
supply of the services among the market participants. G-effect 
is the process of heterogeneity evaluation of network traffic 
state, which can be used for the external influences detection 
that leads to the emergence of the A-event. G-detector is a 
device for the G-effect detection. 

The proposed method of the traffic state assessment is 
relevant for the cloud systems having "customer-broker-
provider" reference architecture [11]. 

II. RESEARCH GOALS AND OBJECTIVES  

The goal of the research is to evaluate the qualitative 
changes in the traffic properties based on the G-effect. To 
achieve this goal, it is necessary to develop methods and 
models that can be used for the study of the efficiency of the 
network traffic states changes detection. Nonparametric 
methods of statistical processing, simulation techniques, 
methods of decision-making and interface managing 
technologies are the basic components of the proposed 
approach [12].  The essence of the effect, used for the network 
traffic state recognition, is achieved by the analysis of the 
random error’s dispersion for the regression equations. The 
assumption about the constancy of the remainders’ dispersion 
is known as the assumption of homoscedasticity [12]. If this 
assumption is violated (and the dispersion of residuals is not 
constant), then it is considered that the assessments are 
heteroskedastic, i.e. G-effect takes place. 

The proposed method is aimed to be widely used in 
distributed environments aimed for scientific cooperation [11, 
13]. In accordance with the principles of the system approach, 
a set of functional tasks is to be solved to meet the 
requirements of the designed system. They are the following: 

• The system structure and functional modules 
development; 

• The adaptive testing technology implementation; 
• The efficient interactive mode provision (needed for 

decision-making person’s activities automation); 
• Simulation model of the network node development 

(needed for the compensation of a priori information 
deficiency). 

The structure of the system and its implementation details 
are given in next Section IV.  

III. APPLICABILITY RESEARCH OF NONPARAMETRIC 
STATISTICAL CRITERIA  

The monitoring process of multidimensional stochastic 
network traffic has the following features: the complexity of 
full-scale monitoring systems creation and information deficit. 
Thus, the proposed simulation tool of hypothesis testing is 
useful for the statistical criteria effectiveness investigation.  An 
effective plan of experiments can provide risks evaluation for 
different combinations of input parameters, describing the 
tested hypotheses.  

The two types of errors can be done during the process of 
statistical hypothesis testing on heteroscedasticity existence. 
They are called errors of the first and the second kinds. The 
probability of making a mistake of the first kind is denoted as 
P(H1|H0) and is called the level of significance §. The 
probability of making a mistake of the second kind is denoted 
as P(H0|H1) and is called as ¨. The decision on the hypothesis 
validity is based on the knowledge about a random values 
sample that describes the output parameters of the system.  The 
sample size is denoted as n. The presence of the disturbance in 
this random sample leads to the complexity of the task of 
confident and uncertain recognition zones identification.  

IV. SCHEME FOR NETWORK NODE STATE MONITORING  

Distributed computer network consists of a set of nodes. A 
model of each node can be considered as queuing system of the 
following type: G/G/K/L. The traffic-monitoring scheme for a 
single node is presented on the fig.1.  

Fig. 1.  The traffic monitoring scheme for a single node aimed for G-effect 
detection 

The following designations are to be described:  
• X – a vector of numerical characteristics of 

multidimensional input traffic flow; 
• Y – a vector of numerical characteristics of 

multidimensional output traffic flow; 
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• Q – a vector of the loss flow characteristics; 
• © – a vector of numerical characteristics of the random 

perturbations; 
• ªi  –  the intensity of the flow entering the i-th 

channel; 
• ½i –  the intensity of the requests processing in the      

i-th channel; 
• ¾ – the learning sample; 
• n – size of the sample; 
• p – the level of significance; 
• Ci – the recognition test; 
• Sj – zones of certain/uncertain of G-effect recognition; 
• ¬1 and ¬2 – normally distributed random variables with 

mathematical expectation equal to zero. 
The functioning of the node is described as follows. Multi-

dimensional flows, denoted as X and ©, enter the node. The 
components of vector Y can be described by the equation of the 
regression (Eq. 1), and the components of vector Q can be 
described by the equation of the regression (Eq. 2). 

 yi = fi (x1, …, xn) + ¬1 . (1) 

 qi = i (x1, …, xn) + ¬2 . (2) 

Generally, the dependences denoted as  fi and i are non-lineal, 
but their linearization can be performed by using the 
approximate methods.  

If it is necessary, the adjustment can be carried out with the 
help of the learning mode of the system. The aim is to adapt the 
setting of the following model parameters: the volume of 
training sample, confidence level, the first and second kind of 
error values limitations, periods of classification rules 
modification, etc. The G-effect detection is carried out in the 
process of traffic state changes evaluation using the values of 
residuals of the regression model. The specific form of the 
regression equation can be determined during the detailed 
problem formulation. It should be done separately for each 
individual case. In the simplest case, it is possible to use the 
equations of auto-regression. As a result, hypothesis of G-
effect existence is accepted or rejected. Then the errors of the 
first and the second type are estimated and risk analysis of the 
accepted hypothesis is performed.  

V. MONITORING SYSTEM SETTINGS SCHEME  

Monitoring system settings scheme is presented on the 
fig. 2. It consitsts of the following components: 

• Preprocessing and validation modules;  
• Module of configuring, testing and optimization of the 

adjustment parameters; 
• Network traffic states classification module; 
• Adaptation of decision rules’ parameters to the current 

traffic state module; 
• Decision-making support module for the formation of 

the output signal of the current traffic state, etc. 
 

Fig. 2.  Scheme of the single node traffic monitoring to determine the G-effect  

Operation of the system supports multiple measurement 
mode for different time intervals. In order to adapt parameters 
of decision rules to the current traffic state, the system testing 
is carried out in the background mode. The controlled 
environment is unsteady, thus the informative value of decision 
rules decreases gradually.  

Adaptive monitoring strategy selection is the main goal of 
the process of the monitoring system. Monitoring system’s 
quality evaluation bases on the values of hypotheses P(H0|H0), 
P(H1|H1), on first and second kinds of errors: 
P(H1|H0),P(H0|H1). Important parameters for monitoring 
strategy selection (that influence the value of hypotheses) are 
the following:  

f – the frequency of network traffic state monitoring,   
f ¿ [ fmin , fmax ], 
®t – the depth of monitoring (the duration of control),  
Àt ¿ [Àtmin , Àtmax], 
kn – the fullness of monitoring (the ratio of the number of 

controlled communication channels to the total number of 
channels), kn ¿ [knmin , knmax ]. 

pij – the confidence level using the criterion Ci for zone Sj, 
nij – the volume of controlled sample using criterion Ci for 

zone Sj, 
kij – resources utilization factor using criterion Ci for zone 

Sj, 
zij – costs for network traffic state changes recognition 

using criterion Ci for zone Sj,. 
As a result, evaluation matrix can be offered for decision-

maker (table 1). 

TABLE I.  EVALUATION MATRIX FOR DECISION-MAKER  

Criteria for 
recognition 

G-effect recognition zones (f, �t, kn) 
S1 Sj Sq 


1 … < p1j, n1j, k1j, z1j > … 

Ci … < pij, nij, kij, zij > … 


m … < pmj, nmj, kmj, zmj > … 
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VI. SCENARIO OF THE EXPERIMENT                                                    
ON THE G-EFFECT DETECTION  

G-effect detection is a multistage process that includes the 
following steps: to configure the law of the input stream 
distribution (denoted as Á); output characteristics calculation 
(Y, Q); regression construction; collection of statistical data on 
the dynamics of changes in balances dispersions; decision-
making on the G-effect existence (based on Spearman test). 
The scheme of computational experiments is presented on the 
fig. 3. 

 

Fig. 3.   The scheme of computational experiments 

Technique of the experiment has the following steps: 
• To construct regression dependences for the output 

streams of processed and lost requests; 
• To determine the conditions of the G-effect 

occurrence. In other words, it is necessary to define 
sustainable G-detector threshold for the level of 
significance that is equal to 0.01. The introduced 
assumption stipulates that the distribution function of 
network traffic submit the normal distribution. 
Functional dependencies, denoted as M(Á), $(Á), M(½) 
are given. During the experiment, it is possible to vary 
the value, denoted as $(½).  

The results of traffic experiments on the G-effect existence 
detection can be used as the input data in decision support 

systems. This will improve the effectiveness of decisions on 
the statistical criteria choosing. This raises the problem of the 
assured and uncertain recognition zones detection. To solve 
this problem the authors propose to evaluate the influence 
effect of the parameters (denoted as Àt, Â, n) on the statistical 
sensitivity and statistical stability of the system.  

VII. CONCLUSION  

The proposed approach allows to adapt monitoring system 
to traffic state changes. The plans for further research contain 
the development of decision support systems for the G-effect 
detection in cloud environments. 
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Abstract—Nowadays, due to the high capacity of data 
and contents produced by a variety of organizations, 
individuals, and equipment, we are faced with “Big Data” 
phenomenon, the management, control, and process of 
which is above the capability of software tools during an 
endurable and predictable time.  Cloud computing 
provides giant computing resources based on the demand 
which gains importance through Big Data.  The growth of 
cloud computing and cloud-data storage is the main causes 
of the emergence and development of Big Data. In this 
respect, it can be said that cloud environment provides a 
good ground for managing, storing, and processing of big 
data. 

Due to the constant development of the use of 
information and communicative technologies, today, 
digital entrepreneurship is developing by using these 
instruments. In this paper, a network butterfly platform 
for manufacturing digital entrepreneurship within a cloud 
environment and based on big data is presented. Using this 
platform within the cloud environment causes the world’s 
famous brands obtain high value and create several 
thousand businesses over a short period of time. The main 
goal of this platform is to exploit technologies of gathering, 
processing, searching, and visualizing data for extraction, 
discovery, and access to the hidden patterns, unknown 
correlations, and other useful information from extremely 
voluminous data for producing digital entrepreneurship. 

Keywords—Digital entrepreneurship, knowledge age, 
network butterfly ecosystem, application, reverse 
engineering 

I. INTRODUCTION  
Today, due to the high capacity of data and contents 

generated by a variety of organizations, individuals, and 
equipment, we are confronted with a phenomenon named 
“Data Explosion”. The development of communicative 
technologies (e.g., internet technologies) and information 

technologies (e.g., different kinds of electronic services) has 
confronted the world with “data deluge” phenomenon. Big 
Data industry develops from these emerging phenomena. Big 
Data or voluminous data is a set of data requiring its own 
special management practices due to their large size and highly 
spacious capacity. Such data are so spacious and voluminous 
on which such different operations as gathering, storage, 
management, and processing cannot be carried out by ordinary 
data-management software’s and tools [1,6]. 

Cloud is an abstract image of a vast network and a mass, 
the capacity of which is not known, and the amount of its 
processing  

Resources is not definite.  The time and space dimensions 
of each of its components is also unknown. We do not know 
where in the mass the software and hardware are located, but 
we know what it presents. Based on this, it can be said that 
cloud space offers a good ground for management, storage, and 
processing of big data. Entrepreneurship is a notion existed 
since the creation of humankind. A review of entrepreneurship 
literature indicates that the concept of entrepreneurship was 
first introduced by economists. The concept of digital 
entrepreneurship also belongs to that kind of entrepreneurship 
which defines a job related to the IT fields by using IT tools 
and covers and implements it on the web environment. In his 
paper, a network butterfly platform is presented for producing 
digital entrepreneurship in a cloud environment and based on 
big data [2,7]. 

By studying several applications through reverse 
engineering technique for this platform, we understand that 
such companies as Microsoft, Sony, Amazon, and so on held a 
systemic look toward developing digital entrepreneurship at 
big data age. By utilizing the presented platform, these brands 
have been able to create thousands of businesses within digital 
revolution. 

II. BIG DATA AND DIGITAL ENTREPRENEURSHIP 
Today, multi-Terabyte data sets (each Tera byte =1000 

Gigabytes) to multiple Petabytes (each Petabyte = 1000 
Terabytes) are called Big Data. Data which is produced from 
various sources such as social technology and media, clicks, 
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photos, videos, transactions, and etc. Three indicators of 
capacity, speed, and variety are used to define Big Data.  

� Data capacity: The minimum data capacity is Terabyte 
in Big Data. 

� Data variety: There is a combination of voluminous 
data as structural, semi-structural, and non-structural in 
Big Data. 

� Data speed: Production speed, expiration, and use of 
data in Big Data is much higher than traditional 
approach. 

The amount of data which can be stored and processed, 
nowadays, and its results can be utilized was not that much 
imaginable in the past. Outcomes and effects of this 
technological change are not only limited to the processors’ 
world but also affect all areas of human life including digital 
entrepreneurship [8]. 

III. CLOUD ENVIRONMENT AND DIGITAL ENTREPRENEURSHIP 
Cloud computing is a computing model based on large 

computer networks such as internet which provides a new 
pattern for supply, consumption, delivery of IT services 
(including hardware, software, information, and other shared 
computing resources), and use of the internet. This means that 
access to the IT resources at demand time and based on the 
amount of user demand is delivered to the user in a flexible and 
scalable way through the internet. In other words, cloud 
computing provides vast computing resources based on the 
demand which gains importance via the expansion of Big Data.  
The growth of cloud computing and cloud data storages is the 
main cause of emergence and progress of Big Data. Based on 
this, cloud environment provides a good ground for such 
diverse operations as gathering, storage, management, and 
processing of Big Data. In this environment, one of the 
processing outputs is digital entrepreneurship [6,7].   

IV. STYLING DIGITAL ENTREPRENEURSHIP CHALLENGE AT 
THE AGE OF BIG DATA 

Digital entrepreneurship is applicable at different hardware, 
software, information, and communication levels. There are 
many opportunities available for entrepreneurship across each 
level, and, more interestingly, entrepreneurship at information 
level is much easier and practical than entrepreneurship at 
other areas. For example, in nuclear power station area, due to 
limited application, there are less ideas; while, within the 
information and communication area with noticeable wideness, 
many ideas will be created [8].   

On the one hand, due to the high capacity of data and 
contents generated by a variety of organizations, individuals, 
and equipment, today, we are confronted with a phenomenon 
named “Data Explosion”. On the other hand, the development 
of communicative technologies (e.g., internet technologies) and 
information technologies (e.g., different kinds of electronic 
services) has confronted the world with “Big Data” 
phenomenon [6]. 

According to this, one of the challenges of world’s famous 
brands is generating entrepreneurship based on Big Data. 
Cloud environment, today, helps to form an appropriate ground 

for different operations as gathering, storage, management, and 
processing of Big Data so that the digital entrepreneurship can 
be generated by presenting the proposed platform [4,8].  

V. A SYSTEMIC LOOK AT THE DIGITAL ENTREPRENEURSHIP 
IN THE CLOUD ENVIRONMENT 

The well-known companies across the worlds such as 
Google, Yahoo, IB, and etc. have a systemic view toward 
digital entrepreneurship in cloud environment; that is, they 
contain a platform for digital entrepreneurship which is truly 
well-established and long-standing. Ideas constitute the 
system’s input and entrepreneurship forms its output. On the 
basis of this, digital entrepreneurship platform can be 
constituted of society and different levels, and it should be 
noted that these components are interwoven and continuous. In 
the future technologic world, companies, organizations, and 
states can get come closer, via this platform, to the digital 
entrepreneurship standards at Big Data age and step towards 
the global society for generating digital entrepreneurship. 
Those developing countries without a systemic look at 
entrepreneurship and not using a certain platform were 
confronted with various limitations. The following figure 
presents a systemic look based on the Big Data in a cloud 
environment since cloud is a ground (floor) for different 
operations on the Big Data [9].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

 
Fig. 1.  Systemic look based on the Big Data on digital entrepreneurship in 

cloud environment 

VI. THE PROPOSED PLATFORM 
In this study, a network butterfly platform for developing 

entrepreneurship based on Big Data in the cloud environment 
is presented in the following figure. 
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Fig. 2. Big Data in The Cloud Environment 

The presented platform, in this study, has a butterfly-like 
structure which is composed of two wings: digital revolution 
and internet revolution. Digital revolution moves forward 
based on the Moore Law, i.e., greater power and lower cost. In 
other words, in digital revolution, wire and wireless hardware 
including processors, memories, cables, and satellites should be 
developed with regard to the Moore Law, but the internet 
revolution deals with the development of communicative 
techniques such as Podcast, Webcast, E-mail, Weblog, social 
networks, electronic magazines, digital movies, and so on. 
Innovative revolution includes community knowledge, 
government knowledge, university knowledge, organization 
knowledge, and school knowledge, which leads to the creation 
of Big Data. The headquarter of this platform is made up of 
brainware which is constantly being trained, but the final 
output of the presented platform in the cloud environment leads 
to the creation of digital entrepreneurship. In general, if we 
can, in the digital world based on this platform, develop 
information technology components such as software, 
hardware, and brainware in a parallel manner, we can achieve 
success in the area of generating digital entrepreneurship. 
Differently put, if digital revolution’s wing is large and internet 
revolution’s wing is small, the butterfly will not be able to fly. 
Furthermore, if brainware and/or innovative revolution is not 
developed, the butterfly cannot move the digital revolution and 
internet revolution wings.  

Therefore, if a government, company, or organization 
considers this platform as a base for developing digital 
entrepreneurship, they will make progress in the area of digital 
entrepreneurship production. 

VII. BIG DATA, CLOUD ENVIRONMENT, AND PROPOSED 
PLATFORM 

Based on the proposed platform, the innovative revolution 
includes community knowledge, government knowledge, 
university knowledge, organization knowledge, school 
knowledge, and so on, which ends in the generation of Big 
Data that needs   their own special way of management 

practices due to their vastness and very high capacity. Such 
data are so voluminous and extensive that such operations as 
gathering, storage, management, and processing cannot be 
implemented on them via software and customary data 
management tools. Since processing and storage resources are 
not limited within the cloud environment, cloud environment is 
a good ground for Big Data technologies and proposed 
platform to create digital entrepreneurship [8]. 

All Big Data technologies including data gathering, data 
processing, data searching, and data analysis are applicable in 
the cloud environment. That is why the cloud environment is a 
good infrastructure for using the proposed platform for creating 
digital entrepreneurship. In other words, if the proposed 
platform is utilized in the cloud environment, its components, 
that is, software, hardware, and btrainware will be developed in 
a parallel manner, and we can achieve success in the area of 
digital entrepreneurship production.  

In what follows, by applying reverse engineering, we 
propose several applications for the proposed platform based 
on the Big Data.  By presenting these applications, we come to 
the conclusion that the global community is moving in the 
direction of this platform. In this regard, companies, 
governments, and famous brands should utilize the proposed 
platform due to the presence of Big Data in the cloud 
environment, and users can easily have access to this platform. 

VIII. . REVERSE ENGINEERING AND THE PROPOSED PLATFORM 
Nowadays, the world’s famous brands such as Sony, 

Yahoo, Google, Microsoft, Intel, Oracle, HP, AOL, and Dell, 
and so on working on the software, hardware, and brainware 
industry have been successful in the areas of digital 
entrepreneurship production. The reason for this success is 
using the proposed platform by such companies for developing 
digital entrepreneurship. This platform allows these companies 
to become a brand in the computer industry, receive great value 
within a short time, and create thousands of businesses. For 
instance, Sony Company which has turned to a brand in the 
computer industry, today, produces thousands of products, 
each product produces thousands of businesses, and each 
business creates several thousand creativities and innovations 
[9]. 

IX. . THE PROPOSED PLATFORM BASED ON THE BIG DATA 
Yesterday world was detached and hierarchical, but today 

world and tomorrow world is connected and integrated, which 
has led to the creation of Big Data and production of cloud 
environment. Accordingly, about 15 billion internet 
connections involving various types of mobile devices, cars, 
TVs, and embedded systems along with hundred HegzaByte 
information will be existed on the internet by 2015. Therefore, 
the present era is the era of Big Data and sharing massive 
information on the large networks.  

It is possible that different companies network these 
platforms together. Accordingly, they can apply different 
topologies for creating digital entrepreneurship [4]. 
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X. . THE PROPOSED PLATFORM AND REVERSE ENGINEERING 
Today, Nokia and Microsoft companies, each separately 

uses the proposed platform based on Big Data in cloud 
environment. According to the following figure, it is possible 
that the above companies turn the proposed platform to 
network in the cloud environment and make the bus topology 
the basis for developing digital entrepreneurship. 

 
 

Microsoft NOKIA 

 
Fig. 3. The Cloud Environment (Nokia and Microsoft) 

Within this application, we can also observe that Samsung 
and Microsoft companies use the bus topology of the proposed 
platform for developing digital entrepreneurship.  
 

 
 

Microsoft Samsung 

 
Fig. 4. The Cloud Environment (Samsung and Microsoft) 

Application 3 indicates that today’s proposed platform is 
also applied in such universities as MIT.  

MIT University has networked the platform of several 
companies such as Sapynt, Mavstore, Microsoft, NetRicker, 
Akamay, and Hewlett Packard for implementing MIT OCW 
(free learning resources) project. By using the proposed 
platform in the cloud environment, these companies were able 
to create thousands of businesses across the world. In this 
project, the star topology of the proposed platform was used. 

The needs are recognized through the entrepreneurship, and 
the progress would be made through meeting the needs. That is 
why the industrial countries have made substantial progress in 
the proposed platform components based on Big Data and in 
the cloud environment. Through the proposed platform, these 
countries both have dominated the world’s economy and turn 
to information authority, and they direct the world culture 
toward their own desires. The proposed platform is an 
important factor in the economic growth and development and 
leads to the social benefit through the government, exploitation 
of unexplored opportunities, creation of new manufacturing 
lines, and the maximum use of capacities and capabilities [8,9]. 

XI. CONCLUSION 
The development of communication technologies (internet 

technology) and information technologies (different kinds of 
electronic services) faced the world with “Big Data” 
phenomenon. Moreover, management, control, and processing 
of this pool of data is above the capability of software tools 
over an endurable and expected time. Cloud computing offers 
vast computing and storing resources based on the demand, 
which gains significance via Big Data. The growth of cloud 
computing and cloud data storages is the main cause of 
emergence and progress of Big Data. Accordingly, it can be 
said that cloud computing provides a suitable ground for 
management, storage, and processing of Big Data. In this 
paper, a network butterfly platform in the cloud environment 
makes the well-known world brands gain considerable value 
and create thousand businesses in a very short period of time. 
On the one hand, the main purpose of this platform was to 
exploit such technologies as gathering, processing, searching, 
and visualization of data for extraction, discovery, and access 
to the covert patterns, un-known correlations, and other useful 
information from highly massive data for creating digital 
entrepreneurship. On the other hand, the proposed platform is a 
constant platform leading to employment, improving the 
quality of life, reducing social anxiety, exploiting the 
resources, and activating productivity [6,8]. 
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Abstract: This paper considers the work of a smart 
adaptive control system of thermal mode of furnace firing 
heating and stabilization column, which separated 
hydrocarbon fractions of natural gas. The considered 
control system minimizes fuel gas consumption and 
increases the life of means of automation. 
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I. INTRODUCTION 
In the chemical industry as a raw material 

commonly used natural gases, which, depending on the 
origin are divided into three groups: the pure gas, gas 
condensate and gas-oil. These gases are a mixture of 
hydrocarbons, the composition of which depends on 
the origin of the gas. A mixture mainly composed of 
methane and other heavier hydrocarbons - ethane, 
propane, butane, and others. When using natural gas 
for chemical synthesis purposes requires the separation 
of natural gas fractionation. One way such a separation 
process is distillation-based separation of components 
of the mixture differ in boiling point as a result of 
interaction of countercurrent mixture of vapor and 
liquid mixture [1]. This interaction takes place in the 
stabilization column. The stabilization column is 
loaded feedstock broad fraction of light hydrocarbons 
(RM) and condensate mixture of propane-butane 
(CMPB). The output stabilization column obtained 
hydrocarbon gas containing light fraction and the 
concentrate of pentane-hexane fraction (PHC). Part 
PHC preheated fuel gas in the furnace firing heating 
returns to the stabilization column. For normal 
operation of the stabilization column is necessary to 
strictly maintain therein a predetermined temperature 
range. In this paper, we propose a system of automatic 
control of thermal mode of the process of separation of 
the components of the gas mixture, which provides not 
only the stabilization of the temperature, but also the 
optimization of fuel gas consumption and increase the 
resource of technical means of automation. 

 

II. PROBLEM STATEMENT 
In known control systems of temperature mode 

stabilization column is commonly used control circuit 
controlling the supply of fuel gas for heating 
concentrate PHC entering the column. Consumption 
reflux (CMPB condensate) is controlled by a separate 
independent regulator [2]. In this paper we propose a 
system for regulating a thermal mode of, including a 
control loop CMPB feed. The proposed control system 

operates on the basis of information extracted from the 
temperature sensors located in the stabilization column 
and furnace firing heating, where the measured 
temperature of the furnace and preheated condensate 
PHC. Furthermore, PHC condensate preheating, the 
temperature stabilization process is carried out in a 
column also influence the regulator control valve 
which meters the flow of condensate CMPB, supplied 
to the stabilization column. Since the initial 
hydrocarbon feedstock RM (natural gas liquids) and 
condensate CMPB may have different chemical and 
technological characteristics (the percentage of 
hydrocarbon fractions, temperature, etc.) offered by the 
control system adapts to changes in these parameters. 
In addition to temperature stabilization objectives, the 
proposed control system minimizes fuel gas 
consumption and increases the life of the technical 
means of automation in the system. 

Requirements for thermal control system: 

1. The required level of temperature in the 
stabilization column should be provided fuel gas at 
minimum cost. 

2. Operating temperature furnace firing heating 
regime should ensure its maximum speed, while 
carrying out the limitations of the temperature inside 
the furnace. 

3. The required level of temperature in the 
stabilization column must be provided at the changing 
chemical and technological characteristics of 
hydrocarbons RM and condensate CMPB. 

4. Mechanical actuators, which generally have the 
smallest resource in comparison to other resource 
elements of automation to run in a minimum number of 
switching operation in which the required control 
accuracy is ensured. 

The first and second of these requirements can be 
satisfied by implementing a certain kind of structure of 
the control system, the third - the introduction of the 
system adaptation units, the fourth - in the use of this 
system, modified regulators that need to provide high 
quality control processes in piecewise constant control 
signals. 

 

III. PROPOSED STRUCTURE OF THE OPTIMAL CONTROL 
SYSTEM 

The block diagram of an optimal adaptive control 
system of thermal mode of stabilization column is 
shown in Fig. 1. 
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Fig. 1. Block diagram of smart control system of thermal mode of 
stabilization column and furnace firing heating 

 

Designations: 

SSC – temperature sensor of stabilization column. 

RSC – temperature regulator of stabilization column. 

BDO – block of dynamic optimization. 

SG – temperature sensor of gas output stream. 

SF – temperature sensor of furnace firing heating. 

RG – temperature regulator of gas output stream. 

RF– temperature regulator of furnace firing heating. 

FB1 – functional control unit of regulator RG. 

FB2 – functional control unit of regulator RF. 

Uc – control signal of adjusting valve CMPB. 

Uсs – set point of control signal of adjusting valve 
CMPB. 

Tc – temperature of stabilization column. 

Tcs – set point of temperature of stabilization column. 

Tgs – set point of temperature of gas output stream. 

Tg – temperature of gas output stream. 

Tm – maximum temperature of furnace firing heating. 

Tint – temperature of furnace firing heating. 

Ug – control signal of adaptive regulator RG. 

U – control signal of adaptive regulator RF. 

U1, U2 – output signals of FB1 and FB2. 

Uv – control signal of adjusting valve fuel gas. 

 

IV. OPERATION OF UNITS AND CONTROL SYSTEM OF 
THERMAL MODE OF STABILIZATION COLUMN AS A 

WHOLE 

The primary optimization objective to be pursued 
by the system of automatic control of the furnace firing 
heating and stabilization column is the problem of 
minimizing the consumption of fuel gas, subject to the 
required characteristics of the temperature regime of 
the process. Such a problem can be solved if a 
predetermined level of temperature in the column is 
maintained at a minimum flow of condensate therein 

CMPB. The amount of supply (consumption) CMPB 
condensate is determined by the value of Uс RSC 
controller output. Therefore, the smaller the signal Uс, 
in which the stabilization of Tс on Тcs level occurs, the 
less heat will need to flow PHC produced in the 
combustion of the furnace firing heating. The required 
amount of heat in a stream PHC to stabilize the 
temperature at the level of Тcs which is extracted from 
the furnace firing heating, determined by the level Tgs 
of stabilization of output gas flow temperature. If this 
level is to link a certain way with the minimum 
acceptable value Ucs flow CMPB control valve control 
signal, the task set is to minimize the fuel gas 
consumption will be solved. This connection is 
achieved dynamic optimization unit (BDO). This unit 
is a PI regulator, the entrance of which is the mismatch 
between the specified minimum value of the valve 
control signal supply CMPB Ucs and the current value 
of the signal. The output of the PI controller is the 
setpoint temperature stabilization Tgs. Block diagram PI 
controller with an input filter of the first order is shown 
in fig. 2. 

 
Fig. 2. Block diagram of dynamic optimization block 

 
   Thus, a cascade of stabilization column 

temperature control scheme in which the stabilization 
column temperature Tс is controlled by the cold 
condensate CMPB inner loop with RSC controller. 
Outer loop comprising regulators RG, RF BDO and 
controls the supply of fuel gas to maintain the desired 
temperature Tg of the output gas stream from furnace 
firing heating. Value Ucs is selected so that the control 
loop with RSC controller could quickly offset the 
decrease in the temperature stabilization of the column 
with respect to the value Tcs. The values of kp, ki and T 
- tuning parameters BDO These parameters are chosen 
so that the rate of change of setpoints Tgs was 
significantly lower tempo change temperature Tс and 
Тg. From the transfer function of fig. 2 that, for 
example, when Tg > Tgs, balance Tс = Тcs will be 
achieved with Uс > Ucs. Therefore, from the logic block 
BDO setpoint stabilization temperature Tgs will 
decrease until it becomes the equality Uс = Ucs. Thus, 
the logic of block fig. 2 in conjunction with that shown 
in fig. 1 structure of the control system performs the 
task of minimizing fuel gas consumption. The obtained 
value Tgs is the setpoint for the temperature Tg 
stabilization circuit containing a temperature sensor SG 
and regulator RG. The second important task that 
should be considered to solve the automatic control 
system that is the problem of the protection of the 
furnace firing heating from overheating during 
transients when controlling the temperature Tint. During 
overheating Tint temperature is greater than the 
allowable level of Tm. Eliminate overheating can be the 
introduction of a special control loop containing a 
temperature sensor SF and the regulator RF. 

Joint operation logic circuits SG, SG and SF, RF is 
next. In cases where Tint is much less than Tm, the 
control loop operates with SG, RG, and the output of 
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the regulator RF has a constant minimum possible 
value. In the control valve for regulating the fuel gas in 
this case, the signal passes through a RG functional 
blocks FB2, FB1 and the output signal is constant 
blocks. When the danger of overheating furnaces when 
Tint tends to Tm, RF controller output signal begins to 
grow, it is a warning signal the emergence of a 
dangerous situation. To prevent such danger should 
operate the control valve of fuel gas circuit not SG, 
RG, and on the information about the furnace 
temperature Tint by loop containing SF, RF. With this 
change, the furnace control structure control signal 
from regulator RG does not pass through the block 
FB2, and the output of this block assumes a constant 
value equal to the control signal of the controller when 
switching structure. Note that after changing the 
control structure output of the regulator RG for some 
time continues to grow. In the new control structure, 
the output control signal RF goes through the function 
block FB1 and, together with the constant signal of 
block FB2 controls regulates the fuel gas valve. In this 
case, there is a stabilization of the temperature of the 
furnace at the level of Тm and the gas flow temperature 
Тg with a lower rate of growth continues, seeking to the 
target temperature Тgs. Therefore, at a time controller 
output signal RG begins to decrease, which means that 
the approach to the transition temperature Tg to Tgs. At 
the time of reducing the output signal of regulator RG 
should return to the original management structure, as 
in this case the risk of overheating of the furnace will 
not. When you return to the structure of the function 
block FB1 stores the signal that controls the fuel gas 
regulates valve and to block FB2 and the regulator RG 
is set to zero initial condition. Operation function 
blocks FB1 and FB2 can be represented as: 
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where ti, ti+1, ti+2  - switching time of the control 
structures, Uv(ti), Uv (ti+1) and Uv(ti+2) – stored at 
these times the value of valve control signals, i=1;2; - 
natural numbers. Regulators RSC, RG and RF are 
linear PID controllers implementing the control law 
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where ε(t) – error, kp, ki, kd – tuning parameters. 
To solve the problem of minimizing the number of 
actuators included in these regulators added a 
controlled quantizer fig. 3. 

 
Fig. 3. Block diagram of regulators RSC, RG, RF 

 
In accordance with [3] controlled quantizer (4) 

generates a time-quantized signal uq(t) with persistence 
equal segments uq(t) function, ie 
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The value of quantization ti+1 – ti,= Tq > 0 defines a 
time of constant control signal uq(t). Depending on the 
time Tq position of the working body of the actuator 
will change more or less often, increasing resource in 
any event this mechanism. With a relatively large 
values of Tq position of executive body does not 
change often, which brings in an additional delay of the 
control system and, as a consequence, to a deterioration 
of its dynamic properties. In the case of small values of 
Tq position of executive body changes often has a 
negative impact on the resource of the body. Therefore, 
there is always a trade-off value Tq, in which there are 
relatively high and the dynamic properties of control 
systems and a relatively large share of the actuator. 
From this it follows that the parameter Tq is a function 
of the dynamic characteristics of the process and in 
each case has its optimum value. To solve the problem 
of adaptation linear PID controllers RSC, RG and RF 
complemented block of estimation of parameter 
processes and block of PID settings calculation in 
accordance with the block diagram of fig. 4. The 
challenge of adaptation and automatic settings PID 
decided on the basis of the results obtained in the 
maximum degree of stability control systems, 
published in [4-6]. 

 
Fig. 4. Block diagram of adaptive regulators RSC, RG, RF 

 
Designations: 

xs(t) – set point. 

x(t) – controlled variable. 

;(t) – control error. 

u(t) – control signal. 
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It is assumed that the behavior of the control object 
is approximated with sufficient accuracy, the transfer 
function of the form  

)1()1(
)(

21 


�

pTpT
K

pW n
o  (5) 

where Ko – gain, T1 и T2 – time constants, n – the 
number of inertial units, T2 >> T1.  

Adaptive controllers operate in three different 
modes. In manual mode to manually set the control 
signal u(t), in which there is a desired value of the 
controlled parameter x(t). 

The auto-tuning mode is run mode automatically 
determining tuning parameters of PID control by 
forming an additional step control action ∆st, 

�
�
�

��

�

�
0
0

)(
tuu
tu

tu
stbeg

beg
 (6) 

 which is not more than 5% of the range of 
variation of the control action u u(t). Such effects do 
not adversely affect the process. Parameters of the 
model (5) is estimated [4] keypoint functions x (t) and 
x'(t), where x (t) - the reaction of the object on a 
stepwise control action (6) in the blocks «estimate of 
the derivative x'(t)» and «parameter estimation Ko, n, 
T1, T2». In the block «setting calculation kp, ki and kd » 
in accordance with [5] determined the optimum setting 
kp, ki and kd of PID according to the degree of stability. 
In the adaptive control mode continuously without any 
control actions carried tuning PID parameters. 
Adjustment is carried out in a closed loop with a short 
control pulse impact, which is formed at a certain time 
and summed with the current PID control in 
accordance with [4]. The positive properties of the 
system laid down in setting control problem, provided 
the temperature regulators capabilities RSC, RG and 
the RF, members of the control loops considered a 
thermal mode of control system. 

 

V. SIMULATION OF CONTROL THERMAL MODE OF 
FURNACE FIRING HEATING AND STABILIZATION 

COLUMN 
To investigate the performance of the proposed 

control system was carried out simulations of the 
furnace firing heating and stabilization column. Below 
are the results of the simulation of the proposed control 
system and the traditional linear, in which no 
commutation logic block structures and block 
optimization. Temperature of the stabilization column 
was maintained at level Tcs = 100. The limiting value 
of the furnace temperature taken Tm = 300, the optimal 
value of condensate CMPB regulator output signal is 
received Uсs = 0.1. 

 
Fig. 5. Proposed control system. Temperature of stabilization column 

Tc 

 
Fig. 6. Linear control system. Temperature of stabilization column 

Tc 

 
Fig. 7. Proposed control system. Output signal Uc 

 
Fig. 8. Linear control system. Output signal Uc 
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Fig. 9. Proposed control system. Temperature of furnace Tint 

 
Fig. 10. Linear control system. Temperature of stabilization column 

Tc 
 

From these graphs fig. 5 - fig. 10 should that the 
proposed control system is better than the linear 
system, since furnace temperature in the linear system 
is 750С greater than in proposed system, temperature 
ejecton in a linear system is greater than the proposed 
system and the control signal is greater than optimal by 
65%. Made of approval of the simulation results 
confirm the findings that the proposed system of 
automatic control of thermal mode in the furnace firing 
heating and the stabilization column minimizes fuel gas 
consumption and provide optimal temperature 
conditions in the furnace firing heating. To check the 
efficiency of the controlled quantizer simulated 
operation control loop temperature of stabilization 
column at different values of the quantization time Tq. 

 
Fig. 11. Temperature control process Tc when sampling Tq = 1 sec. 

 
Fig. 12. Temperature control process Tc when sampling Tq = 40 sec. 

From these graphs 11 - fig. 12 that the decrease in 
the number of such inclusions to 40 times without 
changing the control time, changes only the character 
of the transition, in most practical cases is acceptable. 
Thus, the assertion made above about the possibilities 
offered by the system of automatic control of thermal 
conditions in the furnace firing heating and 
stabilization column simulation results are confirmed. 

VI. CONCLUSION 

Proposed control system of thermal mode of 
furnace firing heating and stabilization column 
intended to separate gas hydrocarbon fractions. 

The control system optimizes the stabilization 
column, reducing process gas consumption for heating 
the column. Controlled quantizers used in regulators 
control system to optimize the number of inclusions of 
technical automation devices, increasing thus, the 
system resource. A simulation of the control system, 
which confirms the high quality of the proposed 
control system. 
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Abstract— Integral Equations (IE) are used in many areas 
especially in engineering to solve problems. Fredholm integral 
equations has a wide usage area among integral equations.  There 
are a lot approximated solution methods for Integral equations 
and the quadrature methods is one of them. The main purpose of 
this paper is to develop a computation algorithm for 
approximation solution to the Linear Fredholm Stieltjes Integral 
Equations of Second Kind using the quadrature method, the 
Generalized Trapezoid Method (GTM). A few examples are 
presented at the end to indicate the efficiency and accuracy of the 
developed algorithm. The ready software package Maple is used 
for implementations.  

Index Terms—Linear Fredholm integral equation; generalized 
trapezoid rule; Stieltjes integral equations; linear integral 
equations; quadrature methods; maple. 

I. INTRODUCTION 

Integral equations have been one of the fundamental tools 
in various areas of science such as mathematics, physics, 
biology and engineering etc. [1-4]. Fredholm integral equations 
are the most frequently investigated integral equations and there 
are numerous studies about exact and approximate solutions of 
them. Stieltjes Integral equations are a kind of integral equations 
which has a function as a variable and Fredholm type is one of 
the major class. However, in this paper, Linear Fredholm-
Stieltjes integral equations of the second kind are considered. An 
approximation solution using GTM and computer 
implementation is consider in this work. In the first part, the 
general theory for approximation is given. In the second part, an 
algorithm is developed and computer implementation is done. [5] 

II. PROBLEM STATEMENT 

Linear Fredholm-Stieltjes integral equations of second kind 
can be defined as follows 

( ) ( ) ( ) ( ) ( ) ( )u ,s 1
b

a

x f x k x u s dg sλ= + �  

here a x b≤ ≤ , a t b≤ ≤  , and ( ),x tk -kernel function of 

the integral, ( )u x -unknown function to be find, ( )f x -given 

function, ( )tα -strictly increasing function and Rλ ∈ . If 

( )t tα =  , then it is Linear Fredholm Integral Equations of 

Second Kind [6-7]. 
In this work it is considered in case of ( )t tα ≠ .The 

Approximation solution method quadrature, Generalized 
Trapezium Method, to compute Stieltjes integrals is given in 
[7] and the method will be considered here to solve the 
equation. 

III. APPROXIMATION SOLUTION ALGORITHM  

Let’s consider the equation (1) and define the function 
( )g s  as follows  

[ ]( ) ( ) ( ), ,g s s s s a bϕ ψ= − ∈   (2) 

 Here ( )sϕ  and ( )sψ  are known increasing functions. 
Substituting (2) in (1) yields,  

( ) [ ]( ) ( , ) ( ) ( ) ( ) ( ), ,
b

a

u x K x s u s d s s f x x a bλ ϕ ψ= − + ∈�     (3)

Opening parenthesis we receive, 

[ ]( ) ( , ) ( ) ( ) ( , ) ( ) ( ) ( ), ,
b b

a a

u x K x s u s d s K x s u s d s f x x a bλ ϕ ψ= − + ∈� � (4) 

If we apply generalized trapezoid method given in (14) to (3) 
we get the form  

( ) ( ) ( )[ ] ( ) ( ) ( ) ( )
1 1

1

1( , ) ( , )
2

n

i i i i

i

i iu x K x x u x K x x u x f x E Tg x g xλ
− −

=

−= + + +−� �� ��   (5) 

when the function ( ) ( ) ( )g s s sϕ ψ= −  is written as a 

difference of two functions, equation (5) becomes as 
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( ) ( ) ( )[ ] ( ) ( )[ ]

( ) ( )[ ] ( ) ( )[ ]

( ) ( )

1 1 1

1

1 1 1

1

( , ) ( , )
2

( , ) ( , )
2

n

i i i i i i

i

n

i i i i i i

i

u x K x x u x K x x u x x x

K x x u x K x x u x x x

f x E T

λ
ϕ ϕ

λ
ψ ψ

− − −

=

− − −

=

= + − −

− + − +

+ +

�
�
��
 
�
�
�!

�

�  (6) (3.7) 

Here ( )E T  indicates the error term stem from the generalized 

trapezoid approximation method. If the function ( )u x  is taken 

as approximation solution of the function ( )u x  in (6), then 
the solution is found as 

( ) ( ) ( ) ( ) ( )[ ]

( ) ( ) ( ) ( )[ ] ( )

1 1 1
1

1 1 1
1

( , ) ( , )
2

( , ) ( , )
2

n

i i i i i i
i

n

i i i i i i
i

u x K x x u x K x x u x x x

K x x u x K x x u x x x f x

λ
ϕ ϕ

λ
ψ ψ

− − −
=

− − −
=

= + − −

− + − +

� �� �

� �� �

�

�

  

or in opened and reorganized form  (3.8) 

( ) ( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( ) ( )

0 1 0 1 0 0

1

1 1 1 1
1

1 1

( , )
2

( , ) (7)
2

( , )
2

n

i i i i i i
i

n n n n n n

u x K x x x x x x u x

K x x x x x x u x

K x x x x x x u x f x

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

−

+ − + −
=

− −

� �= − − − +� �

� �+ − − − +� �

� �+ − − − +� �

�
 

is found. Since the equation is satisfied at every quadrature 
point and if ix x= is written in the equation, the value 

( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ) ( )1 1 1 1
1

( , ) ( , )
2

n

i i j j i j j j j j j i
j

u x K x x u x K x x u x x x x x f xλ ϕ ϕ ψ ψ− − − −
=

� �� �= + − − − +� �� ��
 (3.11) 

is found. If it is reorganized, then gets the value  

( ) ( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( ) ( )

0 1 0 1 0 0

1

1 1 1 1
1

1 1

( , )
2

( , )

( , )
2

i i

n

i j j j j j j
j

i n n n n n n i

u x K x x x x x x u x

K x x x x x x u x

K x x x x x x u x f x

λ ϕ ϕ ψ ψ

ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

−

+ − + −
=

− −

� �= − − − +� �

� �+ − − −� �

� �+ − − − +� �

�

     

(3.12) 

Replacing the natural numbers from 0 to n in the last equation 
gives, 

( ) ( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( ) ( )

0 0 0 1 0 1 0 0

1

0 1 1 1 1
1

0 1 1 0

( , )
2

( , )
2

( , )
2

n

j j j j j j
j

n n n n n n

u x K x x x x x x u x

K x x x x x x u x

K x x x x x x u x f x

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

−

+ − + −
=

− −

� �= − − −� �

� �+ − − − +� �

� �+ − − − +� �

�

 

( ) ( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( ) ( )

1 1 0 1 0 1 0 0

1

1 1 1 1 1
1

1 1 1 1

( , )
2

( , )
2

( , )
2

n

j j j j j j
j

n n n n n n

u x K x x x x x x u x

K x x x x x x u x

K x x x x x x u x f x

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

−

+ − + −
=

− −

� �= − − − +� �

� �+ − − − +� �

� �+ − − − +� �

�

(8)

  

(3.13) 
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( ) ( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( ) ( )

1 1 0 1 0 1 0 0

1

1 1 1 1 1
1

1 1 1 1

( , )
2

( , )
2

( , )
2

n n

n

n j j j j j j
j

n n n n n n n n

u x K x x x x x x u x

K x x x x x x u x

K x x x x x x u x f x

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

− −

−

− + − + −
=

− − − −

� �= − − − +� �

� �+ − − − +� �

� �+ − − − +� �

�

 

( ) ( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( ) ( )

0 1 0 1 0 0

1

1 1 1 1
1

1 1

( , )
2

( , )
2

( , )
2

n n

n

n j j j j j j
j

n n n n n n n n

u x K x x x x x x u x

K x x x x x x u x

K x x x x x x u x f x

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

−

+ − + −
=

− −

� �= − − − +� �

� �+ − − − +� �

� �+ − − − +� �

�

 

an algebraic equations system in (n+1) unknown. If ( )iu x is 

taken common parenthesis on the left hand side and ( )if x ’s 
send to the right hand side of the equation and arrange in (8), 
then the expression 

( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( ) ( )

0 0 1 0 1 0 0

1

0 1 1 1 1
1

0 1 1 0

1 ( , )
2

( , )
2

( , )
2

n

j j j j j j
j

n n n n n n

K x x x x x x u x

K x x x x x x u x

K x x x x x x u x f x

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

−

+ − + −
=

− −

" #� �− − − − −$ %� �& '

� �− − − − −� �

� �− − − − =� �

�

 

 
( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( ) ( )

1 0 1 0 1 0 0

1

1 1 1 1 1
1

1 1 1 1

( , )
2

1 ( , )
2

( , )
2

n

j j j j j j
j

n n n n n n

K x x x x x x u x

K x x x x x x u x

K x x x x x x u x f x

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ

−

+ − + −
=

− −

� �− − − − +� �

" #� �+ − − − − −$ %� �& '

� �− − − − =� �

�

.

.

.  
( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( )

0 1 0 1 0 0

1

1 1 1 1
1

( , )
2

( , )
2

n

n

n j j j j j j
j

K x x x x x x u x

K x x x x x x u x

λ ϕ ϕ ψ ψ

λ ϕ ϕ ψ ψ
−

+ − + −
=

� �− − − − −� �

� �− − − − +� ��

 

( ) ( )( ) ( ) ( )( ) ( ) ( )1 11 ( , )
2 n n n n n n n nK x x x x x x u x f xλ ϕ ϕ ψ ψ− −

" #� �+ − − − − =$ %� �& '

 

is found and after some operations and abbreviations the 
expression 

( ) ( )( ) ( ) ( )( )00 0 0 1 0 1 0( , ) ,
2

A K x x x x x xλ ϕ ϕ ψ ψ� �= − − −� �
 

( ) ( )( ) ( ) ( )( )
1

0 0 1 1 1 1
1

( , )
2

n

j j j j j j
j

A K x x x x x xλ ϕ ϕ ψ ψ
−

+ − + −
=

� �= − − −� ��  

( ) ( )( ) ( ) ( )( )0 0 1 1( , )
2n n n n n nA K x x x x x xλ ϕ ϕ ψ ψ− −� �= − − −� �

 

( ) ( )( ) ( ) ( )( )10 1 0 1 0 1 0( , ) ,
2

A K x x x x x xλ ϕ ϕ ψ ψ� �= − − −� �
 

( ) ( )( ) ( ) ( )( )
1

1 1 1 1 1 1
1

( , )
2

n

j j j j j j
j

A K x x x x x xλ ϕ ϕ ψ ψ
−

+ − + −
=

� �= − − −� ��  

( ) ( )( ) ( ) ( )( )1 1 1 1( , )
2n n n n n nA K x x x x x xλ ϕ ϕ ψ ψ− −� �= − − −� �

 

. 

. 

. 

( ) ( ) ( ) ( )( ) ( ) ( )( )0 1 0 1 01 0 1( , ) ,
2n nA K x x x x x xλ ϕ ϕ ψ ψ− −

� �= − − −� �
 

( ) ( ) ( ) ( )( ) ( ) ( )( )
1

1 1 1 11 1
1

( , )
2

n

j j j j jn j n
j

A K x x x x x xλ ϕ ϕ ψ ψ
−

+ − + −− −
=

� �= − − −� ��  

( ) ( ) ( ) ( )( ) ( ) ( )( )1 11 1( , )
2 n n n n nn n nA K x x x x x xλ ϕ ϕ ψ ψ− −− − � �= − − −� �
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( ) ( )( ) ( ) ( )( )0 0 1 0 1 0( , ) ,
2n nA K x x x x x xλ ϕ ϕ ψ ψ� �= − − −� �

 

( ) ( )( ) ( ) ( )( )
1

1 1 1 1
1

( , )
2

n

nj n j j j j j
j

A K x x x x x xλ ϕ ϕ ψ ψ
−

+ − + −
=

� �= − − −� ��  

( ) ( )( ) ( ) ( )( )1 1( , )
2nn n n n n n nA K x x x x x xλ ϕ ϕ ψ ψ− −� �= − − −� �

 

is received. This last system can be written as a matrix 
equations system as follows. 

( )

( )

( ) ( ) ( )( ) ( )

( )

( )
( )

( )
( )

( )
( )

( )
( )

00 01 00 1 0 0

10 11 11 1 1 1

11 0 1 1 1 1 1 1

0 1 1

1

1

(9)
1

1

nn

nn

nn n n n n n n

nn n nnn n n
FUA

A A A A u x f x
A A A A u x f x

f xA A A A u x
f xA A A A u x

−

−

−− − − − − −

−

−" # " # " #$ % $ % $ %−$ % $ % $ %$ % $ % $ %∗ =$ % $ % $ %$ % $ %− $ %$ % $ % $ %$ %$ %− & '& '& '

�

�

� �� � � � �

�

� �����������������������������

 

    

(3.16)

 
Matrix equation system (9) can be written in short form as 
A.U=F (10). The approximation solution of the Linear 
Fredholm-Stieltjes integral equation (1) by finding out the 

unknown ( )iu x ’s in (9) and substituting in (7). 

IV. COMPUTER ALGORITHM AND SAMPLES 

The following figure 1 is the inputs for the developed 
solution algorithm in Maple for the equation.   
 

 

 

 
 1 

 
Fig. 1.Inputs for the developed solution algorithm in Maple 

 
The following figure 2 is the solution algorithm developed 

in Maple software. This is the general algorithm to solve 
equations easily.   

 

 
 

 
 

Fig. 2.Solution algorithm for the general equation  
 

Example 1: Investigate the approximate solution of the Lineer 
Fredholm-Stieltjes �ntegral Equation  

 ( ) ( ) ( ) ( )( )
1

2 2

0

1 1 1 ln 1
4 6

u x x x x x x s u s d s= − − ⋅ + + + +�   

using generalized Trapezoid Method  

Solution 1: Because of the difficulties with hand calculations, 
solution is done for n=4 and the results for other n’s, 
n=4,16,64,256,512 ve 1024 the computer solution algorithm is 
used and the results are shown in table 1. 

Here the inputs are, 

 ,  

, ,  

, ,  

For n=4, b - a
h = = 0.25

4
  

1 2 3 4 5x 0, x 0.25, x 0.50, x 0.75, x 1= = = = =   
Approximation solution of the equation is 

 

0.2027325540 
 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )

2
0 1

2 3

4

2 2

2

0.2673999983+0.6684999960x

0.1091728042+0.5458640210x 0.7917359200+0.593

u x =0.2027325540 u x + u x +

+ u x + u8019400x

0.3466823205+0.3466823205x

x

+ u x

⋅ ⋅

⋅ ⋅

⋅

 

If the system is converted into matrix equation system and 

solve, then the coefficients of ( )iu x  is determined as 

( ) ( )
( ) ( )
( )

0 1

2 3

4

u x = 0.357572869322348, u x = 0.434575488978139,

u x = 0.602470071969703, u x = 0.825115499197490,

u x = 1.08961478408291

 

If the determined coefficients are substituted in the previous 
equation, then the approximation solution is found as 

2 3/21
0.285081208283520 0.101291418539437

6
x x x− − +  

Exact solution, Approximation solution and the determinant of 
the formed matrix are given for the other values of n in the 

Table I.  
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TABLE I.  EXACT, APPROXIMATE SOLUTIONS AND DETERMINANT OF THE 
FORMED MATRIX 

n det(C) �(x)
 

u(x)
 

4 0.2539 
2 1

0.2851 0.1013
6

x x x x− ⋅ − ⋅ +  
2 1

0.3058 0.1289
6

x x x x− ⋅ − ⋅ +  

16 0.2615 
2 1

0.2748 0.1268
6

x x x x− ⋅ − ⋅ +  2 1
0.3058 0.1289

6
x x x x− ⋅ − ⋅ +  

64 0.2621 
2 1

0.2880 0.1287
6

x x x x− ⋅ − ⋅ +  2 1
0.3058 0.1289

6
x x x x− ⋅ − ⋅ +  

256 0.2622 
2 1

0.2965 0.1289
6

x x x x− ⋅ − ⋅ +  2 1
0.3058 0.1289

6
x x x x− ⋅ − ⋅ +  

512 0.2622 
2 1

0.2992 0.1289
6

x x x x− ⋅ − ⋅ +  2 1
0.3058 0.1289

6
x x x x− ⋅ − ⋅ +  

1024 0.2622 120.3011 0.1289
6

x x x x− ⋅ − ⋅ +  2 1
0.3058 0.1289

6
x x x x− ⋅ − ⋅ +  

 
 

 
Fig. 3.Exact and Approximation solution of the equation                                  

in example 1 in the interval [0, 0.20] 

      Exact and approximation solutions of the equation for 
different values of n in example 1 in [0, 0.20]. Here the 
interval is taken very small to see the behavior of the graphs of 
the functions, clearly. Red dashed curve is the graphic of the 
exact solution. The blue one is the graphic of approximation 
solution for n=4 and n=16, 64, 256, 512 and 1024, 
respectively. It can be seen easily from the graphic that the 
graph for N =1024 is very close to the exact solution and also 
seen that the method is very effective to find approximate 
solution.     

 

 
Fig. 4.Exact and Approximation solution of the equation                                  

in example 1 in the interval [0, 1] 

Exact and approximation solutions of the equation in 
example 1 in [0, 1]. Red dashed curve is the graphic of the 
exact solution. The blue one is the approximation solution for 
n=4 and n=16, 64, 256, 512 and 1024, respectively.  

Example 2: Investigate the approximate solution of the Lineer 
Fredholm-Stieltjes �ntegral Equation 

( ) ( ) ( ) ( ) ( )
1

3
2

0

2 2 1
sin

1
x s xu x u s d sx s s x x x

x
+= ⋅ − − −+ +
+�  

using generalized Trapezoid Method. 
Solution 2: The computations is done for n=4 and the results 
for n=4,16,64,256,512, and 1024 are shown in the table. 
Here   

,  

, , ,  

,  
For n=4, b - a

h = = 0.25
4

  

1 2 3 4 5x 0, x 0.25, x 0.50, x 0.75, x 1= = = = =   

The approximation solution is 
 

0 

 

 
 

 
 
 

 
( ) ( ) ( )

( ) ( )

( ) ( )

( ) ( )

1

2

2

2

2

3
2

4

u x = u x +

+ u x +

-0.2164843620 x - 0.2706054525x

0.3090962872 x + 0.1092820404x

0.3749619140 x + 0.2435449072x

0.2126744630 x + 0.2126744630x

+ u x +

+ u x

⋅

⋅

⋅

⋅
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If the system is converted into matrix equation system and 
solve, then ( )iu x  coefficients are found as   

( ) ( )
( ) ( )
( )

0 1

2 3

4

u x = -.500000000000000,u x = -.756685463022728,

u x = -.838733329218575,u x = -.781589585816435,

u x = -.598603115938023

 

Replacing the determined coefficients into the previous 
equation gives the approximation solution 

 

The approximation solutions and determination of the formed 
matrix are shown in the table TABLO II. 

TABLE II.  APPROXIMATION SOLUTIONS AND DETERMINANT OF THE 
FORMED MATRIX  

n det(C) �(x)
 

4 0.8978 ( )2
2

1
0.0516 0.0389 sin

2
xx x x x x

x
+− − ⋅ − − +
+

 

16 0.8863 ( )2
2

1
0.0741 0.0437 sin

2
xx x x x x

x
+− − − − +
+

 

64 0.5644 ( )2
2

1
0.5900 0.2650 sin

2
xx x x x x

x
+− − − − +
+

 

256 0.5648 ( )2
2

1
0.5895 0.2648 sin

2
xx x x x x

x
+− − − − +
+

 

512 0.5648 ( )2
2

1
0.5895 0.2648 sin

2
xx x x x x

x
+− − − − +
+

 

1024 0.5648 ( )2
2

1
0.5894 0.2648 sin

2
xx x x x x

x
+− − − − +
+

 

 
 

 
Fig. 5.Approximation solution of the equation in example 2 in [0, 1] 

 Approximation solutions of the equation in example 
2 are given for different values of n in the interval [0,1]. Here 
to see the behaviors of graphics of the equation the interval is 
taken very small. Since the exact solution is not known, the 

estimation about exact solution can be done by looking 
behaviours of graphics. Here dark red indicates the 
approximation solution for n=4 and for n=16, 64, 256, 512, 
and 1024, respectively. 

 
Fig. 6.Approximation solution of the equation                                            

in example 2 in the interval [0, 10] 

Approximation solutions of the equation in example 
2 are given for different values of n in the interval [0,10]. It is 
clearly seen that how the graph behaviors. It can be seen that 
the solution functions gets closer ans closer when N increases.  

V. CONCLUSION 

In many circumstances, it can be very difficult to find exact 
solution of The Integral Equations and it is required to find the 
approximate solutions. It can be seen through the numerical 
implementations, the proposed method is efficient and accurate 
to estimate the solution of these equations, also, it can be seen 
that when h increases, the absolute errors decrease to small 
values and the approximation solution approaches to the exact 
solution. It is planned, as a future work, to make 
implementation of the efficient proposed method to the other 
kinds of Stieltjes Integral Equations.       
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Abstract— Collecting and storing network traffic of computer 
networks (CNs) is one of the major stages of the monitoring 
process. However, collecting and maintaining full network traffic 
in the modern CNs is a very complex problem. With rising speed 
and scale of the CNs and network traffic size, maybe needed 
petabytes storage a day. There are various methods for network 
data collecting and storing. Their correct choice can significantly 
reduce collected data size and required storage size. The article 
examines the issues of network data collection and storage. 

Index Terms— computer network, monitoring, network traffic, 
network traffic collection, network traffic storage. 

I. INTRODUCTION 
Today, computer networks (CNs), especially the Internet, 

have become a global infrastructure for interactive, secure and 
everywhere accessible services. In order to provide high QoS 
(Quality of Service), effective monitoring infrastructure 
needed. In this case, the most proper method for the 
infrastructure of the CNs monitoring is a passive monitoring 
[1].  Passive monitoring finds the general condition of the CNs 
and safety, as well as the QoS level of provided services, etc. 
For this, it is necessary to constantly collect, store and analyze 
the network traffic, i.e.to constantly carry out the collection, 
storage and analysis of large data scale. However, this is a very 
difficult task, especially when monitoring of large CNs. Since, 
with rising speed and scale of the CNs and network traffic size, 
a day petabytes storage maybe needed. However, to conduct a 
comprehensive analysis of the condition and safety of the CNs, 
it is necessary to make the collection and storage of all traffic 
data. For example, at the СNs security monitoring collecting all 
network packets is needed to detect malicious activity or viral 
attacks (e.g., worms), etc. 

It is known, that while passive monitoring of the CNs the 
large size of monitoring data collected. This leads to the 
problems associated with their storage, which cuts the 
efficiency of the analysis. Therefore, along with the need to 
develop new methods for analyzing large network traffic, the 
real problem is the development of new approaches to collect 
and store large network traffic for the CNs monitoring. Thus, 
reduction of network traffic feature dimension space, which is 
used to monitor the CNs [2] is very important. The article 
examines the issues of network data collection and storage. 

II. NETWORK TRAFFIC COLLECTION METHODS 
Today, available monitoring tools collect different types 

and size of information. At the same time, there are three main 
methods of traffic collection, which have different 
requirements to memory size: all packets’ collection; network 
flow collection; and so-called enhanced flow collection. 

The aim of all packets collection is the collection of all 
network traffic, which is generated by computers and devices 
of the CNs, while each packet header and transmitted 
information, is collected and stored for further analysis. This is 
collected data provides analysts with complete information 
about the traffic, i.e. about packet headers and transmitted 
information. Therefore, this monitoring data collection method 
may be the most multipurpose, since a large size of information 
can be intensively stored and processed [3]. 

Network flow is defined as IP-packets passing through the 
observation point in the network during a certain time interval. 
All packets belonging to a particular flow have a set of 
common properties. Requirements to IP-packet streams are 
defined in RFC 3917 [4] and according to the given definition 
the network stream is a set of streams of network packages for 
which the following conditions are provided: 

� occur during the same time period; 
� have the same source address and port number; 
� have the same destination address and port number; 
� use the same protocol. 
Thus, if not to consider information transferred in packages 

and information of some fields heading of packages and to 
unite some packages then the data size is decreased, which 
leads to the reduction of the required memory for storage of 
flows. However, it leads to the reduction of quality of the 
analysis of network traffic [5]. 

Collection of the expanded flow includes collecting all 
packets and network flow. Thus, information of the packets 
headers or information transferred in packages is added to flow 
information. At the same time, the expanded flow may also 
contain more other information about any external sources, 
such as the geographic location of the source and destination IP 
address. Therefore, in some expanded flow collecting 
solutions, this information is considered as metadata [6]. 

Most of current research in the field of collecting network 
traffic is devoted to the questions of collecting packages in 
high-speed networks with minimum, data loss and to the 
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compression of data after collecting that is to decrease in size. 
For example, in [7, 8] the authors discuss questions of 
transformation of data for their effective storage and processing 
and monitoring in a cloud respectively. In works [9, 10] the 
authors offer approach to applications programming on data 
collection in high-speed networks based on standard hardware. 
And in work [11] for the full analysis of network traffic the 
authors offer a method of aggregation of flows. 

III. NETWORK TRAFFIC STORAGE METHODS 
Other problem of the effective network traffic analysis is a 

storage of collected data which has to be stored long enough 
and reliably, and analytics may use them when needed. At the 
same time, depending on the place and the way of data storage 
the required memory size for storage can be much definitely 
changed. Also, the problems can be arisen connected with the 
administration and service, etc. However, data can be stored 
locally in the organization, in a cloud or other external storage, 
and various ways of data storing can be used, such as: files 
(e.g., logs); database, and their combinations. Each of these 
methods has its own aspects. 

Usually, in most organizations CNs collects network traffic 
at several points. Therefore, it is very important to choose the 
place of the physical place of collected data.. For example, the 
centralized storage of all collected data in one place can 
simplify the management and analysis of data, but it requires a 
data transfer to the center, resulting in inefficient use of 
bandwidth network transmission channels. And this way of 
storage is impractical in terms of data security, since the 
unauthorized removal of data can occur when compromising 
storage. An alternative to the centralized data storage is the 
distributed data storage, but in this approach is complicated the 
process of data analysis, as well as administration and 
maintenance. One of distributed data storage types is cloud 
storage [12, 13], which can also implement data collection. 

Most network traffic collecting tools record the obtained 
data in the files (log files) and usually have their own file 
formats. It is very important to know the format of the stored 
file to easily arrange the transfer of data between data 
collection and analysis applications, as the majority of them 
support certain file formats. However, there are some common 
formats (e.g., pcap), which are supported by most data 
collection and analysis applications. Thus, the format of the file 
may define the necessary size for file storage. Despite the fact 
that differences between the formats in small data are 
insignificant, but in large size data the choice of this or that 
format is essential. The reduction of memory size required to 
store the data can also be achieved by data compression, which 
can make the data storage and analysis more efficient. An 
efficient compression algorithm can not only cut the required 
disk space for data storage, but also reduce the time required to 
retrieve data from the disc. For example, lzo1x data 
compression algorithm can reduce the size of the records to 
about 50% [14]. 

Some data collection tools for storage data can use the 
database. Applications that support only files, can store it’s 
own database or using data mining application and the analyst 

can do it manually. However, when using a database to store 
network traffic, it is necessary to consider the expected size 
and the number of records and database properties limiting 
total size of the database and record size, etc. Considering that 
relational databases aren't scaled as at data storage in the form 
of files, then NoSQL databases, such as Hadoop may be used 
to solve of the scalability problem [15]. 

IV. CONCLUSION 
Today, network traffic monitoring of the CNs is one of the 

main tools to ensure their proper operation and safety, and data 
collection and storage is the basis of monitoring. For complete 
information on the activities of the CNs the constant and 
complete collection and storage of network traffic is needed, 
which allows prompt and effective response to refusals and 
security incidents. However, this needs a constant collection 
and storage of large size of monitoring data that may need 
excessive storage size which reduces the effectiveness of the 
analysis of the collected data. Another reason for the problem 
of collecting and storing large size of network traffic, in our 
opinion, is improper choice of proper data collection and 
storage methods. 

The article analyzes the existing methods for collection and 
storage of network traffic, as well as problems existing in this 
field. As a result of the analysis we can say that collection of 
the network flow or enhanced flow requires much less memory 
for storage. This analysis can help CNs administrators to select 
the desired method according to the monitoring task. 
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Abstract--Problems of new generation networks (NG-) 
performance analysis is considered. The main Quality of Service 
indicators for NGnetworks are introduced and their models are 
constructed. The problem of NGN performance optimization 
under constraints on set values of QoS is formulated, its model 
constructed. The algorithms for NG networks performance 
analysis and optimization are developed. The experimental 
investigations of suggested algorithms were carried out. 
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I. INTRODUCTION 
In recent years, due to a sharp increase in the volume of 

the traffic in the global computer networks and the increasing 
demands on the quality of information transfer new generation 
of computer networks (NGN) appeared and is implemented, in 
particular computer networks with MPLS technology [1]. 
Distinctive features of these networks are: 1) the high data 
transfer rate; 2) the introduction of various classes of flows 
(users); 3) introduction of quality of service (QoS), namely, 
the average delay in the delivery of packets and a packets loss 
ratio. 

The emergence of a new generation networks put on the 
agenda demand for the development of appropriate models 
and methods of performance analysis and optimization of 
networks based on QoS indicators. These methods are used in 
the optimal (rational) design of NGN networks. 

The aim of this work is to develop and investigate models 
and methods for analysis and optimization of next-generation 
networks. 

 

II. ANALYTICAL MODELS FOR QOS ESTIMATION IN NGN 
To solve the problems of the analysis and optimization of 

MPLS network using Quality of Service (QoS) indicators 
must first be developed analytical models for assessing the 
quality indices for different classes of service, depending on 
the intensity of the input flows, channel capacities, flows 
distribution (FD) over communication channels. Earlier in [2] 
the dependence of average packet delay of two priority classes 
in ATM networks on the intensity of the incoming flows and 
bandwidth of communication channels were obtained. 

Generalize these models of QoS for arbitrary number of 
priorities.  

Let it be one channel in which N classes of flows are 
transmitted with priorities iP . Denote flow with priority i in 

channel ),( sr as i
rsf , channel capacity - rs" . For 

convenience set priorities in such order: 

0 1 ... Np p p% % % . 
For obtaining analytical models for average delay of 

packets of k -th priority introduce the following assumptions: 
1.  Input flows in node of all classes are Poisson with 

intensity )(k
ijh . 

2.  Service time in channels ),( sr is distributed by 

exponential law with parameter intensity rs"  (Mbit/s), where

rs" is a capacity of the channel ),( sr . 
3.  Service time of a packet in different channels  are 

statistically independent  random variables.  
Under such assumptions using queue theory write down 

the expression for delay in the channel ),( sr for flows of 
different priorities (classes) [2]:  
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Let be given demand matrix for flow transmission of the l-

th priority l
l ijH h� . Using these expressions in [5] the 

final expression was obtained for average delay of k -th 
priority flow in a network: 
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1 1

)()( is total intensity of input flow of the 

k - th priority (class); 
)(i

rsf is the flow of i-th priority in the channel ),( sr . 
But the drawback of this expression is that it doesn’t take 

into account the delays in routers connected with input packets 
processing and their switching. Therefore, generalize this 
expression at the general case. 

Let input flows in routers (so-called LSRi [1]) be Poisson 
with intensity { rs/ }, and its intensity of service in LSRi be 

i" .  
Let’s assume that a node- LSRi is described by model 

М/М/n/1, where n is a number of input flows. 
In [5] the following expression was obtained for average 

delay in MPLS network for the flow of the k -th class priority 
taking into account delays in all the routers: 
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Now obtain the expression for packets loss probability of 
different classes. 

The probability of packets loss of the k -th class (priority) 
is equal to the probability of the state when all the virtual 
channels allotted for k -th class of flow in the channel < =sr,
are occupied [2]: 
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where" is capacity of the base channel, e.g., 

s
Mbit048.21 �" ; kn is a number of channels in the link( sr, ) 

allotted for transmission of the k -th flow; kN   is a buffer 

size in LSR assigned for queue of k -th class of packets; 0P is 
a normalizing multiplier. 

Then the loss ratio of the- k -th class of packets will be 
equal to: 

< =)(
),.(

),(
11 k

srпот
Esr

k PPLR П ���
� ,   (6) 

Consider the general statement of flows distribution (FD) 
problem with the constraint on the average delay and packets 
loss ratio (PLR) which differs from known one [3] by  account 
of  QoS indicator PLR. 

Let be given NGN network as a graph < =EXG , , 

where S TjxX �
 
is a set of nodes ( routers), S T),( srE   is 

a set of channels, capacities of channels are given S Trs" and 
matrices of demands for transmission  of all the classes of 

flows )()( khkH ij� nji ,1, � , where )(khij is an intensity 

of information flow to be transmitted from node ix to node

jx  (Kbit/s). 

It’s demanded to find such transmission routes and flows 
distribution for all the classes A B)()( kfkF rs� , under which 
the following constraints on average packets delay 

                            задkkср TT ,, � ,                              (7) 

and constraint on the packets loss ratio will be fulfilled 
задkk PLRPLR ,�               (8) 

 

III. THE ALGORITHM OF GENERALIZED FD PROBLEM SOLUTION 
The suggested algorithm is based on several properties of 

optimal flow formulated below. 
Statement 1. The optimal flow which minimizes the 

average packets delay  T ср is a flow transmited over the 
shortest paths  with conditional metrics [2] 
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FT
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Statement 2. As it follows from formula (3) the 
distribution of flows of lower priority doesn’t influence the 
average delay of higher priorities flows. This enables to 
construct an algorithm of flows distribution (FD) in which the 
distribution is performed sequentially: first find Fd for the 
flow of the highest priority, then find optimal FD for second 
priority flow using the channels bandwidth left after 
transmission of the first flow and so on.  

The algorithm consists of K stages ( by number of classes 
of service) at each of which the distribution of k-th class of 
flow is determined )(kF using constraints (8) and (9). 

1 Stage 
0 step. Initialize 0)0(1 �F ; 0)0(1 �H . 

This stage consists of )1(2 2 �� nnCn iterations at each 

of which flow distribution from next demand ijh  is searched, 

nji ,1, � , ji � . 
1 1–st iteration 

1. Find the initial conditional metrics: 

)1(
1
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where A B1;0�/ . 
As an initial value of/ it’s possible to take 5,0�/ . 
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2. Determine the shortest paths in the chosen metrics between 

all the nodes - )1(min
ijg . 

3. Choose the first demand in matrix 1
1 ijhH � , for 

example
11 jih .  Find the shortest path min

11 jig and distribute 

flow from the demand
11 jih and find the initial flows 

distribution: 
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End of the first iteration. Go to the second iteration. 
 

r -th iteration 
Let  )1( �r   iteration be executed, flows of the first )1( �r

demands  )1()1( �rfrs  are found. 
1. Determine the conditional metrics: 
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2. Choose the next demand
rr jih from matrix )1(H and find the 

shortest path min
rr jig in the metrics )()1( rlrs . 

Distribute the flow from demand
rr jih over the path

min
rr jig and find the new flow )(1 rF : 
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where < =S Tmin;min
rrrrrr jiрезji

a
ji Qhh g�  -is a portion of 

demand
rr jih which is transmitted by the path 

min
rr jig .  

End of r -th iteration. 
The rest of iterations of the first stage are fulfilled 

similarly up to the full exhausting of demands in matrix 
)1(H . Denote the obtained flow A B)1(

1 rsfF � . 
Check up the fulfillment of the following constraints: 

задср TFT ,11)( � ,  (11) 

задPLRFPLR ,11)( � . (12) 

If the constraints (11) and (12) are fulfilled then end of the 
first stage and go to the next stage 2. Otherwise, perform the 
additional optimization of the flow 1F .  

If after this step at least one of the constraints (11), (12) 
won’t be fulfilled, then this problem is unsolvable  at the given 
channels capacities. 

 
K stage 

Let 1�k  stages were performed and flows distribution 
from the first )1( �k demands 

A B)1(
121 ,...,, �

� � k
rsk fFFF  were found. Find the 

distribution of the k -th class of flows. The stage consists of 
)1( �nn iterations like the first stage. 

1. Take the first demand 
11 jih  out of matrix k

ijk hH � . 

Find the shortest path in the metrics (9) min)(
11

k
jig . 

2. Determine the capacity reserve of the path min)(
11

k
jig :  
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and calculate new flow value: 
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End of the first iteration. 
The following iterations are performed similarly for the 

rest of demands in matrix  )()( khkH ij� nji ,1, � . 

In result obtain flows distribution of the k-th class 
A B)()( kfkF rs� . 

Check the fulfillment of the constraints: 

задkср TkFT ,))(( � ,  (13) 

задkPLRkFPLR ,))(( � . (14) 

If both constraints are fulfilled then STOP, the end of 
algorithm. 

In case if задkср TkFT ,))(( % then the corresponding FD 
problem is unsolvable under given channels capacities and 
requirements on given values of QoS  Tkзад. 
 

IV. PROBLEM OF OPTIMAL CAPACITIES CHOICE AND FLOWS 
DISTRIBUTION 

For ensuring of transmission of all the input flows with 
given values QoS under arbitrary demand matrices it’s 
necessary to solve combined problem of traffic engineering in 
which the optimal channels capacities and flows distributions 
of all classes should be found simultaneously. 

Problem statement. 
Let MPLS network structure be given as an oriented graph

),( EXG � , where S TjxX � nj ,1�  is a set of nodes 

(routers), S T),( srE � is a set of channels,  set of channels 
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capacities S TkdddD ,...,, 21� and their costs of unit length

S TkcccC ,...,, 21�  are also given. 
Let it also be given demand matrices of input flows of 

corresponding classes )(k
ijhH � , nji ,, 1� , Kk ,1� and 

constraints on average packets delay for the k-th flow kсрТ , , 

KKk ]� 1
, and the constraint on packets loss ratio for 

different classes of flows are established. 
It’s required to choose such channels capacitiesS T)(0

rs" and 
to find the flows distributions of all the classes

A B)()( kfkF rs�  for which total cost of NG network would be 
minimal and the established constraints on given values of 
QoS be fulfilled completely. Mathematical model  of this 
problem is following: 

Find 

�
�

F "�
Esr

rsrsCC
),(

)(min ,   (15) 

under constraints 

kзадrsкср TkFT ,, )),(( �" Kk ,1� ,  (16) 

задkk PLRFPLR ,)( � .   (17) 

Describe the algorithm of solution the problem of 
capacities choice and flows distribution (CCFD) for NGN 
network. It consists of preliminary stage and finite number of 
iterations. 

At the preliminary stage find initial channels capacities
S T)(0rs" and flows distributions of all classes )(kF  Then go 
to the first iteration. 

( l +1) iteration 
Let l iterations be already performed and current 

capacitiesS T)(lrs" , flows distributions A B)()( )( lflF k
rsk �   and 

total network cost )(lCF
 were found. 

The goal of iteration (l+1) is the optimization of channels 
capacities and flows distribution by criterion of total cost 
minimization Fс  and check of optimality condition. 

1. For given values of capacities )(lrs" solve the problem 
FD and find new flows distributions of all classes: 

A B)()( )(
)( 11 
�
 lflF k

rsk Kk ,1� . 

2. For new flows )()( 1
lF k  
solve the problem of optimal 

capacities choice (CC) [5] and find new channels capacities 
S T)( 1
" lrs and total network cost 

�
�

F 
"�

Esr

rsr lClC
),(

)()( 11 0
. 

3. Compare: if ;�
� FF )()( 1lClC , 

where; is given accuracy, then end of the algorithm.  
Found capacitiesS T)( 1
" lrs and flows distribution of all 

classes )( 1
lFk
are optimal, otherwise put 1
� ll and go to 

the next iteration. 

V.  EXPERIMENTAL INVESTIGATIONS OF SUGGESTED 
ALGORITHMS 

For experimental investigation of suggested algorithms FD 
and CCFD the corresponding software products were 
developed which were included in software modeling complex 
NGN NETBUILDER. 

All the experiments were performed at the global MPLS 
network in Ukraine which consists of 15 nodes, 19 channels 
and 3 classes of flows. 

In experiments demand matrices H( k )were varied by 
multiplying its components on the corresponding coefficient 
k . 

The first experiment consisted in varying of coefficient 1k  
for the first class of flow. This flow has the highest priority 0. 
The results of experiment are presented in the table 1. 

 
TABLE 1. AVERAGE DELAY FOR CLASS 1 FLOW VERSUS 

INTENSITY OF INPUT FLOW 

Coefficient 1k  
Average delay 
for class_1, sec. 

10 0,0002667 
20 0,0006484 
30 0,0012629 
40 0,0023985 
50 0,0068935 
54 0,023741 
55 0,0831388 

TABLE 2. AVERAGE DELAY FOR FLOWS OF CLASS 2 AND CLASS 3 

Coefficient 2k  Average delay 
(class_2, sec) 

Average delay 
 (class_3, sec) 

0,4 0,0002933 0,001187 
0,5 0,0003697 0,003468 
0,52 0,0003888 0,0058 
0,53 0,0003982 0,009874 
0,535 0,0004029 0,016674 
0,54 0,000407 0,152685 
0,5401 0,0004071 0,198146 
0,5402 0,0004072 0,285892 
0,5403 0,0004073 0,527018 
0,54035 0,0004073 0,929201 
0,540354 0,0004073 0,990247 
 

The next experiment consisted in varying traffic coefficient 

2k for demands of flow class 2. This class has priority 1 and it 
is distributed in the capacity band left after distribution of flow 
class1. The results of experiment are presented in  the Table 2. 

In the next experiments the influence of routers 
productivity on the total average delay of flows class 1 and 2 
was explored. 

The corresponding results are presented in the Fig. 1. 
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Fig.1. The average flows delay versus intensity of service 

(productivity) of routers 

As it was expected the with the increase of routers 
productivity the total delay of packets of different classes falls 
down.  

Further the comparison of the suggested CCFD algorithm 
and algorithm CCFD for ATM networks suggested in [3] was 
carried out. Initial data were the same, coefficient of traffic k 
was varied. 

The experiments were performed at the same NGN 
network, number of flow classes was equal k =3. During the 
experiments were given matrices )(кH and constraints on 
average delays 

1,срT , 
2,срT  were introduced and intensity of 

input flows varied. The initial demand matrices were 
multiplied by coefficient k, 2.0] - [0,5�k . The experimental 
results -  total network cost dependence on total intensity of 
input flows )(kfС �F for both methods is presented in the 
Fig. 2. 

 

Fig.2. Network cost versus total intensity of input flow 

The analysis of obtained results shows of advantages of the 
suggested method CCFD over known one developed for ATM 
network [3]. The cut in network cost for the suggested 
algorithm increases with the growth of intensity of input flow 
and attain 10 ÷ 11 % of total network cost. 

VI. CONCLUSION 
1. In the paper problems of analysis and optimization of 

NGN networks are considered and investigated. The problem 
of different classes flows distribution under constraints on 
quality of service (QoS) indicators was formulated. 

2. New algorithm FD of its solution was suggested 
which differs from known by accounting of delays in routers 
and distribution of flows by two QoS criteria- -average 
packets delay and packets loss ratio.  

3. The combined problem of optimal channels 
capacities choice and flows distribution for NGN networks 
was considered and corresponding algorithm of its solution 
was suggested. 

4. The experimental investigation of the suggested 
algorithms were carried out and comparison with known 
algorithm was performed. 
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Abstract— Information security plays an extremely important 
role in e-services, as the e-services are vulnerable to various kinds 
of security and privacy threats on the Internet. The paper 
presents a formal model of e-services considering four different 
abstraction levels: application, middleware, operating system and 
network. Various security threats to e-services and security 
services to prevent these threats are described. The security level 
of e-services is determined by the weighted sum of security 
ratings of individual security services. 

Index Terms—e-government, e-services, information security, 
security services, security assessment.  

I. INTRODUCTION 
Electronic services (e-services) become generally accepted 

method of government or private sector services across Internet 
to wide range of users. It is known that one of the main 
problems of Internet is information security, and so 
information security is becoming a key factor in the providing 
of e-services [1]. 

E-services (and other distributed systems) are more 
vulnerable to various threats on the Internet than other systems 
because of their high heterogeneity, dynamic nature, 
decentralized management, remote access of users, spreading 
across multiple administrative domains with different security 
policies, use of local and global operations, etc. Modern e-
services are characterized using a large volume of sensitive 
information that needs to be protected (personal data, billing 
information, health-related data etc.). Ensuring information 
security in such systems is not a trivial task and is essential for 
wide public acceptance of electronic services [2, 3]. 

The two main application fields of e-services are e-business 
(e-commerce) and e-government. Depending upon the types of 
interacting participants e-services can be classified into five 
classes [4]: G2C (Government to Citizens); G2G (Government 
to Government); G2B (Government to Business); B2C 
(Business to Consumer); B2B (Business to Business); C2C 
(Consumer to Consumer) e-services. 

Ensuring information security of e-government services has 
its own specific requirements. Governmental organizations 
play a dual role � they are providers of e-services; at the same 
time they act as a consumer of e-services, by accessing the 
information of other governmental agencies. Other users of e-
government services are commercial organizations and 
individuals. 

Information security systems of e-services use an extensive 
set of security mechanisms: firewalls, user identification and 
authentication tools, intrusion detection and prevention 
systems, anti-virus tools, as well as organizational measures. 
However, assessment of the level of security provided by these 
measures is a very difficult task. Providers and users of an e-
service are constantly interested in the question: how secure (or 
not secure) is the e-service at the moment? For this reason, 
methods for modeling and quantifying the security of e-
services are required [5]. 

The paper proposes an assessment model for the security of 
e-services. One approach to information security evaluation is 
to assess compliance of information security ensuring 
processes with information security requirements. Information 
security requirements describe what should be done to 
guarantee the security of a system. These requirements can be 
determined from the best practices, standards, and regulations. 
The basis for this is the analysis of information security risks. 
Of course, it is impossible to compile a complete list of 
security requirements. Some e-services have their own specific 
security requirements (eg, PCI DSS for e-commerce, HIPPA 
for e-health services). Despite these comments, we are 
convinced that it is possible to identify some core security 
services common to all e-services (similar to X.800 
recommendations) and create for them appropriate security 
requirements. 

The paper is organized as follows. Section 2 presents brief 
review of related works. In Section 3, modified client-server 
architecture for e-services is proposed. Various security threats 
to e-services and security services to prevent these threats are 
described in section 4 and 5, respectively. E-service security 
assessment model is described in Section 6. 

II. RELATED WORKS 
In the past two decades, e-services security issues attracted 

some attention of researchers. [6-11]. The first survey of 
security issues in e-services appeared in 2000 [4]. This work 
introduced a classification framework of e-services, and 
proposed a model for analysis of security requirements in the e-
services applications.  

The problem of ensuring strong security when using e- 
government services was underlined in early 2000s, and [6] 
analyzes the last decade developments and implementations in 
this field, and summarizes topical security challenges for 
government e-services. 
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[7] proposes a multi-layered security architecture for e-
government web sites based on the data access patterns, and 
evaluates the current security level of selected Jordanian e-
government web sites. The author analyzes possible problems 
that face the expansions of e-government services and makes 
some recommendations on solving these problems.  

A secure access to e-government systems is essential for 
security and trust in the e-government services. [8] studies the 
implementation of secure electronic identification (eID) used 
for access to e-government services in one medium sized 
Swedish municipality school. The paper also highlights the 
argument that secure eID systems are basis for the increased 
use of e-services and lead to greater legitimacy of the e-
government services. 

Web services are widely used as a "linking bridge" between 
e-services and their consumers [9]. They exchange large 
amounts of data more efficiently and cheaper than other 
technologies between applications running in different 
platforms. As a result, fast, convenient and productive 
communication is established between the providers and 
consumers. [10] proposes a model for studying transaction 
behavior of web services and analyzing the underlying 
transaction protocols and verifying their security properties. 

[11] developed a “comprehensive framework” for 
integrating technical and organizational security services into 
“e-Government maturity models (eGMMs)”. The framework 
integrates information security maturity model stages into 
eGMM. The integral model provides an approach by which 
governmental organizations can provide secure e- services. 

Security requirements for e-services can be defined in the 
security policy by the service provider. However, the service 
customer may have specific security requirements, which are 
not reflected in this policy. In [12] the concept of security 
policy personalization to the requirements of individual 
consumer of e-services was introduced. 

Assessment of information security is usually related to risk 
assessment, but it is hard to determine information security 
risks accurately. Moreover, information security ensuring 
activities cover broad issues and it is not correct to confine its 
assessment with risk assessment solely. 

The scientific research and practical initiatives on 
information security assessment are intensified since 2000. The 
corresponding scientific-research and practical activity trends 
are defined as information security metrics [13]. In recent 
years, several research papers are written on information 
security metrics and measurement models. R.Savola suggests 
taxonomy for the security metrics [14]. Heyman and co-authors 
suggest using the notion of security patterns for the 
interpretation of information metrics and the outcomes of those 
[15]. In his acclaimed book [16], Andrew Jaquith introduces 
interesting ideas regarding the productivity of activities. The 
authors [17] analyze the characters of risk as a security metrics, 
and as alternative metrics, suggest the metrics based on 
compliance to criteria, detection of interventions, policy and 
incident. 

Several national and international standards are developed 
on information security metrics. NIST SP 800-55 – the 

principles on security metrics for information systems, NIST 
SP 800-80 – the principles for development of performance 
productivity metrics for information security, ISO/IEC 21827 – 
maturity model of the potential for security engineering of the 
systems and above mentioned ISO 27004 standard can be 
mentioned. 

III. E-SERVICE MODEL 
Many definitions can be found in the literature for “e-

service”. In the broadest sense, e-service can be thought as the 
provision of any kind of services over electronic networks such 
as the Internet [4]. A more specific definition of e-service can 
be found in [18] as: “Internet-based applications that fulfill 
service needs by seamlessly bringing together distributed, 
specialized resources to enable complex, (often real-time) 
transactions.” 

E-services consist of three main components: the service 

provider, service customer and service delivery channel. Based 
on these components, e-services model can be built from three 
basic parts: the service provider’s system, the service 
customer’s system, and the communication network. E-
services are distributed systems and can be viewed as a client-
server architecture. In [5] a client-server architecture for e-
services was proposed. Here, we modify this model by 
introducing a middleware layer between application and 
operating system layers. Our proposal is motivated by the need 
to take into account specific security requirements for various 
classes of e-service. In addition, the security mechanisms in 
distributed systems are often placed in a middleware layer. The 
operating system serves as a platform for deploying 
middleware and for running applications. The layered model is 
shown in figure 1. 

Within the client-server architecture, the client application 
on the customer’s system communicates with the server 
application on the provider's system. Each application runs on 
top of their respective middleware layer. Data is stored and 
used by applications using the mechanisms provided by the 
operating system. Data messages are exchanged between 
customer and provider applications using the facilities provided 
by operating systems. Operating systems transmit the message 
to another system via the network. At the other end, a message 
is sent back up through the layers to the destination application. 
It is possible to refine this model adding other layers and sub-
layers, however, the proposed level of abstraction is sufficient 
for our purposes. 

Network 

Fig. 1. The client-server model for e-service 
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IV. E-SERVICE SECURITY THREATS 
This section briefly discusses general definitions for 

information security risks, threats and vulnerabilities in e-
service systems. 

According to ISO/IEC 27005:2011 standard [19], 
information security risk refers to “the potential that a given 
threat will exploit vulnerabilities” of an e-service, and cause 
harm to the provider or consumer of the e service. Information 
security risks could be measured in terms of a combination of 
the probability and consequence of a risk. 

Information security threats refer to any possible actions, or 
events that may lead to violations of information security 
policy. Threats exploit vulnerabilities within e-service systems. 
Types of information security threats are very diverse and have 
a variety of classifications. 

Information security vulnerability refers to flaws or 
weaknesses in the design or implementation of the e-service, 
including security measures that may be intentionally or 
unintentionally used to provide adverse effects on the 
information assets of the e-service or its operations.  

A e-service, like all information systems, is subject to 
different types of security risks. We consider the following set 
of security risks for e-services: 

Disclosure – release of information to a party, who does 
not have access rights to it; 

Unauthorized access – access to e-services and 
information resources, by a person who does not have access 
rights to them; 

Modification – unauthorized changes to the content of the 
information, or unauthorized modification of sequence or route 
of messages; 

Misuse – use of e-service or related resources in a way that 
was not intended; 

Abuse – abusive use of e-service or related resources by 
legitimate users [5]; 

Fraud – “misrepresentation of identity or intention in using 
the provided service” [5]; 

Repudiation – denial by legitimate users that they have 
used the service; 

Denial of Service – legitimate users cannot get access to 
the provided service or the access is difficult. 

Various security services are available, which can be used 
to counteract the aforementioned threats to information 
security of e-services.  

V. E-SERVICE SECURITY SERVICES 
ITU-T X.800 Recommendations “Security Architecture for 

OSI” defines a security service as [20]: “a service that is 
provided by a protocol layer of communicating open systems 
and that ensures adequate security of the systems or of data 
transfers”. X.800 classifies security services into five 
categories: authentication, access control, data integrity, data 
confidentiality, and non-repudiation [20].  

A more general definition is given in RFC 2828 [20]: “a 
processing or communication service that is provided by a 
system to give a specific kind of protection to system 
resources.” Security policy requirements are implemented by 

security services, in its turn, security services are implemented 
using one or more security mechanisms. 

Authorisation or access control service provides 
protection against unauthorized use of e-services and resources. 
In deciding whether to grant or refuse the requested access this 
service may use access control lists, access tickets, passwords 
or other authentication information.     

Authentication service verifies authenticity of 
communicating parties and data origin. Authentication can be 
one-way (usually the client proves its identity to a server) and 
mutual. An authentication service may use a simple 
authentication mechanism such as user passwords. Currently, 
commonly accepted approaches to strong authentication are 
based on the Kerberos system or directory services with X.509 
certificates [4].  

Accountability service provides evidence of who did what, 
and when.    

Availability service ensures that the service is available at 
all times that is needed. 

Confidentiality service protects against the unauthorized 
disclosure of information: allows access to sensitive data only 
users with the appropriate access rights, and prevents 
unauthorized disclosure of information to users who does not 
such rights. Usually, the confidentiality of information is 
ensured by encryption.   

Integrity service prevents deliberate or accidental 
unauthorized changes to data. To ensure the integrity the 
system must detect unauthorized modification of data. The 
service employs cryptographic hash functions, and message 
authentication codes to counteract integrity violation threats. 

Non-repudiation service provides proof of origin and 
proof of delivery of message. An assurance is provided by a 
trusted third party, which has enough information to its 
assurances could be trusted. Typically, non-repudiation 
mechanism relies on digital signatures. 

Auditing service provides logging of events, which affect 
the security of e-services, and provides an analysis of 
accumulated data in order to detect attempts to violate the 
information security. A complete list of events to be analyzed 
is determined by the security policy. With the active audit 
suspicious actions are monitored in real time. 

VI. E-SERVICE SECURITY ASSESSMENT MODEL 
Security assessment is carried out in two stages: 
1. Evaluation of the security provided by a particular 

security service in the e-service. 
2. Evaluation of the security of e-services in general. 
At the first stage security rating of a particular security 

service is evaluated. Ranking of security service, depending on 
the security level that it is capable of is defined. 

Assume that the information security requirements of e-
services are grouped into m directions (security services). For 
each i-th security service, partial information security 
indicators are defined. They are presented in the form of 
questions, answers to which make it possible to determine the 
assessment Mij, i=1,..,m, j=1,…,n. These indicators allow 
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forming the assessment of Si group indicators (security rating 
of a particular security service). 

Assessment of a partial information security indicator is 
performed on the following scale: 

0 – requirements are not met; 
0.25 – requirements are met in an insignificant scope; 
0.5 – requirements are met in a modest scope; 
0.75 – requirements are almost fully met; 
1 – requirements are fully met.  
Group indicators Si, i=1,..,m are formed by averaging the 

partial indicators assuming that they are of equal importance 
(weight): 

�
�

�
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j
ij

i
i M

n
S

1

,1  

where Mij – jth partial indicator of the ith security service; ni – 
number of all partial indicators of the ith security service. 

When partial indicators are of various importance then 
group indicators are calculated as follows: 

�
�

�
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j
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where *ij – importance coefficient (weight) of the jth partial 
indicator of the ith security service. 

The current level of information security of e-service (SL) 
is determined by the weakest link rule: 

).(min ii
SSL �  
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Abstract— Online marketing has been showed dramatic 

increase related with the usage proportion of internet. 
Availability of wide range of products and comparing different 
brands and products with just a few click, makes online 
marketing even more desirable. Apparel is one of the product 
group that physical experience directly affect consumer buying 
behavior. On the other hand, return of online purchased apparel 
cause extra cost and time for suppliers and consumers. Size of 
apparels may differ based on brands and lead consumer in 
confusion.  In this study, we aimed to compare measurements of 
the consumer and the product regardless of brands' size using 
with fuzzy approaching manner and concluded with a fitness 
ratio in terms of fuzzy numbers. By this way, online shoppers will 
be able to find best fitted products for their body measurements 
in each brand.  

Index Terms—Online apparel marketing, Apparel size, Fuzzy 
logic, Fuzzy relations. 

 

I. INTRODUCTION  
Online marketing has showed dramatic increase within the 

recent years with the help of many advantages versus offline 
shopping. This new shopping tradition brings many advantages 
either online retailers or consumers. Lack of physical 
experience is the biggest challenge for online marketing 
especially for the products that buying behavior of consumers 
have strict relation with physical experience. Many consumers 
use offline and online shopping channels together in order to 
overcome the issues that caused from this problem [13].  

Apparel online marketing is one of the product groups that 
consumer satisfaction is directly related with physical 
experience [1]. Poor fit is counted amongst the number one 
reason for dissatisfaction of consumers and the barrier of 
apparel online retailing [2-5]. When the consumer is not happy 
with the online purchased product, they return it and, it means 

different costs for online suppliers such as customer service 
costs, shipping costs, labor and material, disposal of written-off 
item and markdown on item re-sale, lost customer loyalty, 
potential lost revenues and margin on initial sale [5].  

On the other hand, providing more information for products 
aid to create customer value. Because of the reason that 
consumers choose the online suppliers which create better 
value for them, creating customer value is the key strategic 
point for online suppliers for growth and survive [6,7]. 
Wodruff [7], is also claimed that there is a direct relation 
between customer value and customer satisfaction. 

 In order to reduce return costs as well as increase 
consumers’ satisfaction, many technology and textile 
companies (Cyberwave, Human solutions, Browzwear, 
Optitex, Lectra) have been investigating on 3D virtual-try-on 
for offering more information to online customers. Although, 
using 3D modelled apparels and avatars for online apparel 
sales provide more information to consumers [8], this may 
negatively influence consumers buying behavior [15].  

A part from size selection with the help of 3D modelling of 
user and products, many start-up businesses used different 
principles for right size decision. True-fit”, “Virtusize”, 
“Clotshorse” companies use body type of online shoppers and 
their previous size selection in order to decide right size for 
their future purchasing.  “Fitbay”, “Rent the Runway” classify 
online shoppers based on similar body types and make size 
recommendation based on similar consumers’ profiles [14,15]. 

There are some Fuzzy Logic and other soft computing 
technologies in the literature that have been used for predicting 
vary physical properties of textile products [11,14]. In this 
study, fuzzy logic methods are used in order to define the most 
suitable size of a product for a specific user.  
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II. FUZZY MEMBERSHIP 
In discrete mathematics, each element is definitely member 

or is definitely not a member of a class A . The membership 
function is as follows:  
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In fuzzy set theory, elements of a fuzzy set are mapped to a 

universe of membership values using a function-theoretic form. 
This function maps elements of a fuzzy set A  to a real 
numbered value on the interval 0 to 1. Membership of an 
element in the universe to the fuzzy set A  uses a mapping  
given by 

A B1,0)( �xA"  (2) 
 
In the study, fuzzy numbers method – which is a variation 

of fuzzy sets – is used for body size measurements. Fuzzy 
numbers can be defined in many forms as seen in Fig. 1. 

 
 

 
Fig. 1. Different Types of Fuzzy Numbers. 

 
For simplicity, triangular membership functions are used in 

this study. The triangular fuzzy numbers is defined as T(a, b, 
c): 
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where a is the most left point, b is the core (with membership 
degree equal to 1) point and c is the rightest/right  point of the 
fuzzy number (Fig. 1). 
 
 

III. METHOD 
Take into consideration of such a system that is designed 

for n clients  and m kinds of products on 
different sizes . Each product is 
characterized by k attributes corresponding to client's 
measurements . So the relation between 
clients and related attributes: , can be
given as the matrix below: 

 

 (4) 

 
where  is the jth attribute value of ith client. On 
the other side, the interval of a certain product to enclose a 
certain attribute value is given in relation matrix as: 

. 
 

 (5) 

 
where  is a fuzzy number specifying the fuzzy interval of the 
ith  attribute for the jth product. In this case, elements of the 
relation according to “min-min” composition  
can be defined as the degree of fitness of a specific client 
according to their attribute values to a specific product. 

 

 (6) 

 
In the matrix above,  shows the degree of fitness of ith 

client to jth product where  
 

 (7) 

and  
 

 (8) 
 
In other words, ; is the corresponding degree of 

attribute value   for jth product's lth attribute. It is should be 
noted that each attribute of a certain product is given by the 
fuzzy number . 

In this study, each size of a brand is considered as a 
separate product, and all separate products are numbered as 1, 
2, … , p. As an example, a specific brand X (a product) 
supposed to have different sizes as "Small", "Medium", 
"Large" and "XLarge". The measurements for these size of 
brand X are given in Table 1. 
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TABLE 1. SIZE MEASUREMENTS FOR BRAND X 

 Small Medium Large XLarge 

Collar 35-38 39-40 41-42 43-44 

Shoulder 38-42 43-44 45-46 47-48 

Chest 90-98 99-104 105-110 111-114 

Waist 40-46 47-52 53-54 55-56 

 
The following rules are considered for constructing suitable 

fuzzy intervals: 
� Measurements that smaller than client's attribute 

value is not suitable for the client's body size. 
� Most suitable size for the client is the value of 

96.5% of upper value of the related size (counting 
into account of ease). 

� Larger sizes for a client also have some fitness 
degree, but smaller sizes are considered as NOT 
suitable for a client. 

The fuzzy numbers constructed for sizes "Small", 
"Medium", "Large" and "XLarge" are in form of triangular 
fuzzy numbers defined as T(a, b, c), where T denotes one of 
the sizes of "Small", "Medium", "Large" or "XLarge", a is the 
bottom limit of the all sizes, b is the optimum measurement for 
the handled size and c is the upper limit of the related size (see 
Fig. 2). The following figure is an example of membership 
function used for collar circumference for all sizes in a brand. 
Functions for shoulder, chest and waist have similar shape but 
different lower and upper limit and core point values. 
 

  

Fig. 2. Membership function example for collar circumference 
 

IV. APPLICATION 
In the study, a web interface is constructed for the users to 

enter their body size measurements (weight, length, collar 
circumference, shoulder width, chest width, waist 
circumference, arm length). Also, the measurements of shirts 
of certain brands are kept in a database. In order to find the 
optimum size of product for a user, a triangular membership 
value is computed using the measurements of the user and the 
size measurements of the shirts.  

The system calculates all the class membership values 
using measurement values of the user (collar, shoulder, chest 

and waist measurements in cm) comparing with all sizes. For 
all sizes, the minimum membership value is considered. The 
user is assigned to the maximum valued size among these 
minimum membership values.   

As an example, suppose that a client C has measurements 
as C (collar = 38cm, shoulder = 44cm, chest = 104cm, waist = 
94cm). By default, the lower limit of the size is calculated as 
85% of the upper limit for convenience. This lower limit value 
is used as the lower limit for all sizes in related measurement. 
The most fitting value of the size is 3.5% less than the upper 
limit. For example the parameters for "Small" size of "Collar" 
measurement is (32.3, 36.67, 38). The parameter table for 
"Collar" in "Small" size is shown in Table 2. 

 

TABLE 2. PARAMETERS FOR "SMALL" SIZE IN "COLLAR" ATTRIBUTE 

Size (Collar) a b c 
Small 32.3 36.67 38 

Medium 32.3 38.6 40 
Large 32.3 40.53 42 

X-Large 32.3 42.46 44 
 
Using Equation (8) for "Small" size with parameters (32.3, 

36.67, 38), we get 0)38(, �CollarSmall" . 
 

 
 
If the membership of this client to "Medium" size class is 

calculated, the parameters (32.3, 38.6, 40) is used. For medium 
size of client C, we get 905,0)38(, �CollarMedium" .  

 

 
 
In the same way, values for "Large" and "XLarge" 

( )38(,arg CollareL"  and )38(,arg CollareXL" ) are also calculated. This 
operation is applied for the other attributes of the user. The 
degree of fitness for this client C to size class "Small" is 
computed as: 

)94()104()44()38( ,,,,, WaistSmallChestSmallShoulderSmallCollarSmallSmallC """"" ^^^�  
 
After computing class membership values for each product 

(i.e. “Small”, “Medium”, “Large”, “XLarge”) for client C, the 
product (size) with the highest membership value is assigned as 
the most suitable product (size) for the client. In other words, 
size that provides 

),,,max( XLargeC,LargeC,MediumC,SmallC, """"  

 
is the best fitting size for the users within the given parameters. 
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Table 3 shows an example classification for a user. The 

user is said to be best fitted in "Large" size of this brand.  

TABLE 3. MEMBERSHIP VALUES FOR A USER 

Measurement Small Medium Large X-Large 

Collar (38 cm) 0,00 0,42 0,32 0,26 

Shoulder (44 cm) 0,00 0,00 0,55 0,45 

Chest (104 cm) 0,00 0,00 0,55 0,45 

Waist (94 cm) 0,00 0,39 0,33 0,29 

Member to 0,00 0,00 0,32 0,26 

 
In the application developed,  also some graphical contents 

are displayed to the user in terms of size measurement classes 
according to the choice of brand and sizes in that brand as in 
Figure 3 below.  

 

 
Fig. 3. Fuzzy membership values represented to user in the web site 

 
The system users can also display and compare all the 

brands according to size fitness values for himself/herself 
(Figure 4 and Figure 5). 

 

 
Fig. 4. List of most suitable sizes for the user in terms of selected brands. 

 
 

  
 

Fig. 5. Details and graphics of selected brand/size/measurement 
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Abstract—The features of non-payment problem of global 
economy, including mutual debts have been indicated in the 
matrix form in the paper. Afterwards this problem has been 
converted into linear programming setting and solved by the 
Simplex method. Note that, LP enables us to find the market 
value of the existing debts in the market. The calculated 
equilibrium prices of mutual debts mean that potentially there 
are no debts to be repaid. In other words, it is required to find 
the price level that ensures the equality of receivables and 
payables on subjects. The constructed model has a static 
characteristic and applied using the data for the top 10 biggest 
world countries. 

Index Terms—Financial crisis, mutual debts, matrix games, 
Simplex method, equilibrium price index of the debts. 

I. INTRODUCTION 
If we cast a glance at the world financial crisis started 

since the middle of the 2008, first of all it has resulted in 
increasing of mutual debts, problems arisen in financing of 
real sectors and consequently decreasing in value of debts 
especially in securities. Then it raises such question that in 
order to ensure the market equilibrium, provide with no debts 
and be repayable, at what level must the prices (exchange 
rates) be among the subjects, including, in case of current 
mutual debts of countries?  

The economic nature of the problem depicts that prices are 
important in the formation of debts. Under the reciprocal 
relationship of demand and supply the economic system 
shapes prices and forces them to the equilibrium case. As a 
main tool of the “Invisible hand” prices play significant role. 
In the long-run the market equilibrium state occurs as a result 
the change of the level prices. In the short-run under the 

imperfect competition the monopoly deviates prices from the 
equilibrium level. Deviation of the prices from the equilibrium 
level causes emerging of the debts. Occurence of the debts 
creating multiplicative effect expands the amount of non-
payments. The last global financial crisis enable us to observe 
the increasing of mutual debts, the problems arising in the 
financing of real sector and as a result we can see the 
searching by the system its balance with reduction the value of 
debts, especially securities. If we generelise the consept and 
look at the relationship between goods and services then it is 
not difficult to conclude that the overlasting market 
equilbrium and non-occuring of the debts simultaneously is 
not a case. Hence, deviation of prices from the equilibrium 
level can be seen as a main factor of formation of bebts. In the 
long-run the “temptation” of the market to the equlibrium 
changes the price level. To put differently, in the overall 
economy it forces level of prices to the equilibrium case. This 
in turn, causes financial crisis. For example, the monopoly in 
the market causes inefficiency in other sectors. This 
consequently causes to non-payment, with increase in 
expenditures for purchased goods and not repaying of credits. 
Under the current circumstance of mutual debts in which level 
the prices of appropriate goods of countries should be, in order 
to reach the market equilibrium without causing debts?  

The answer of this problem will be investigated below. 

II. ECONOMIC-MATHEMATICAL STATEMENT OF THE 
PROBLEM 

Suppose that, n number of subjects have mutual debts with 
one to another (receivables and payables of the countries) are 
related as depicted in the Table I: 

TABLE I. RECORDING THE RECEIVABLES AND PAYABLES OF SUBJECTS IN MATRIX FORM 

Subjects 1 2 ... j ... n  Payables 
1 0 x12 ... x1j ... x1n b1 

2 x21 0 . x2j ... x2n b2 

... … … ... … ... … … 
i xi1 xi2 ... xij ... xin bi 
... … … ... … ... … … 
n xn1 xn2 ... xnj ... 0 bn 

Receivables a1
 a2

 ... aj
 ... an

 DK 
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Here, xij- is a quantity of payables debt of ith subject due to 
jth subject. bi–is a sum of payables debts of ith subject. 

7 bi= xij
n
j=1 , i=1,n7 <D=7

aj-is a sum of receivables debt of j-th subject. 

7 aj= xij
n
i=1 , j=1,n7 <H=7

DK—is a sum of all receivables and payables debts.  

As it seems from the Table 1 the debts of the subjects with 
one to another ones that is to say xii=0, (i=1, 2,....,n) is 
accepted. If we take a community or organization as a subject, 
then xii become the inner system debts and the same debts may 
be taken in the table form again and there are no debts of 
subjects due to themselves. Theoretically it may result that in 
initial case there is no funds in the accounts of subjects, that is 
to say we accept Ik=0 (k=1, 2,..n). Otherwise we would use the 
same funds in repayments of debts and it would become new 
table. Let`s denote the debt matrix shown in Table 1 as Xij  
and note the simple but necessary features of this matrix [1]: 

� Sum of all payables of subjects are equals to all their 
receivables debts. That is, 

7 bi
n
i=1 = aj

n
j=1 7 <J=7

� Sum of the difference between the receivables and 

payables of subjects equals to zero, that is 

7 (ai-bi)i I =07 <L=7

Here, I={1, 2, ..., n}-is a set of index of subjects. 
Let  represents the value level of the debts of i-th subject 

(country). Then the value of the receivables debts which j-th 
subject takes from 1-th subject equals to a1jp1 from 2-th subject 
a2jp2 and at last, from the n–th subject anjpn. In order to 
eliminate the debts (payables debts) of j-th subject due to any 
another subjects the sum of receivables debts must be equal to 
the sum of payables debts: 

 x1jp1+x2jp2+…+ xijpi+… +xnjpn≥bj , 

j=1,2,...,n7 <M=7

The system of equations in Eq. 5 has n number of variables 
(pi’s) and n number of equations. The economic meaning of 
Eq. 5 is that the subjects having receivables (who will receive 
the fund) are interested in having such a price level 
(p1, p2 , …, pi, …, pn) for which the volume of receivables 
would not be less than (bj) pj≥0 , j=1,2,...,n  

Naturally, we are interested in minimizing the value of the 
debts (accounts payable). 

7 f= ai*pi
n
i=1 →min7 <U=7

It seems that the problem in Eq. 5 and Eq.6 is a linear 
programming problem [2,3]. 

The economic sense of the problem in Eq. 5 and Eq. 6 is 
that the value of debts of the subjects (receivables debts) 
should be so minimal that subjects are able to settle its 
payables debts at least. 

Let`s write the dual (adjoin) problem of Eq. 5 and Eq. 6 in 
matrix-vector form, 

7 xi1q1+…+ xinqn≤ai , i=1,2,...,n7 <W=7

The economic interpretation of the system of the Eq.7 is 
that the subjects of payables are interested in finding that 
change in currency exchange rate in such level (q1,q2,…qn) so 
that the volume of funds payable does not exceed the amount 
of receivables (ai-receivables). qi≥0 , i=1,2,...,n. 

In the same time subjects are interested in maximizing of 
receivables.  

7 g= bj*qj
n
j=1 →max7 <X=7

If in an optimal solution of the problem of Eq. 5 and Eq. 6 
p*= p1

*,p2
*,…,pn

* =(1,1,…,1), that is pi
*=1, i=1,2,…,n, this 

means that the shadow and objectively stipulated values 
(actual value) of debts equal to its nominal value an economy 
is in a balanced state and debts market is in equilibrium.  

 fmin=a1p1
*+a2p2

*+…+ aipi
*+… +anpn

*= ai
n
i=1 = bi

n
i=1  

  
Obviously, in this case, 

7 fmin
bi

=1 (9) 

This case takes place if  ai=bi  

Example: If we get  as an optimal solution, this 
means that the value of debts of i-th subject(country) is zero. 
To put it differently, due to the fact that i-th country sels it’s 
goods over the market price it meaningless in the pure 
competition and should not get debit from other countries. The 
case 0<pi

*<1, means that the i-th subject has sold its products 
at higer prices than the market equilibrium level owed other 
countries in such a level so that the market values of debts 
(receivables) to be settled to i-th country is smaller than their 
nominal values. 

If pi
*>1 then this means that i-th country has sold its 

products at the lower price than the market equlibrium level. 
Hence, the shadow and market prices of debts (receivables) to 
be settled to i-th country are higher than nominal prices. 

If  

fmin=a1p1
*+a2p2

*+…+ aipi
*+… +anpn

*< bi
n
i=1 , 

Then it means that the shadow and market prices of debits 
dont’t allow accounts to be paid off. If we consider that the 
economy always “tries” to reach the equilibrium level, then 
we can conclude that the level of prices (inflation or 
devaluation)  are supposed  to be increased in order payables 
have been fallen and paid off. 
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Obviously, in this case 

7 fmin
bi

<17 <D\=7

If 

fmin=a1p1
*+a2p2

*+…+ aipi
*+… +anpn

*> bi
n
i=1 , 

Then this means that the shadow and market prices of 
debts allow payables not only to be fully paid off, it also 
creates some extra money. 

In this case, 

7 fmin
bi

>17 <DD=7

Now, money is entering to the bank and financial sectors. 
As it known banks create money with multiplicative effect. 
Then, riscs increase because real sector do not satisfy banks 
credit supply. Risky credits do not turn to the bank sector for a 
wile. This in turn, creates problem in financing of the real 
sector and causes to financial crisis. To put differently, we 
observe considerable fall in level of prices. It worth to note 
that the last 2008 financial crisis caused by the money excess 
in USA banks. The money surpluses in the banks induced 
risky mortgage credits which could not be paid-off later on. 
This, in turn, caused the problem in the financing of the real 
sector and caused financial crisis.The prices of oil and other 
goods was considerably fallen. The market price of payables 
are increased and the currency reserves for their repayments 
started to decrease. 

The case fmin
bi

=1  means that the existence of debts doesn’t 
cause any threat for crisis. The financial market is in 
equlibrium state. If fmin

bi
<1 then this means that the equlibrium 

case has destroyed and only increase of price level might 
returnt it. Again, if we consider that the economy always 
strives to equilibrium, it is logical to expect that the level of 
prices should be increased (inflation or devaluation) in order 
for payables have fallen and to be repayed.  That is the real 
sector crisis is anticipated. If fmin

bi
>1 this means that the 

equilibrium state has destroyed. Consider that the system 
always tends to the equilibrium then the falling of prices can 
cause equilibrium. That is, the equilibrium state necessiates 
financial crisis. 

CI defined as below can be characterised as crisis index 

7 CI= fmin
bi
7 <DH=7

III. OPTIMAL SOLUTION OF THE PROBLEM AND ITS ECONOMIC 
SENSE 

It worths to note that, the model for the equilibrium state 
of debit and credit debts in the case of Azerbaijan economy 
based on the mutual debts of firms, namely non-payments, has 
been investigated [4]. Information of mutual external debts for 
the year of 2011 for the 10 biggest developed counters (USA, 
Japan and European countries) given as Table 3. Using the 
data given in the Table III, Eq. 5 and Eq. 6-the problem of 

linear programming, has been solved by Simplex method and 
obtained results given in the Table II. 

Computer realization of the model has been solved by LP 
Applied Software package (Look at Table V). 

TABLE II. EQUILIBRIUM PRICES OF RECEIVABLES OF 10 DEVELOPED 
COUNTRIES IN 2011. RESULTS OF THE SOLUTION OF EQ 5 AND EQ. 6 

 
As it can be seen from the Table II, the value of the 

objective function of the minimum price (f=15450), namely 
the market value of the receivables of the countries is 
considerably greater than the current nominal value. Crisis 
index (CI = 15450 /7886.15=1.959) is greater than one. 
Now let’s solve the dual problem of Eq.5 and Eq.6.Eq. 7 and 
Eq. 8 simple is a dual linear programming problem of Eq.5 
and Eq.6. The dual LP problem has been solved and the 
results are given in Table III. Computer realization of the 
model has been solved by LP Applied Software package  
(Look at Table VI). 

As shown in Table III the value of the objective function 
for Eq. 7 and Eq. 8 is slightly different than that is for Eq.5 
and Eq.6. The computer calculations about stemmed from a 
large number of computations. The value of the Crisis Index is 
greater than 1, which is equal to 1.76.  

Thus, the solution to both issues have shown that the 
formation of the balance of payments (whether payment of 
payables, receivables, as well as to take back) the level of 
prices, including changes in exchange rates is necessary. This 
case must be take placed in the United States, Great Britain, 
Italy and Germany 

TABLE III. EQUILIBRIUM PRICES OF CREDITOR DEBTS IN 10 MAJOR 
DEVELOPED COUNTRIES IN 2011. RESULTS OF THE SOLUTION OF EQ.7 AND 

EQ.8. 

Countries Names  Variables Price 
1 USA p1 2 
2 France p2 0 
3 Spain p3 0 
4 Portugal p4 0 
5 Italia p5 0 
6 Ireland p6 0 
7 Greece p7 1 
8 Japan p8 0 
9 Germany p9 3 

10 Britain p10 87 

Function  (max.) 13866 

Countries Name Variables Price 
1 USA p1 6 
2 France p2 0 
3 Spain p3 0 
4 Portugal p4 0 
5 Italy p5 3 
6 Ireland p6 0 
7 Greece p7 0 
8 Japan p8 0 
9 Germany p9 0 

10 Britain p10 191 
Function  (Min.)  15450 
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TABLE IV. MATRIX OF EXTERNAL DEBTS OF SOME DEVELOPED COUNTRIES IN 2011 (TABLE WAS CALCULATED BY AUTHOR) [5]. 
 

Countries 

1 2 3 4 5 6 7 8 9 10  

Total 

U
SA

 

Fr
an

ce
 

Sp
ai

n 

Po
rtu

ga
l 

Ita
ly

 

Ire
la

nd
 

G
re

ec
e 

Ja
pa

n 

G
er

m
an

y 

B
rit

ai
n 

1 USA 0 831 413 438 830 170 0 0 0 0.15 2682.15 
2 France 242 0 42 107 101 0 0 0 0 0 492 

3 Spain 171 108 0 205 140 0 202 0 0 0 826 
4 Portugal 201 79 165 0 225 0 38 0 0 0 708 
5 Italy 576 122 377 209 0 315 0 0 113 0 1712 

6 Ireland 49 20 131 111 75 0 22 20 0 0 428 
7 Greece 30 33 120 307 54 29 0 0 0 0 573 

8 Japan 4 0 27 19 65 3 0 0 0 0 118 
9 Germany 40 15 82 24 104 0 0 0 0 0 265 

10 Britain 6 0 16 41 9 0 3 7 0 0 82 
Total 1319 1208 1373 1461 1603 517 265 27 113 0.15 7886.15 

 

TABLE V. THE RESULTS OF THE COMPUTER REALIZATION OF EQ. 5 AND 
EQ. 6 LINEAR PROGRAMMING MODEL BASED ON INFORMATION FOR EXTERNAL 

DEBTS MATRIX FOR THE 10 BIGGEST DEVELOPED COUNTRIES 

 

TABLE VI. THE RESULTS OF THE COMPUTER REALIZATION OF EQ. 7 AND 
EQ. 8 LINEAR PROGRAMMING MODEL BASED ON INFORMATION FOR EXTERNAL 

DEBTS MATRIX FOR THE 10 BIGGEST DEVELOPED COUNTRIES 

 
 

IV. CONCLUSION 
By standpoint of returning the price into equilibrium state 

the market price of securities should be gone down in the 

financial markets of USA, Spain, Italy and Great Britain. 
Note that, the problem has been realized on the information 
of 10 countries and external debts of these countries are 
considerably smaller than that of all countries. Therefore, 
obtained results may be beyond the reality. But estimated 
model theoretically may give contribution in forming the 
overall views on the way of solving the debt problem. On the 
other side, this model has a statistic characteristic. But in 
dynamic case the state of debts problem may be changed.  
This case has not been investigated. Note that significant 
change in current state of debts among the subjects occurs 
with severe financial crisis. One version of solving the 
problem goes through the financial-economic crisis which 
directs the market to the equilibrium. 
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Abstract—The author analyses classification of the methods 
for evaluation of an enterprise’s innovative potential. According 
to the author, the most effective model taking into account the 
uncertainty factor is the model based on the theory of fuzzy sets. 
The model has obvious advantages in comparison with the expert 
and statistical methods of evaluation, since it allows us to 
minimize the evaluation errors. The scientific-practical value of 
the results consists in a possibility of their application in a 
combination with the analysis of the official statistical data in the 
course of perfection of the state scientific and technical and 
innovative policy in the direction of a more intensive use of the 
scientific knowledge and achievements in the interests of 
modernization of the economy of Azerbaijan. The proposed 
approach can ensure an information integration of the economic 
zone of the scientific organizations and be used for a complex 
research of the industrial, innovative and economic-
administrative processes within the framework of development 
of science  

Index Terms— Scientific organizations, innovations, scientific 
activity, evaluation criteria, innovative potential, expert 
evaluation methods  

 

I. INTRODUCTION 
An effective use of the innovative potential makes possible 

a transition of an economic system into a qualitatively new 
state. Such a potential of the economic zone is transformed into 
a concrete form during an innovative process ensured by the 
economic zone activity. 

One of the factors raising the scientific substantiation of 
the innovative activity management is evaluation of the 
innovative potential. 

Studying and evaluation of the level and trends of 
development of the innovative potential in various sectors of 
the national innovative system allows us to single out a set of 
the factors and conditions necessary for a steady economic 
development of the economy as a whole.  

Development of the techniques for evaluation of the 
innovative component in the new and developing sectors of 
the economy becomes more and more urgent. In practice, 
great attention is devoted to evaluation of innovations and 
innovative activity. 

Among the existing techniques it is necessary to point out 
the technique of a uniform statistical investigation of the 
scientific research and development – Frascati Manual - 
(Organization of Economic Cooperation and Development - 
ОECD), the method for evaluation of the index of the 
scientific-technical potential, as a component of an integrated 
indicator of the level of a country’s competitiveness (experts 
of the World Economic Forum - WEF), method for evaluation 

of the development of the innovative activity of the European 
Union (EU), used by the experts of the Commission of the 
European Communities (CEC), methods of the national 
associations of automated trade, and various factor-indicative 
methods, which, as a rule, are based, on generalization of the 
statistical and analytical data, obtained from inspections of 
enterprises. 

Integration of the estimated elements into a uniform 
integral indicator, as a rule, is done with the use of various 
mathematical probabilistic methods. In our opinion, it is 
possible to single out a number of common problems arising 
in their practical use. Among them is selection of a 
mathematical apparatus allowing to obtain trustworthy data 
and take strategic decisions in the conditions of uncertainty 
and insufficiency of the statistical data for the analysis of an 
innovative potential [3]. 

The usual sequence of actions in the analysis includes the 
following stages: problem statement; object analysis; 
selection of a method; elaboration process; analysis of the 
development results. From the point of view of the analysis of 
the means of evaluation, the most essential stages are selection 
of an evaluation method and the process of working out of an 
evaluation. New classifications for evaluation of an innovative 
potential continue to appear. The main reason behind this is a 
complexity of the economic zone of evaluation and 
indivisibility of the innovative potential into independent 
components. The boundaries between the components are 
fuzzy, and frequently it is difficult to find «a dividing line». 
Therefore, we believe, it would be correct to classify the 
methods, which are basic for evaluation of the systems of any 
complexity degree and acting as a basis for construction of the 
existing techniques.  

II. OBJECTIVES 
The purpose of the article is to assess scientific and 

technical or innovation potential in economic zone of 
Azerbaijan. The evaluation methods can be subdivided into 
classes by a number of signs concerning the specific features 
of the aim of an evaluation, of an investigated process and 
applied instruments. If we take the distinctions in the sources 
of the initial information as a classification basis, the 
evaluation methods can be divided into two classes - 
quantitative and qualitative ones. Division of the methods 
meets the basic requirements of the system analysis, 
consisting in a combination of formal and informal 
presentations, which is convenient for elaboration of the 
techniques and selection of methods for a gradual 
formalization of reflection and analysis of a situation The 
quantitative methods are based on a mathematical apparatus. 
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It is probably not realistic to have a deep knowledge of all the 
methods of modern mathematics, however, when selecting a 
method, it is important to understand the specific features of a 
direction and possibility of its use for evaluation of an 
innovative potential. Selection of an evaluation method to a 
great degree determines reliability of the obtained data and, 
hence, is a very important stage. An evaluation methodology 
is based on varied by their levels of scale and scientific 
validity methods, approaches and techniques for evaluation of 
an innovative potential. Thus, the methodology of research of 
difficult dynamic systems, to which social and economic 
systems belong, is rather rich and includes both the elementary 
methods, which do not use mathematical mechanisms, and the 
most complicated multifactorial computer modeling. It is 
obvious, that for carrying out of economic evaluations not all 
of the above methods are used, but only the ones, which are 
optimal from the point of view of accuracy and simplicity of 
realization and which take into account the character of the 
economic information.  

The method of expert evaluations connected with 
gathering, systematization and processing of various kinds of 
evaluations and the statistical methods got a wide application 
in management of innovative activity. Such popularity of the 
methods is due to simplicity of their realization and minimal 
volume of the preparatory and auxiliary actions. In a number 
of cases application of the expert methods is the only possible 
way, if quantitative retrospective information is not available. 

III. STATISTICAL METHOD FOR EVALUATION OF AN 
INNOVATIVE POTENTIAL 

Such methods allow us without revealing of all the 
determined ties between the studied sequence of events or 
system elements reflected in a model, but on the basis of a 
selective observation to identify regularities and to extend 
them to the behavior of the system as a whole, to detect the 
character, force of mutual influence of the elements within a 
system structure and also of the environment components. The 
statistics elaborates a special methodology for studying and 
processing of materials: mass observations, method of groups, 
average values, indexes, balance method, method of graphical 
images, and other methods of analysis [1].  

Statistics of numerical data is a basic method widely used 
in economic researches. The methods based on the numerical 
statistics have a number of drawbacks. Such inaccuracy in 
respect to the analysis of an innovative potential consists in 
impossibility to have statistical information during an 
indicator analysis, or in an insufficient volume of samples 
indicators. Obviously, for creation of an adequate and accurate 
model for evaluation of an innovative potential of economic 
zone the methods based on the numerical statistics and the 
methods of expert evaluations cannot be used in their pure 
form because of their serious drawbacks. 

Therefore, usually the method of expert evaluations and 
the statistical method co-exist in an analysis of the economic 
indicators, which have digital presentations. In this case, 
drawbacks of one method are compensated for by the 
advantages of another. However, such a combined approach 

to evaluation of economic indicators also has its drawbacks. 
This is connected with the fact that an accuracy of evaluation 
of a probability of realization of an event depends on a number 
of factors, beginning from the quality of the statistical 
information and finishing with the expert evaluations: 
uncertainty is present in evaluation of this or that economic 
indicator. 

IV. MULTIFACTOR MODEL OF A COMPLEX EVALUATION 
OF THE ECONOMIC ZONE INNOVATIVE POTENTIAL BASED ON 

THE THEORY OF FUZZY SETS 
The above-stated order of adoption of a management 

decision can be presented in a form of a block-scheme for a 
factorial analysis of subjects. We will divide factors by n 
criterion. Elaboration of the system of balanced indicators for 
evaluation of the level of an innovative potential and 
determination of their interrelation within the framework of 
such a model was done with the use of the determined factorial 
analysis, and was logically predetermined by the essence of 
the innovative activity of the scientific-technological complex 
of the economic zones [5]. 

N criterion of factors (groups) (G) is singled out and a 
scale is developed for evaluation of every model’s element, a 
correlation is done of the indicators’ values with the 
corresponding values of the level of an innovative potential (G 
- Gij), where i is a number of criteria i=1, n; j  is a number of 
indicators j=1,m; (Table 1).  

TABLE I. FACTORS FOR EVALUATION OF THE INNOVATIVE POTENTIAL 
COMPONENT OF THE SCIENTIFIC-ECHNOLOGICAL COMPLEX OF THE 

ECONOMIC ZONES 

Numbers Groups Indexes Indicators 

G1  
Educational 

level  3  
3,1,1 �iG ia   

G2  
Standard of 
well-being  

2  2,1,2 �iG ia  

G3  

Level of 
infrastructure  
elements in a 

economic zone  
1  1,1,4 �iG ia  

G4  

Level of 
economic  

development of 
a economic zone  

2  2,1,5 �iG ia  

 
Factors for evaluation of the Innovative potential 

component of the scientific-technological complex of the 
economic zones The opinions found as a result of processing 
of the expert data were averaged out with the use of an 
arithmetic mean. Where Gi – is weight of the factor for i- 
expert, k – is the number of experts.  

k

G
G

k

i
i

i

�
�� 1   (1) 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 608 12-14 Oct 2016, Baku, Azerbaijan



V. RESULTS 
On the basis of the examination of the state of the 

innovative potential and identification of its development 
problems it is possible to draw the following conclusions:  

� Innovative potential of the economic zone should be 
understood as a system of interconnected resources, which 
determines real opportunities for realization of an innovative 
activity. Adoption of the strategic decisions based on an 
effective use of the innovative potential ensures additional 
competitive advantages for the economic zone.  

� Dynamic properties of the innovative potential require, 
in the conditions of uncertainty, adoption of the decisions 
oriented on its development, which is especially important, in 
the scientific sphere, and demand a search for new methods of 
analysis and evaluation with the use of a modern mathematical 
apparatus.  

� Diagnostics of the state of the scientific sphere and 
monitoring of its development have demonstrated that the 
major factors constraining the innovative development are a 
low level of innovative activity, unsatisfactory state of the 
technological base and unpreparedness of the personnel for an 
innovative activity. 

� Analysis of the techniques applied for evaluation of an 
innovative potential has shown, that a considerable part of 
them leans on probabilistic methods, which demand sufficient 
statistical sample of data. Some of the techniques are based on 
the use of mainly expert evaluations. In practice, evaluation of 
an innovative potential of economic zone with application of 
such techniques often appears to be too complicated. In this 
connection, we should search for the methods allowing us to 
evaluate the innovative potential of economic zone in the 
conditions of uncertainty. 

� The methods proposed in the work for a complex 
evaluation of the innovative potential of the economic zone on 
the basis of the theory of fuzzy sets meet the requirements for 
obtaining of reliable results in the conditions of uncertainty. 

� The methods developed for a complex evaluation of an 
innovative potential allow us to apply them to different 
economic zone, and also to carry out monitoring of its level, 

which makes it possible to implement control over the 
economic zone activity and to improve their management 
system in order to ensure their effective innovative 
development. 
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Abstract— This article considers e-democracy as a socio-

political resource and technology of the etatist model of Russian 
modernization. Based on the results of theoretical and empirical 
studies the article reveals the positive / negative factors affecting 
the legitimacy of public authorities and governance, Russian 
citizens’ involvement in the political process. The analysis is 
focused on the risks and threats, institutional distortions that 
appear in the process of implementing e-democracy, as well as 
society and state security. The paper is based on the materials 
obtained during realization by the authors of the grant supported 
by the Russian Foundation for Humanities and Administration of 
the Volgograd region. The perspectives of functioning of e-
democracy in the context of implementation of innovative 
communication technologies are defined. 

Index Terms— E-democracy, modernization, Russia, 
legitimacy of governance, technologies, risks, security. 

I. INTRODUCTION 
The year 2016 marks 25 years since the collapse of the 

Soviet Union and the beginning of a new historical stage in the 
modernization of the Russian statehood. The following 
questions arose at that time for millions of Russians, “What is 
Russia today? Do I have a large homeland as a single whole, as 
a stable social community, and not permanently narrowing 
space?” The integration crisis has morphed into a crisis of 
fellow citizens’ identity as moral and political subjects. At the 
same time the influence of global challenges increased, and 
that has called into question the possibility and necessity of the 
existence of the Russian Federation as a sovereign, 
independent state. In our opinion, the question of the Russian 
statehood is a crucial one for contemporary modernization 
process. From this perspective the efforts of Vladimir Putin to 
strengthen state power, as well as national and territorial 
integrity based on “dictatorship of law” should be analyzed. 

A considerable part of citizens marks a phenomenon of 
dictatorship in the thesis of strong power and dictatorship of 
law. This contests legitimacy as a principle applicable for 
Russia's modernization. However, the majority of the 
supporters of this policy do not imply political dictatorship in 
the ordinary sense of the word, but something quite different: a 
strong state able to adjust the economic system, to protect the 

individual from arbitrariness and lawlessness, while 
maintaining political freedoms. 

From our point of view, in this case it is necessary to raise 
the question of the possibility and necessity of the 
implementation of the etatist model of modernization that 
under current conditions should not mean a fundamental 
rejection of the ideas of democracy. We are talking about 
changing the pace of transformations, focusing on certain 
social groups, and understanding the nature of the existing 
political mechanisms. The etatist model of contemporary 
Russian society modernization is predetermined, on the one 
hand, by previous national history which produced the 
historical code of “strong state”, and on the other hand, by the 
state “support of identity of a social whole in its movement 
from the past to the future.” 

II. RUSSIAN THINKERS ABOUT DEMOCRACY AND “STRONG 
POWER” 

We agree with the position of Ivan Ilyin who pointed out 
that Russia as a national and political phenomenon was created 
by a strong state power. “Russian man is able to keep the order 
and build a state; he is able to keep the exemplary discipline, 
sacrificially serve and die for their country. But this ability 
peeps and fructify [...] when it is germinated, secured, and led 
by strong and decent state authority” [1]. However, Ilyin 
warned that amongst a certain part of society there was formed 
“fanaticism of formal democracy”, which turned the slogan of 
democratization of society in the “confession of faith”, in the 
subject of “blind allegiance and oath” [2]. 

Pavel Novgorodtsev also pointed out that the 
implementation of the democratic idea is as difficult as easy it 
could be distorted. Naive politicians believe that it is necessary 
only to topple the old order and to proclaim freedom, universal 
right of suffrage, and the power of the people and then 
democracy will be realized of its own. But “the idea that with 
the destruction of the old foundations true freedom 
immediately cometh belongs to anarchist rather than 
democratic theory” [3]. Consequently, it is necessary to clearly 
understand that democracy is essentially self-government of 
the people. At the same time the people must be aware of their 
rights and respect rights of others, understand their duties and 
be capable of self-restricting. Pavel Novgorodtsev considered 
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democracy as a system of freedom and political relativism, 
which admit any political opportunity, any economic system, 
as long as it does not violate the principle of freedom. 
Democracy “is always a crossroad” [4]. 

In this article it is important to emphasize that according to 
Nikolai Berdyaev in Russia reception of democracy ideas is 
separated and disconnected from the idea of human and citizen 
rights. “Pathos of social equality always suppressed pathos of 
individual freedom. A person was not considered as a 
responsible creator of social life. New Life was expected as a 
result of changes in social environment, from external public 
not from creative personality, not from the spiritual rebirth of 
the people, its will, its mind” [5]. Therefore, now it is 
necessary to accept democracy in all its complexity - not as 
domination of the majority of the masses, but as the 
development of self-governing individual and the nation as a 
whole. 

At the beginning of the last century the great Russian 
thinkers defined the most important methodological principles 
that could affect the nature of the current stage of political 
modernization: Russia needs a strong state power, however 
strong power is not the same as totalitarian power; it is 
important to distinguish between creative democracy from 
formal, mechanistic one; to take into account conditions  that 
are required for implementation of the basic principles of 
democracy; not to consider democracy as a new form of 
religion that can painlessly solve urgent problems and 
contradictions. 

III. E-GOVERNMENT IN THE CONTEXT OF RUSSIA’S 
MODERNIZATION 

Consequently, the etatist model of modernization implies, 
on the one hand, the structural and functional aggiornamento of 
the Russian state as a political institution, on the other hand, 
elaboration of specific mechanisms of interactions between 
government and civil society, seeking for interests alignment, 
combination of many ways. The latter is the true meaning of 
democracy. The essence of this model is to create conditions 
for the formation of an open society, where the state is the 
political guarantee of the real alternative to underdevelopment 
of the country. 

The adoption and implementation of "e-government" 
program is, firstly, a technological tool for solving 
administrative problems. Secondly, it is a method for creating a 
virtual space where issues on implementation of the national 
model of modernization transformations are discussed and 
decisions are made. Thirdly, it is a resource for 
democratization of relations between the society and the state. 
The structure of e-government contains three main component: 
e-democracy and e-participation, functional specificity of 
which involves the formation of public opinion, decision-
making, and high level of the public sphere institutionalization 
by electronic means; electronic production networks providing 
cooperation between public, public and private institutions by 
electronic means; electronic public services designed for high-
quality (with minimal time and other costs) provision of public 

(consumer) services through local, regional and national portals 
[6]. 

Implementation of e-government contributes to the 
development of e-participation as technology that engages 
different groups of people in public policy. Usage of 
information and communication technologies is crucial for 
improvement of effectiveness of interactions with the 
authorities. E-participation initially includes two-way 
communication, exchange of meaningful information between 
both - individuals and institutions of civil society, and with the 
authorities at various levels. As foreign and Russian practices 
of e-government use demonstrates there is an extension the 
scope of e-participation, its complexity and diversification, 
such as: community building, online consultations, lobbying, 
pre-election campaigning, online monitoring and discussions of 
social and regional issues, online mediation, online elections, 
etc. 

We agree with Marina Leonova who identifies a number of 
organizational, methodological, and social reasons that 
determine the low level of e-participation in the Russian 
Federation. Among those reasons: the inadequate level of 
computer literacy of administrative staff that makes it difficult 
for bureaucracy to actively participate in electronic dialogue 
with the public and civil society institutions; insufficient 
attention of the heads of executive and legislative agencies to 
the use of e-participation, which is focused majorly on 
extension of the list of public services; imperfection of the 
instrumental (technical and software) tools used to organize 
and conduct e-participation; low level of trust on the part of 
citizens and public organizations to representatives of the 
authorities, that is not conducive to the expansion of the daily 
practices of interactivity; relatively low level of information 
and communication technologies usage skills among different 
population groups; lack of educational programs aimed at 
strengthening e-participation as a form of implementation of 
the principles and possibilities of e-democracy [7]. 

IV. E-DEMOCRACY IN THE SYSTEM OF SOCIAL AND POLITICAL 
GOVERNANCE 

From our point of view, the use of e-democracy is an 
attempt within the etatist model of political modernization to 
keep up to the trend of social-political governance 
implementation that involves close cooperation, co-regulation, 
co-production and co-management between representatives of 
government and civil institutions at various levels. “Thus, 
management becomes bilateral, not unilateral any more, and 
even multilateral process. It changes not only the boundaries 
between the state and the society, but also the very nature of 
their interaction. It is already impossible to tell where one ends 
and another begins” [8]. 

Using the technology of e-democracy expand and 
complement the possibility of GR (government relations) as an 
institutionalized activity on building partnerships between civil 
society and the government. It includes collection and 
processing of information about government activities, 
preparation and dissemination of information about the 
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position of represented groups, influence on the process of 
political and administrative decisions (lobbying) [9]. 

V. E-DEMOCRACY IN THE SPACE OF THE INTERNET 
When analyzing e-democracy in the space of the Internet, it 

is important to bear in mind that it serves as a citizen living 
territory structured based on the socio-cultural, political, legal, 
economic, demographic and other canons of the real world. As 
noted by a number of researchers there is “growing awareness 
that the use of the Internet technology is part of an ongoing 
social and political struggle within the complex power and 
social networks” [10]. The most popular mechanisms of e-
democracy among Russian population are presented below at 
Fig. 1 [11]. 

The relation between space, place and the Internet most 
consistently explained in the Manuel Castells’s theory of the 
network society. This virtual space he describes as the unity of 
the “space of flows” and “space of places”. “The space of 
flows is not placeless, although its structural logic is. It is based 
on an electronic network, but this network links up specific 
places, with well-defined social, cultural, physical, and 
functional characteristics […] Both nodes and hubs are 
hierarchically organized according to their relative weight in 
the network. But this hierarchy may change depending upon 
the evolution of activities processed through the network” [12]. 

Daria Barinova rightly pointed that one of the Internet 
features is an ability to challenge existing institutions of power, 
which is successfully used by criminal groups and terrorists as 
well. The researcher states that in the information age, the role 
of individuals and social movements strengthens. Thus, the 
Internet technology is able to transform the social order in 
several areas, including the occurrence of isolated individuals’ 
networks and the phenomenon of the perception of power as 
“flows of power in space” [13]. The information flow is central 
to the political structure and political behavior. Information is 
not only a tool and resource that is used by political actors in a 
strategic and psychological sense, but its performance and 
quality affect the identity of political actors [15]. 

VI. E-DEMOCRACY: RISK FOR THE SOCIETY AND THE STATE? 
Consistent use of e-democracy and the expansion of the 

Internet as a socio-political communication raise the question 
of the necessity of representative democracy reproduction, if 
even now Internet technologies allow citizens to directly 
express their opinions and influence the legislative process. 

 

Fig. 1.  The most popular mechanisms of e-democracy among Russian 
population (%) 

In the political science community there is an active 
discussion about recently emerged conceptual models: direct 
digital democracy which involves the implementation of the 
direct will of citizens without the institutions of representative 
democracy; democracy of participation and joint action based 
on the organization of cooperation between the state and 
society on the formulation and adoption of joint solutions using 
internet and communication technologies; expert democracy 
with the involvement of self-selected experts for professional 
solutions to specific issues and problems that concern citizens. 

In this regard it is significant to highlight the threats and 
risks for democratic system of governance. Cancellation or 
restriction of the scope of the activities of traditional 
institutions of representative democracy, particularly in the 
context of strengthening the new Russian state, is really 
possible outcome of these threats at the moment. These risks 
are: 

• The lack of digital equality: different possibilities 
(territorial, settlement, etc.) for access to information and 
communication infrastructure. 

• Significant inter-generational, professional and status 
gap in the development of competencies and skills in the use of 
the Internet communication technologies, which eliminates the 
possibility of equality in the articulation of their interests. 
Figure 2 presents the main obstacles of the spread of e-
democracy in Russia (%) [11]. 

• Enhancing the use of tools of e-democracy by 
members of radical and extremist groups trying to destabilize 
the functioning of the political system, the violent change of 
political regime, etc. 

• Not rare appear proposals to adopt populist 
management decisions not taking into account the multiple 
aspects of public and political management, quality of 
professionalism and competence approach to solving 
problematic situations. 

• Progressing volume of information required for 
decision-making, making it difficult for ordinary citizens to 
fully participate in the socio-political process. 

• Widespread of manipulation technologies of influence 
of the formation of public opinion, which is associated with the 
possibility of forming phantom democracy. 

• Plurality of accessibility to information for online-
users that creates illusory perceptions and beliefs about 
omniscience, rejecting the need for expert professional 
evaluations. 

• Virtualization of expert status, the acquisition of 
which is linked with PR-technologies and marketing forms of 
promotion of “goods”. 

• Possibility of political preconception of an expert who 
acts not in the interests of society and the state, and pursue the 
interests of other actors in the socio-political process [16]. 

• Reduction of the state's ability to defend its 
sovereignty, national interests and to ensure the safety of social 
system functioning. 
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Fig. 2.  Main obstacles to the spread of e-democracy in Russia 

Thus, “the new technology can become a dangerous 
facilitator of tyranny […] There is not tyranny more dangerous 
than an invisible and benign tyranny, one in which subjects are 
complicit in their victimization, and in which enslavement is a 
product of circumstance rather than intention” [16]. 

VII. RESEARCH PERSPECTIVES OF E-DEMOCRACY IN RUSSIA 
Any risks and dangers that characterize innovative 

processes, especially in the political sphere, encourage 
researchers to optimize modern project practices of 
“democracy implementation”. From our point of view, the least 
developed and therefore the most perspective aspect of analysis 
of the functioning and reproduction of e-democracy in the 
Russian Federation is its interrelation with the development of 
crowdsourcing, noosorsing (mind sourcing) technologies, and 
wiki-based collaboration (website which structure and content 
can be independently modified by users with the help of the 
tools provided by the site). As rightly pointed by some 
researchers “crowdsourcing technologies allow to legitimize 
the state policy by a new organized participation of citizens in 
the management that counteracts to the spread of political 
apathy and fatigue from democracy” [18]. Currently there is 
analytics that presents the generalization of such experience in 
the United States [19], but such political science research in 
Russia at federal and regional levels is only in the initial stage. 
In the framework of the study funded by the Russian 
Foundation for Humanities in the Volgograd region the authors 
will conduct further theoretical and practical conceptualization 
of e-democracy expansion with the help of crowdsourcing 
technological resources in the context of strengthening of the 
regional public space and increase of governmental authorities 
legitimacy. 

VIII. CONCLUSION 
It should be emphasized that social consciousness as the 

most important factor of development in all its forms, including 
political modernization, demonstrates the leading role of the 
public (civil) institutions in these processes. Forced 
modernization, whatever the circumstances caused it, divides 
society calling into question the achievement of the ultimate 
goal. In this regard you must consistently use the positive 
aspects of e-government and e-democracy as part of the etatist 
model of political modernization. The influence of the state on 

civil institutions is in the search for consensus and the 
harmonization of the most important aspects of the 
modernization process among its leading actors, as well as 
society as a whole. 
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Abstract— Regular increase of database volume in 
corporate information systems (CIS) provides great opportunity 
to investigate relation among different type and find out hidden 
correlation. This is very important factor in order to develop 
strategic plans and dive correct decisions. 

In this article the implementation of Business Intelligence 
analytic information system to the reporting and query 
methodology to the CIS database were analyzed. Furthermore 
discovering of hidden information and there processing by fuzzy-
logic were also investigated. 

 
Index Terms—Corporate information systems, Fuzzy logic 

queries, Business intelligence.  

I. INTRODUCTION 
Rapid economical development result in high demand in 

application of new information systems and their 
implementation. Therefore the companies with remotely 
allocated branches demanded unique, effective and integrated 
corporate information system database for easy management 
[1,2]. Three components are very essential in formation of any 
corporation: general purpose; information; and information 
sharing [3].  

In order to continue operating an enterprise for a long time  
to get required data from information is an indispensable 
factor for organizational planning and control [4]. 
Additionally, in the arrangement stage of enterprise 
information systems employees often confront with stress and 
intensity [5]. Therefore, to provide the success of the company 
the most essential factor is that employees should not only 

know their work well, but also they should motivate on their 
work properly. 

Increase in the number of user in CIS database leads to 
enormously expansion of volume of the database. This case 
create some barrier in decision making process because of big 
data usage. So effective usage and management of CIS 
database are still actual issues in modern business world. In 
this regards the main purpose is to identify hidden information 
and learn their affect on business requirement. 

II. ANALYZE OF EXISTING METHODS AND APPROACHES 
In early 90s there were two approaches in integration of 

different corporation information systems [6]: 
- Enterprise Resource Planning, ERP; 
- Data Warehouse [7,8]. 
ERP is based on the common transaction in the same 

system and Data Warehouse is based on the data integration 
according to the any requirement.  

Furthermore Data Mining and Business Intelligence 
System (BIS) are also important fields in implementation in 
business sector. These area have some shortage in data 
selection and formation because of the duration of 
implementation process. BIS are mainly applied in macro 
economy, social marketing and medical database management 
and linguistic description forms. From other side these kind of 
systems information can be given not only in numerical form 
and also in different forms such as fuzzy logic and other type 
of description form.  

Business information systems have two major problems: 
1. Filter and search of data; 
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2. Management and sharing of data.
As we mentioned above none proper search of data has 

negative result in decision making. From this point of view 
fuzzy-logic, artificial intelligence and other type based 
filtering system has much effect in decision making and 
management process. 

Although there are many researches in intellectual analyze 
of data, some problems are available in this direction. 
Considering the fact that these methods doesn't suitable for 
implantation fuzzy attributes. However we can find several 
researches in this area [9]. 

III. PROBLEMS AND SOLUTIONS 
Existing BIS doesn't cover all categorical, linguistic, 

artificial data and other type of illustrational version of data. 
Still there some un-investigated research questions [9]. 
Reporting and queries coming from the users in CIS database 
can be extended in terms of accuracy and effectiveness by 
implementing fuzzy-logic approach. 

A. Formation of relational databases 
The main object of the relational databases can be given in 

general form as follows: 

P= {O, Ko (A(x)o,Vo), R={oik oj} } , oi,oj� O       (1) 

,where O – represents the fields of objects; Vo  – the state of 
the set of objects; A(x)o attributes of the objects; Ko – special 
attributes of the objects, such as state space and their 
combination, �x � X – the domain of the objects; R – 
represents the relation between object. 

The queries in the relational database (Z)  carry out some 
possibilities in some set of C(x) = {A(x)o

i k B(x)o
j} as a result 

of intersection, union and unification operation    relyasiyon 
(join – R={oik oj} ) based on conditions of Ko

i (A(x)o
i,Vo

i) l 
Ko

j (A(x)o
j,Vo

j). These operations executed on the objects of 
(oi, oj). 

B. General form of queries 

C(x) = {A(x)o
i k B(x)o

j} 

R={oik oj}   Ko
i (A(x)o

i,Vo
i) l Ko

j (A(x)o
j,Vo

j) 

Z = {Select <attributes> From oi < join> oj 

Where <conditions>  }                 (2) 

, where  k – all possible  join (left outer join, right outer join , 
full outer join , cross join and etc) relations and l –  
represents "and", "or" and "no" relations in where clause of 
the query. 

From other side the domains of the �x�X queries is 
limited within the ranges (a � x � b), where a and b are the 
lower and upper limit of the interval. Example given as below: 

SELECT ASSORTIMENT.CODE KODU, 

ASSORTIMENT.NAME ADI, 

ASSORTIMENT.COUNTRY OLKE, 

ASSORTIMENT.FIRMA FIRMA, 

ASSORTIMENT.QALIQ QALIQ, ( CONVERT (  INT, 

CONVERT (DATETIME, (RS.SONKULLANIM) ) ) - 

CONVERT( INT, GETDATE())) / ((1.111/1.111)*30  

SIT_AY, 

SATIS. MIQDARI MIQDARI, SATIS.PRICEORG 

PRICE 

FROM APTEKMALLAR ASSORTIMENT 

FULL OUTER JOIN R_BAZAS SATIS 

ON ASSORTIMENT.MAL_LOGU = SATIS.MAL 

LOGU 

WHERE ( SROK<=3) AND ( (SATIS>=1 AND 

SATIS<=10) AND (.PRICE>=50 )) 

As an example, relational database tables of pharmacy 
information management system have been used in queries  
and they have been described as a subject area.        

As can be seen from the above illustrated examples of 
SQL query, 1, 3, 10, 50 –  are precisely defined border values . 
A relation function of  fuzzy trapezium  is shown in Table 1.  

TABLE 1.  A RELATED FUNCTİON OF  TRAPEZİUM   

 

TRAPEZIUM 

 

 
 

a,d are bases of trapezium, b,c are legs 
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A related functions in SQL language have been realized in 
the form of  special features of library. As an instance, 
trapezium relation function of SQL text has been given in 
Table 2.   

TABLE 2. TRAPEZİUM RELATİON FUNCTİON OF SQL TEXT 

 

ALTER FUNCTION [dbo].[Trapezium] 
(  

@TRAP_SeatA FLOAT, 
@TRAP_SeatD FLOAT, 
@TRAP_PeakB FLOAT, 
@TRAP_PeakC FLOAT, 

@X FLOAT  

) 
RETURNS FLOAT 

AS 
BEGIN 

DECLARE @Y FLOAT 
IF @X<=@TRAP_SeatA 

BEGIN 
SET @Y = 0 

END 
IF (@TRAP_SeatA<=@X) AND 

(@TRAP_PeakB>=@X) 
BEGIN 

SET @Y = (@X-@TRAP_SeatA)/(@TRAP_PeakB-
@TRAP_OSeatA) 

END 
IF (@TRAP_PeakB<=@X) AND 

(@TRAP_PeakC>=@X) 
BEGIN 

SET @Y = 1 
END 

IF (@TRAP_PeakC<=@X) AND 
(@TRAP_SeatD>=@X) 

BEGIN 
SET @Y = (@TRAP_SeatD-@X)/(@TRAP_SeatD-

@TRAP_PeakC) 
END 

IF (@TRAP_SeatD<=@X) 
BEGIN 

SET @Y = 0 
END 

RETURN @Y 
END 

 

It is obvious that describing these functions in SQL 
language is very easy. Once again this proves the possibility 
of the use in linguistic variables.  

If we think of the below given query as examples for fuzzy 
queries: 

Query :  Compile a list of the goods that have less 
expiration date. 

Managers usually solve this type of fuzzy queries 
according to the form of understandable queries (2). Thus,  if 
we consider that in  drug sales firms on the 15th of each 
month  lists of goods are prepared  that have  3 months to the 
expiration date (or prior to 5 months) and drugs are refunded 
to vendors acoording to the same lists, in this case the 
discussed query can be described as a clear query as follows:  

Select  * from r_bases rs 

where  (convert(int,convert(datetime,(rs.expiration)))- 

convert(int, getdate())) / ((1.111/1.111)*30  <=3 

, here expiration expresses the expiration date of goods (SIT), 
getdate() expresses today’s date i.e. report date. 

So, if the manager prepared the list in getdate () date, as 
we mentioned above compiling a new report will be on the 
15th of the next month. If there are 3.1 monthes (i.e. 3 months 
and one day) to the expiration date of product, in this case this 
product will not be in the manager’s list and even if the same 
product is in the list of next month, seller will not refund that 
product. And as a result, if such kind of goods are not sold in 
time, they will be in the item disposal list and increase the cost 
of other goods of the same type and eventually, will reduce 
earnings of a company.   

The solution of this type of  problems can be solved on the 
basis of fuzzy queries. Thus, processing of fuzzy queries and 
their fulfilment in a relational database is a very actual issue.  
The following approach has been applied to he solution of the 
problem. 

Taking into account the above mentioned information, Ko 
(A(x)o,Vo), a procession of relations at the same time should 
enable the fulfilment of fuzzy relationships and operations 
over relational database. 

Fuzzy queries in comparison with clear queries (2)  can be 
formalized as follows:  

Select 

< attributes > , 

<relation functions of fuzzy concepts >, 

<indexes of belonging to a query> 

From <fuzzy A plurality>  join <fuzzy B plurality> 

Where <conditions described with the fuzzy concepts 

(LV) > l < the terms of the exact interval >        (3) 

, join – expresses integration rules on pluralities.  
Therefore, the condition of the query can be described   as 

exact interval terms in form (2) (assortment number = 100, 
there are 5 months to the expiration data etc. ) and at the same 
time as fuzzy conditions (these are called linguistic variables 
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(LV): for example, products which have less assortment
number, products which have well performed sales quota etc.).  

In general, the linguistic variables (LV) – are accepted as 
variables that get words and word combinations as a value and 
these values are illustrated as fuzzy pluralities.   

For instance, the description of expiration date linguistic 
variable  as fuzzy pluralities is shown in Fig.1 in a graphic 
way Expiration Date = {little, good, much}. 

 
Fig.1. Graphic description of expiration date linguistic variable 

IV. CONCLUSION 
Solving the problem  with this method will enable the 

solution of  a wide spectrum of business challenges: 

- Creation of efficient and comprehensive effective 
corporate reporting system for a short period of time as a 
result of fuzzy description of categorical and linguistic data, 

- Non-regulated query processing – to these users: the list 
of young professionals  whose salaries are not very high, the 
list of goods  that has the highest sales figures and the 
cheapest price  according to the regions and finding a more 
complete response to quiries of this type, 

- In CIS database - solution of a different type of analysis  
issues of data, 

- To study a different type of  hidden connections and 
other regulations among  the data, 

-  On the basis of fuzzy criteria, clusterization of products, 
customers, and other objects involved in business processes – 
the solution of these issues will enable to place goods grouped 
according to certain criteria in storehouses  properly, selection 
of appropriate methods according to customer groups and 
materials management and  the solution other data analysis 
issues,  

- In order to compete in this market with other enterprises 
it is of great importance to fulfil necessary actions that will  
not allow employees to lose their motivation. 

REFERENCES

[1] The Trend of Development in Modern Enterprise Information 
Systems, http://www.management.com.ua/ims/ims010.html, 
URL Accessed date: 12 January 2016. 

[2] Vavilov, K., S. Sherbina, Web-Integration, Electronic Journal 
"Open Systems", Vol. 1, 2001, p.12, http://ecm-
journal.ru/post/Web-integracija-korporativnykh-
sistem.aspx?from=more, URL Accessed date: 17 January 2016. 

[3] Corporate Networks and Systems / Enterprise Network Concept,  
http://az.wikibooks.org/wiki/Korporativ_shəbəkələr_və_sisteml
ər/Korporativ_shəbəkə_anlayısi, URL Accessed date: 1 March 
2016. 

[4] Shahin A., Suleyman Demirel University, Institute of Social 
Sciences, Department of Public Administration, Management 
Information Systems, Master's Thesis, Isparta, 2006.  

[5] Bayraktar E., Efe M., Enterprise Resource Planning 
(ERP) and Software Selection Process, Selchuk 
University, Social Sciences Institute Journal, Vol. 15, 
2006: 689-709. 

[6] Development and Implementation of Enterprise Portals, 
http://www.topsbi.ru/default.asp?trID=92, URL Accessed date: 
15 Dekabr 2015. 

[7] Alperovich M., Storage of Technology and Enterprise 
Data (Data Warehousing, OLAP, Data Mining), 
http://www.sft.ru/reviews/ DevConv97/DC2/DC2T12.htm, 
2008, URL Accessed date: 26 April 2012. 

[8] Inmon W.H., Building the Data Warehouse (Second Edition), 
New York: John Wiley & Sons, Inc.,1993. 

[9] Abdullayev T.S, Alekperov R.B, Kilic K.S, Processing Of 
Fuzzy Logic Queries In Corporate Information System, Journals 
of Qafqaz University, Mathematics and Computer Science 
Number:34, Qafqaz University, 2012, p.105-113.  

 
 
 
 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 618 12-14 Oct 2016, Baku, Azerbaijan



Management of Higher Education Institution Staff 
Activity Efficiency on the Basis of Flexible 

Stimulation System 

Dmitriy Anufriev1, Olga Shikulskaya2 
1Rector, 2Dept. of research activities 

Astrakhan state university of civil engineering - ASUCE 
Astrakhan,  

Russian Federation 
1ADP@aucu.ru, 2shikul@mail.ru 

Kanagat Dyusekeyev 
Dept. of information technologies 
Astrakhan state university - ASU 

Astrakhan,  
Russian Federation 
abetovich@mail.ru 

Mikhail Shikulskiy  
Dept. of applied informatics in economy 

Astrakhan State Technical University - ASTU 
Astrakhan,  

Russian Federation 
shikul_m@mail.ru

 
Abstract — Research object is the system of the differentiated 

compensation of higher education institution staff. The 
stimulation systems of higher education institution staff 
operating in Russia, Kazakhstan and other countries have been 
analysed by authors. The applied criteria of efficiency of higher 
education institutions in these countries are compared. Need of 
improvement of stimulation systems of higher education 
institution staff is proved. It is shown that the problem of staff 
qualification and efficiency of their work can be devided into two 
interconnected subtasks: definition of mechanism of the material 
stimulation of the higher education institution staff and 
formation of the flexible dynamic system of indicators adapted to 
the external conditions changing. For the first task solution the 
method of the system analysis was used, for the second task 
solution the methodology of the balanced system of indicators 
was used. As a result of the made research the strategic map, 
hierarchical system of criteria for evaluation of efficiency of 
activity of higher education institution staff are developed. 
Theoretical developments will be used in model of improvement 
of system of the differentiated compensation in higher education 
institution. 

Index Terms —differentiated pay system, multiagent approach, 
strategy map, balanced scorecard, hierarchical system, criterion, 
objective tree 

I. INTRODUCTION  
The number of higher education institutions around the 

world grows. At the same time education expands borders. 
Mobility of enrollees has increased. They aren't so connected 
to the place of residence as it was earlier. If not so long ago for 
many enrollees only existence of the diploma about the higher 
education mattered as guarantees of good employment, then 

now a number of prospective university students who is 
interested in quality of the got education is increasing. It 
strengthens the competition between higher education 
institutions [1].  

Financing of higher education institutions is one of the 
most important factors of improvement of education quality. It 
provides a possibility of involvement of the competent 
teachers, creation of the extensive infrastructure of higher 
education institution including both modern material and 
technical resources for educational and scientific processes, 
and providing conditions for accommodation and leisure of 
students and the faculty. 

In turn high rates of efficiency of higher education 
institution activity are a source of new budgetary and off-
budget fund raising. And conditions of higher education 
institutions with the average and low level of these criteria 
values catastrophically worsens. Recognition of higher 
education institution inefficient in general leads to the 
termination of his financing by the state and closing. In this 
regard under the conditions intense competition the matter of 
rational distribution of the poor resources for the purpose of 
increase of efficiency of educational and scientific activity is 
taking up with administration of the majority of higher 
education institutions. Naturally, a key role in this process is 
played by human resources, and the system of material 
stimulation of the higher school employees. And than less 
financial resources belong to higher education institution, then 
the system of employees stimulation has to be especially 
effective and flexible.  

A significant amount of works of domestic and foreign 
scientists is devoted to a problem of development of 
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differential system of compensation of higher education 
institution employees. However, the connecting of these 
systems with concrete indicators of quality of higher education 
institution activity which importance in modern realities 
quickly changes significantly reduces their efficiency. In this 
regard there is a need for creation of new effective models of 
stimulation of the higher education institution employees 
adapted to modern operating conditions of higher education 
institutions. 

Research objective is development of model of system of 
the differentiated compensation of higher education institutions 
teachers on the basis of flexible system of criteria for 
evaluation of activity of teachers. 

For achievement of this purpose it is necessary to solve the 
following problems: 

� the analysis of system of compensation in higher 
education institution and the review of the existing 
methods of her improvement; 

� analysis of indicators of an assessment of efficiency of 
activity of higher education institutions and their 
teachers; 

� creation of model of the differentiated compensation of 
higher education institutions teachers; 

� development of flexible hierarchical system of criteria 
as model component. 

II. RESEARCH METHODS 
For the solution of the first two problems the method of the 

system analysis is used. According to the first task the existing 
systems of compensation of higher education institution 
employees in Russia, Kazakhstan, Great Britain, Germany, the 
Netherlands are analysed. Common features and specifics of 
various compensation systems are revealed, financing sources 
of the higher education are classified. The conclusion is drawn 
that the stimulation model needs to be developed taking into 
account the best foreign practices and specifics of domestic 
education [2-11].      

For the second task solution the comparative analysis of 
systems of accreditation indicators of higher education 
institutions of the Russian Federation, the rating indicators of 
the higher education institutions considered by Independent 
Kazakhstan agency on ensuring quality in education 
(HKAOKO), rating indicators of higher education institutions, 
shown by the National accreditation center of the Ministry of 
Education and Science of the Republic of Kazakhstan, the 
indicators used by various foreign originators (Asia week, The 
Cente, CHE/Stern, Good Guides, The Guardian, Maclean’s, 
Melbourne Index, The Times, U.S. News), indicators of 
various rating organizations ("Expert RA" - the Russian 
Federation, "QS-THES" - Great Britain, ARWU - China) is 
made [5-8]. Conclusions are drawn on discrepancy and 
instability of rating estimates, on lack of the accounting of a set 
of the existing indicators from various systems in the existing 
methods of stimulation of staff of higher education institution, 
on absence in these methods of the accounting of a possibility 
of higher education institutions of achievement of various 
indicators, on lack of an accurate binding of level of 

compensation to results of professional activity and on 
expediency of development of flexible system of criteria for 
evaluation of activity of teachers and on her basis of dynamic 
model of management of efficiency of work of teachers of the 
higher school.       

The solution of the third task (development of model) is 
based on multiagent approach [11]. The management system of 
higher education institution activity is presented as the model 
of n–agent organizational system (OS). Each agent of system is 
the employee of higher education institution belonging to the 
faculty. The i-th agent of system can be characterized by the 
type (ti) and by the action made by him 

S TnNidi ,...,2,1,0 ��� . Remuneration of the i-th agent (�i) 
has two components: tariff (ti) and bonus (gi). Bonus fund 
P 0. The tariff component of a salary tr(ti) depends on the 
agent type which is defined by his qualification level and an 
experience. Besides the tariff component is influenced by the 
volume of the performed work (teaching loads). The bonus 
component of i-th agent depends on the actions made by him 
directed to increase of higher education institution efficiency: 
< = Nidi � ,g  where < = n

n Ddddd 
�� ,...,, 21  is a vector of 
agents’ actions. 

Thus, the general remuneration of the i-th agent has an 
appearance: < = < = < =iiii dttrdt g� 
�, . 

< =ii dtс ,  is cost function of the i-th agent. 
The minimum value of criterion function of the agent 

which needs to be provided to him is restriction of reserve 
usefulness < =�u , i.e. < =itu  is reserve usefulness of the i-th 
agent, Ni� . 

S Tntttt ,...,, 21�  is the vector of agents types; 
< = < = < = < =S Tdddd ngggg ,...,, 21�  is vector-function of bonus 

stimulation 

P
n

i
i ��

�1
g  

Criterion function of the agent:  
< = < =< = < = < = < =dtcdttrdtrtf iiiii ,,,, �
��� gg . 

Criterion function of the center:  
< = < =< = < = < = < =���

���

�����m
Ni

i
Ni

i
Ni

iii dttrdtcdtrt gg ,,,,  

< =< =�g,idRN  is Nash equilibrium multitude of agent’s game 
when the tariff and bonus system of stimulation is set; 

< = < = < =< = < =
a
b
c

�
�
�

������ �
�

PddRNdPdS
Ni

iggg ,,  is a set of 

bonus systems of stimulation, such that for any corresponding 
equilibrium vector of agents actions total bonus stimulation 
doesn't exceed bonus fund; 

< = < =< = < = < = < = < =S TNitudtcdttrDdtrtU iii
n ���
���� 
 ,,,, gg  — 

set of vectors of actions of agents at which values of their 
criterion functions satisfy to restrictions of reserve usefulness.   
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The guaranteed value of criterion function of the center on 
a set of agents decisions < = < =< = < = < =< =��m��� gg ,,min,, trttrtK  
defines efficiency of tariff and bonus system: 

< = < =< =
< =< = < = < =< =

< = < = < =0
1

2
3
4

5
����� ��

��
��:�� Ni

i
Ni

itrtURNd
ttrddHtrtK gg

gg ,,
min,,

where < = < =�
�

�
Ni

i dtcdH ,  — sum of expenses of all agents of 

system . 
The general problem definition of synthesis of optimum 

standard bonus system (SBS) has an appearance: 
< = < =< =

< = < = < = 0,,,
max,,

����
Y��

PtrPtS
trtK

g
g , i.e. it is required to find 

optimum tariff payments tr(�), bonus fund P and rules of his 
distribution i.e. bonus system of stimulation (gi) which would 
provide to all agents in balance reserve usefulness. The higher 
education institution can't significantly influence the amount of 
tariff payments, only indirectly through achievement of the 
required monitoring indicators, ensuring the intake of enrollees 
on the budgetary basis. Formation of bonus fund and definition 
of rules of its distribution are two big independent tasks. 

Within this research we will be limited only to a problem of 
distribution of bonus fund < =�g at the fixed tariff component. 
For the solution of this problem it is necessary to specify and 
concretize a problem definition. 

The purpose of modeling of material stimulation system of 
scientific and pedagogical staff of higher education institution 
is increase in the higher education institution profit as a source 
of increase of efficiency of higher education institution 
activity. For creation of criteria system (the fourth task) it is 
necessary to construct a tree of the purposes. The methodology 
of the balanced system of indicators (BSI) is applied to the 
solution of this task. 

III. RESULTS OF RESEARCH AND THEIR DISCUSSION 
For creation of a tree of the purposes on the Balanced 

Scorecard methodology basis the authors have developed a 
strategic map of financing of higher education institution  
(fig. 1). 

 
Fig. 1.  Strategic map of financing of higher education institution   

However, the system of indicators has to be dynamic, their 
standard values and trends have to change depending on a set 

of factors in the conditions of the competition. It is necessary to 
consider the importance of these criteria during various periods 
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of time. In this regard further improvement of indicators 
system is necessary. 

Previously authors have analysed 44 indicators applied in 
various rating systems. Indicators are united in 4 groups on 
kinds of activity: educational, scientific, international and 
increase of image of university. However, the offered flexible 
system of criteria allows to increase quantity of indicators and 
to the number of groups which they treat. 

For the accounting of the importance of the used indicators 
authors by results of the carried-out analysis have created 
hierarchical system of criteria. Distinctive feature of the 
offered system is the structured weight indicators (fig. 2). Such 
approach facilitates for the expert the process of an assessment 
of weight coefficients of criteria and increases assessment 
accuracy. 

At each level of hierarchy, the corresponding weight 
coefficients on the basis of which then the generalized weight 
coefficients are determined by each criterion are set. Such 
approach allows to simplify work of experts and to increase the 
accuracy of their assessment at a significant amount of criteria 
of various type. 

Amount of remuneration of the i-th employee is defined by 
the generalized indicator of quality of his work ix which is 
characterized by his labor costs when performing actions by 
the set criteria and the importance of these criteria. The 
generalized indicator of quality is measured as a labor cost in 
the academical hours or in the astronomical ones. 

Thus, the generalized indicator of quality of work of the  
i-th employee (teaching staff) will depend on performance by 
him of work by concrete criteria and the generalized weight 
coefficient of this criterion.   

< = < = < =< =ijijji kKsSwWfx ,,� ;  A Bni ,1� ; A Bmj ,1� , 
where kij  is labor input of the performed operations by j-th 

criterion (in the academical hours or in the astronomical ones),          
wj is weight coefficient on j-mu to criterion, 

sij is indicator of performance of action on j-th criterion of 
i-th the employee,          

m is amount of criteria, 
n is the number of the stimulated employees 

�
�
��

otherways,0
     conditions meet the if,1 j

ij
Ps  

The generalized weight coefficient of j-th criterion is equal 
to multiplication of the corresponding weight coefficients of 
each level l. 

�
�

�
3

1l
ljj ww  

   Labor input of the performed operations by j-th criterion 
is determined as product of standard labor input of 
performance of unity action by j-th criterion by the number of 
the unity operations on j-th criterion performed by i-th the 
employee 

ijij kekk
j
�� 0 , 

where k0 is standard labor input of performance of unity action 
by j-th criterion (is defined by experts), keij �0 is the number of 
the unity operations by j-th criterion performed by the i-th 
employee (may be divisional).  

The generalized indicator of quality of work of i-th 
employee will be determined by an equation:  

< =�
�

���
m

j
ijijji kswx

1
. 

The price of unit of labor costs is calculated as the ratio of 
bonus fund to the sum of the generalized indicators of quality 
of all higher education institution staff. 

< =���
� ��

����
n

i

m

j
ijijj

n

i
i kswPxPcet

1 11
 

 

 
Fig. 2.  Hierarchical system of criteria 
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Premium of i-th of the employee < = ii xcetd ��g . 
Settings of system is carried out by a variation of weight 

coefficients wj. 
We will input restrictions. Viability of system is defined by 

higher education institution performance of minimum 
admissible quantity of the accreditation indicators providing 
recognition of higher education institution by effective one: 

KolVAR � KolVARmin, 
where KolVAR is quantity of the executed accreditation 

indicators; KolVARmin is minimum admissible quantity of the 
executed accreditation indicators necessary for recognition of 
higher education institution by effective one. 

Therefore, when experts determinate weight coefficients 
values, they have to analyse a possibility of performance of this 
restrictions by higher education institution on the basis of 
results of self-inspection, reveal unachieved indicators, 
estimate an opportunity and cost intensity of their achievement 
on condition of material stimulation of employees, and 
according to it to put down weight coefficients. 

To exclude imbalance of system due to the choice by 
employees of the most easily achievable for them indicators, it 
is possible to set restriction for the number of the paid unity 
operations on j-th criterion performed by one employee: 

A Bax ,0 mjij keke � , 
where kejmax is the maximum number of the paid unity actions 
on j-th criterion. 

The criteria system has to include the greatest possible 
amount of criteria. The exception of not actual in current time 
criteria is carried out by assignment of zero value to the 
corresponding weight coefficient.   

IV. CONCLUSION  
In the paper the need of improvement of stimulation system 

of higher education institution staff in the conditions of the 
competitive environment is proved, the analysis of the 
compensation system state in higher education institutions and 
the review of the existing methods of its improvement, the 
analysis of indicators of an assessment of efficiency of higher 
education institutions activity and their teachers in Russia, 
Kazakhstan and foreign countries is made. The model of the 
differentiated compensation system of higher education 
institutions teachers on the basis of flexible hierarchical criteria 
system is offered. Use in system of the greatest possible 
amount of criteria allows fast inclusion and exception 
necessary criteria depending on external conditions. Structure 
of weight coefficients considerably simplifies configuring of 
system. 

Scientific novelty of research is the strategic map 
developed by authors, hierarchical criteria system for 
evaluation of activity efficiency of higher education institution 
staff with the structured weight indicators, model of the 
differentiated compensation of teachers of higher education 

institutions on the basis of flexible hierarchical system of 
criteria. 
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Abstract—On the various stages of financial relations 
development with the state finances established and develop the 
local finances, corporations (firms) finances and modern 
household finances sphere provides financing of budgetary 
agencies and institutions in the form of disbursements of the 
employees (salaries, pensions, scholarships) in the budgetary 
institutions of household formation of financial resources, also 
financing of certain general state activities. System management 
of sound public finances enables the distribution of public finance 
effectively, which helps economic development and the 
eradication of poverty. Public finance management reform is 
closely integrated with the modern electronic services and IT 
technologies. Electronic systems and electrical management in 
many countries are growing very rapidly. Automation of 
exchange process of information between electronic systems of 
management public finance for the document processing caused 
a significant reduction of the time, costs, from both sides of 
personnel. State treasury offered convenient and transparent 
form of communication to the organizations. Through this 
system, disappeared paper documents from the circulation, it 
became possible to get information in real time mode, reduced 
operational risks minimize. 

Index Terms— public finances, integrated informational 
systems, automation of budgetary process, systems of treasury 
electronic service. 

I. INTRODUCTION 
In any country, the most important field of the financial 

system presents state finances, which is committed to provide 
the appropriate authorities for the fulfillment of their functions 
with the necessary financial resources. In this field the subjects 
of monetary relations line up relevant state authorities, 
enterprises and organizations, citizens. 

On the early stages mobilized monetary resources in the 
country were used for military purposes. It should be noted that 
on the first stage of the country's financial system consisted of 
only state budget, which had no influence on the country's 
economy. On the next stage of commodity-monetary relations 
development, with the establishment of various general state 
funds of monetary assets set up a financial system with its 
many subsystem, which actively participate in the distribution 
and redistribution process of national income and determines 
stable growth of economy. 

On the various stages of financial relations development 
with the state finances established and develop the local 
finances, corporations (firms) finances and modern household 
finances sphere provides financing of budgetary agencies and 
institutions in the form of disbursements of the employees 
(salaries, pensions, scholarships) in the budgetary institutions 
of household formation of financial resources, also financing of 
certain general state activities. 

II. RELATED WORKS 
One of the main subsystem of the financial system is state 

(public) finances, which is the itself system and plays an 
important role in the development of the country's economy. 

Financial system for such kind of countries as Georgia is 
developing concepts in Georgian practice, the sturcture of 
financial system used to change fundamentally during last 30 
years, which is directly related to transformation of current 
market. The comparative stabilization of the economy, 
integration of Georgia in the world economy, amendments of 
the current financial legislation provided transformation of the 
financial system of Georgia and approximation with the 
international standards. 

System management of sound public finances enables the 
distribution of public finance effectively, which helps 
economic development and the eradication of poverty. 

The field of public finances includes the units of central and 
territorial budgets. The main goal of public finances is the 
formation of a centralized financial resources and the 
distribution for financing public needs. 

Between the reforms implemented in the recent period in 
Georgia one of the important reform is public administration, 
which represents the horizontal and multi-sectoral policy and 
its implementation is depend on the executive authority 
decision-makers and high-ranking state officials involvement. 
The goal of public finances management reform represents 
provision of effective distribution of finance stability and 
public finance in accordance with government priorities. In 
Georgia the legal basis of public finances management 
represents. Budgetary Code of Georgia’’, which regulates as 
state also autonomous republics and local self-government 
units budgetary processes. Mobilize of revenues regulate by the 
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Tax Code of Georgia’’, state purchases by the rule of 
"Purchase Implementation’’. 

Public finance management reform is closely integrated 
with the modern electronic services and IT technologies. 
Electronic systems and electrical management in many 
countries are growing very rapidly. Georgia is trying not to fall 
behind the global tendency and according to electrical 
management it occupies one of the leading position in the 
countries of the region. 

IT support of Public Financial Management is implemented 
by LEPL "Financial Analytical Service" of the Ministry of 
Finance of Georgia, the above service provides the 
development of information resources of the Ministry of 
Finance and other government agencies, business management 
and informational security. It is oriented for the creation and 
delivery of internal and external consumption of electronic 
products and services. Successfully functioning integrated 
electronic system of public finance management of the 
country- PFMS. [1] Within the mentioned reform was 
implemented electronic systems of budget management 
(eBudget), state treasury (eTreasury), public debt and 
investment projects management (eDMS), human resource 
management (eHRMS). 

Electronic system of public finance management serves 
4400 internal and half a million external customers. Through 
the system electronic transfer of all the budgetary salaries of 
organizations, pensions and other funds collecting of taxes and 
charges are implemented electronically. 

 

 
Fig. 1. PFMS architecture [5] 

Implementation of electronic systems (eBudget) of budget 
management contributed to the public finances accounting 
maximally. Through the mentioned system Georgian central, 
autonomous republics and functioning of local management 
and with the performance of their duties acceptable revenues, 
rendered payments and management of changes in the balance 
of data are implemented. Through the mentioned system has 

been implemented automation of the budget process, which 
ensured the elaboration of consolidated budget management 
mechanism, capability of program budget management, system 
of dynamic reporting, and control mechanism of LEPL and 
N(N)LE budget implementation, integration functionality with 
other systems. 

With the implementation of eBudget- state budget control 
mechanism became flexible, minimized reduced probability of 
mechanical errors from system user’s. 

One of the important component of reforms within the 
system of public finance management is implementation of 
state treasury electronic service system. Through the state 
treasury electronic service system are implemented accounting, 
reporting and calculation of revenues, payments and change of 
balance of state budget, budgets of the state, autonomous 
republics, local self-government units LEPL and N (N)LE. 
Until 2015 only budgetary organizations subordinated in the 
state budget and legal entities and non-profit (non-commercial) 
legal entities established by them were on the state treasury 
service. Within the reforms implemented in 2015 autonomous 
republics and budgets of local government moved on the state 
treasury services, but since 2016 all LEPL and N (N)LE 
established by local government, except 3,000 public schools 
involved in the system of state treasury electronic service, 
which involvement in the system of state treasury electronic 
service is planned from 2018. 

In the last 10 years many fundamental reforms were 
implemented in the stated treasury. Since 2006 created a 
treasury single account (TSA), which covered all the budget 
revenue and payments of the state budget. Since 2012, 
occurred integration with the public finance management 
system and implemented web- system based on modern 
technologies, which is always available. This is an online 
service. Interfaces are flexible for users, simple to use and at 
the same time comply with legally established forms. 
Implementation of State Treasury Electronic Service System 
means not only technical tasks, but also train of consumers, 
signing the contracts with budgetary organizations, 
identification of consumer’s rights and existence of one-time 
code generating devices. Processed and published the 
instructions. By 2012, about 670 budgetary organizations and 
1300 consumers trained and involved in the system, and as a 
result of the reforms implemented in 2015 additionally 
involved approximately 700 organizations and 2000 new 
customer of local self-government budgets . Since 2016 in this 
system again added approximately 200 organizations LEPL 
and N (N)LE established by local government. 

State treasury electronic system is tightly integrated with 
various systems: state budgeting and management system 
(eBudget), state debt and investment project management 
(eDMS) system, state electronic purchases system, revenue 
service (rs) [2] electronic systems, human resources 
management system (eHRMS), bank payment in real time 
mode payment (RTGS) [3] and worldwide interbank financial 
telecommunication SWIFT-'s system (society for worldwide 
interbank financial telecommunication). Through the 
mentioned systems constantly being data exchange. By using 
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of best practices and methodologies of IT process management 
made it possible to achieve business continuity. Electronic 
service system of state treasury consists of three levels: The 
spending side (Frontoffice), which gives the opportunity to the 
organization financed under the budget to manage their own 
funds. The intermediate layer (Middleoffice), which through 
the local self-government bodies have the capacity to manage 
revenues and payments of the district and treasury side 
(backoffice), which means the control for state treasury and 
funds, monitoring and instrument assembly required for the 
implementation of analysis. [4] 

 

 
Fig. 2. eTreasuty system modules [5] 

Electronic service system of state treasury became available 
and centralized as for all organization being on the services of 
the treasury, also it is possible to access from any point of the 
world. 

Automation of exchange process of information between 
electronic systems of management public finance for the 
document processing caused a significant reduction of the time, 
costs, from both sides of personnel. State treasury offered 
convenient and transparent form of communication to the 
organizations. Through this system, disappeared paper 
documents from the circulation, it became possible to get 

information in real time mode, reduced operational risks 
minimize. 

The union and gathering through the electronic systems in 
the common integrated system of public finances had strong 
support from the state government. The changes were made 
and improved many legislative acts. Developed and published 
textbooks. The state has developed a " Public Administration 
Reform Guide 2020". [4] 

III. CONCLUSION 
� Conducted reforms and implemented system provided 

complex, effective and transparent management of the 
state systems. 

� Improvement of service, reduction of expenses, 
effective management of time and resources. 

� In a short time provided reliable, accurate, complete and 
consistent collection of information about a financial 
event. 

� Accounting data produced by the cash operations and 
accrual method in a common system is integrated.  

The optimation is implemented and being on the main book 
of the treasury, which will eventually give us a complete 
picture of the state of public finances. 
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Abstract— E-government is the harnessing of information and 
communication technologies in government service delivery system 
aimed at enhancing government efficiency, effectiveness, 
accountability and empowering citizens. This paper examines the 
progress made in e-government adoption in Zambia using document 
study approach and the International Telecommunications Union’s e-
Government Implementation Toolkit as theoretical lens for deriving 
four themes for the inquiry: ICT infrastructure, policy, governance 
and outreach. In analyzing the progress made, comparisons are made 
to other SADC member-countries and world-leaders in e-
government. Findings draw attention to key success areas as well as 
lacking areas requiring immediate attention for progressing e-
government agendas in Zambia. 

Keywords— e-government, adoption, Zambia, SWOT analysis, 
e-government implementation toolkit. 

I. INTRODUCTION  
Information and Communication Technologies (ICTs) 

underpins and facilitate high levels of business and service 
efficiency and transparency for both the private and public 
sector [1, 2]. E-government is an indispensable tool that could 
be used to rejuvenate a country’s public service delivery 
system into a knowledge economy and society. It empowers 
both the decision making process by government officials and 
the general citizenry (service consumers) to actively engage 
and participate in government processes [3]. This is one of the 
major justifications for harnessing ICTs into the public-service 
delivery system in the domain of e-government.  

E-government in Zambia took-off slowly at an institutional-
level and steadily diffused to the public domain after some 
government interventions through enacting ICT policies [4, 5]. 
However, practical implementation by the government has 
been confronted with various challenges related to lack of 
skilled manpower in government to champion e-government 
projects, divided political will, unfavourable economic and 
political environment that discourage direct foreign investors 
into the ICT sector [6].   

II. METHODOLOGY 
This discussion paper adopts a document study approach 

[7] to critically analyse e-government adoption in Zambia. A 
document study approach closely analyse the investigated 
phenomenon using any relevant written material. Major 
sources of data used in this study include official documents 

covering government policy documents and gazettes; journal 
and conference publications; regional economic blocks, forums 
and international organizations reports; and non-governmental 
(NGO) reports. Additional primary data on Zambian’s ICT 
development indicators and worldwide governance indicators 
were generated from [8] website for world, regional and 
national statistical data. 

III. DATA ANALYSIS 
Textual data for this inquiry is thematic analyzed. Thematic 

data analysis identifies and reports patterns in the studied 
aspects [9]. Themes capture essential patterns and meaningful 
phenomenon in the data to answer research question(s) for the 
study. In interrogating secondary data, the study aims to 
answer the question on what progress has been made in 
advancing e-government initiatives in Zambia.  

In analyzing these documents, themes are derived from the 
data using inductive approach and from researchers’ previous 
understanding of the investigated phenomenon, usually guided 
by theoretical underpinnings [10]. In the field of ICT for 
development (ICT4D), government efforts in e-government are 
designed along broader socio, political and economic frontiers 
to address societal needs. It is from this background that 
themes were discovered from textual data using the ITU e-
government implementation toolkit [11].  

IV. THEMATIC ANALYSIS OF E-GOVERNMENT INITIATIVES 
The ITU e-government implementation toolkit [11] is a 

comprehensive framework for assessing a country’s e-
government readiness and adoption. The framework permits 
the researcher to formulate themes and do SWOT analysis 
along four fundamental dimensions of the e-government 
adoption: ICT infrastructure, policy, outreach and governance 
as explained in Table 1.    
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TABLE I.  E-GOVERNMENT ADOPTION THEMES 

Theme Explanation Locus 
ICT 

Infrastruct
ure 

The technological infrastructure theme focuses 
on ICT readiness, ICT intensity, ICT impact 
and ICT capabilities. 

Impacts/
Econom
ic 
Develop
ment 
 

 

Policy 

The focus is on priority areas that regulate the 
e-government environment; which include 
rules to govern competition, trust and 
standardization; ICT policies and regulations; 
and government strategies on ICT and e-
government. 

Governan
ce 

Focus on the traditions and institutions of 
exercising authority in a country. It covers 
process of selecting, monitoring and replacing 
governments; capacity of the governments to 
effectively formulate and implement sound 
policies; respect for citizens’ rights and 
participation in national policy, economic and 
social issues. 

Outreach 

Focus the status and efforts dedicated by the 
government and its agencies towards 
educating the general citizenry about public 
service delivery system (e-government). 

 
The locus constitutes the basis for clustering themes and in 

this study the major focus of the identified four themes is on 
sustainable economic and societal development of the e-
government initiatives. Reference [12] recommends that e-
government initiatives at the macro level should always be 
closely-linked with major globalization concerns regarding 
“citizen empowerment, gender empowerment, gender equity, 
achievement of universal access goals and more participatory 
governance.”  

V. ICT INFRASTRUCTURE THEME 
To better understand and assess the status of ICT 

infrastructure in Zambia, this study uses the ICT Development 
Index’s (IDI) four-stage model [13]: 

� ICT-Readiness – investigate advances made in 
networked-infrastructure and citizenry’s access to ICTs 
and e-government. Major infrastructure and access 
indicators are outlined in Table 1. 

� ICT-Intensity – scrutinize the utilization of ICTs and e-
government by the citizenry. An individual’s capability 
to use e-government is directly determined by his or 
her skills and level of experience. Three major 
intensity pointers examined are persons using internet, 
fixed-broadband connectivity, and mobile-broadband 
registered users. 

� ICT-Impact – examines the aftermaths of effective 
utilization of ICT and e-government by citizens.   

� ICT-Capability – reveals the prevailing level of 
literacy amongst citizens essential for accepting and 
utilizing ICTs. Adult-literacy rate, gross-secondary-
enrolment and gross-tertiary-enrolment are the three 
extensively used indicators. The impact of e-
government is significantly affected by the prevailing 
levels of ICT skills and essentially, a requisite to 
leverage the full-potential for social-inclusion and 
economic growth.  

 

Zambia’s ICT development index is reported to have 
increased from 1.550 in 2010 to 2.040 in 2015 [8]. However, a 
score of 2.040 for Zambia falls far below both global-average 
of score of 5.03 and average-value for emerging economies of 
4.12. Essentially, such low scores illustrate the existence of 
huge digital, access and e-service utilization divides. Just like 
in most developing countries, huge disparities exist in access to 
and utilization of e-services by citizens in Zambia and this is 
compounded by the fact that the level of affluence (as 
measured by basic infrastructure and income) drastically 
diminishes as one moves from urban to rural-remote areas [11]. 
Since access to and use of internet by individuals has strong 
bearing on e-government utilization, the Zambian government 
should pay greater attention to increase the percentage of 
households with internet access (6.9%), paralleled to 34.1% for 
developing countries and 46% for the world average [14]. 
Tariffs and affordability of e-services, specifically, internet in 
Zambia, just like across the SADC region are unaffordable to 
ordinary citizens and to promote e-government utilization, 
downward reviews are inevitable.  

Zambia’s mobile cellular penetration as measured by active 
mobile subscribers per 100 inhabitants is average – 67.3/100. 
With 17.3 out of 100 people using internet, Zambia legs behind 
many countries in e-government usage. Reference [15] posits 
that internet access in Zambia remains a privilege to the 
minority elite. With such low reported scores, Zambia is 
missing out to seamlessly-integrate its public-service-delivery 
system to become competitive in the global-economy. 
Internationally, with an average score of 3.71 on skills 
development sub-index, Zambia still trails behind Africa 
(4.20), developing nations (6.06) and the World (6.81) 
averages [8, 13].   

Effective ICT and e-government operations require reliable 
power supply. The entire SADC region has been rocked by 
persistent power irregularities which threaten consistence e-
government service provision. Long hours of power-cuts 
averaging 6-10 hours per day have been reported in the 
economic-hub province of Lusaka [16]; and government 
should do something to rescue this situation.  

Despite facing huge challenges in the ICT infrastructure 
frontier, there are noteworthy community-based e-government 
projects in Zambia; mainly spearheaded by NGOs and 
international organizations. Notably, the Linknet ground-
breaking project championed by Macha Works international 
organization in rural Macha community to deliver internet 
access to locals and assist community people to acquire ICT 
skills relevant to their local problems and using local language  
[17, 18, 19]. The organization utilizes shipping containers to 
install internet using satellite dishes and develop local ICT 
skills through training to ensure sustainability and knowledge 
exchange.  The Zambia National Farmers Union (ZNFU) 
initiated an m-government service utilizing SMS to convey 
farm produce commodity prices, trader information and 
veterinary services to micro, small and medium-sized farmers 
across the country. Savings in transport costs and agriculture 
service broker charges are achieved through elimination of 
third parties in the agriculture-value chain.  
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Mwana m-health programme launched in 2010 by the 
Zambian Ministry of Health in conjunction with UNICEF 
offers ‘early infant HIV test results via SMS’ to parents across 
40 piloted clinics. The Mwana m-health has successfully 
curtailed the turnaround time of receiving HIV results by half. 
Most of these e-government services are in the interactional 
and transactional phases of maturity model. The presence of 
digital divide and e-service utilization divide across Zambia is 
widespread, and it aggravates as one move away from 
metropolitan areas towards remote-rural communities [20]. 

VI. POLICY THEME 
The roadmap to e-government initiatives in Zambia dates 

back to 2001, when the national ICT policy drafting 
commenced in consultation with all major stakeholders 
focusing on thirteen core areas [21, 22]. The final ICT policy 
document was concluded in 2005 and then adopted in 2006. In 
essence, five years had elapsed since its inception, and by then 
technology had changed substantially - thus rendering the 
highly acclaimed ICT policy out-dated. The Zambian 
government through its Zambia Information and 
Communications Technology Authority (ZICTA) passed 
various acts and statutory instruments to amend the national 
ICT policy. These include The Information and 
Communication Technologies Act of 2009; The Electronic 
Communications and Transactions (ECT) Act of 2009 and 
Statutory Instrument no. 35, of 2010 and ICT Licensing 
Regulations of 2010.   

Since the enactment of the ECT Act in 2009, the Zambian 
ICT sectors has witnessed booming investment in the mobile-
voice market, broadband infrastructure, invitation of foreign 
direct investment into the state owned Telecoms Company by 
Zambia Telecommunications Company (ZAMTEL) in 2010, 
and increased access to and utilization of ICTs [23].  

There has been a political-will and commitment to 
transform and rejuvenate Zambia’s public service delivery 
system into a knowledge economy through e-government, as 
enacted in the National ICT policy. Nevertheless, reality 
checks on e-government progress made thus far, has fallen far-
off expectation, as stated in the ICT policy document. 
Attention is drawn to the absence of a nationwide-ICT-
implementation-plan for e-government [24] – thus nullifying 
the relevance of such ICT policies. Other cited regulatory 
issues requiring government intervention to encourage direct 
investment into the ICT sector include revising downwards 
licensing-fees, strengthen local-investment, lowering tariffs for 
broadband and internet by Zambian ICT Authority (ZICTA) to 
stimulate both access and utilization.  

VII. GOVERNANCE THEME 
Governance embroils values, norms and practices by which 

governments are enacted and replaced through democratic 
processes by its citizens; its willingness to formulate citizen-
centric policies and value human rights [25]. World 
Governance Indicators (WGI) is one of the renowned 
instruments for evaluating the soundness of an individual 
country’s performance in governance using both quantitative 

and qualitative means. The WGI uses six main sub-indexes to 
measure governance: voice and accountability, political-
stability and absence of violence, government efficacy, 
governing quality, rule-of-law and control-of-corruption.  

Studies on governance [26, 27, 28] suggest that high socio-
political instability characterizing sub-Saharan Africa and 
numerous developing nations world-over are indicators of poor 
governance. Moreover, widespread corruption and nepotism 
[24] have been voiced in the awarding of e-government and 
ICT project tenders as a major problem hindering the provision 
of high quality solutions that commands trust from the broader 
citizenry.   

With a political stability and absence of violence 
governance indicator score of 0.2056, Zambia performs better 
than most SADC countries [8]. However, with low governance 
scores in the rule of law, control of corruption and government 
effectiveness, the Zambian government has a mammoth 
outreach assignment to convince citizens to trust public service 
delivery system and worse still e-government. Though such 
governance conditions prevail across most developing 
countries [28]; the Zambian government should institute and 
enforce stringent governance measures that encourage the 
growth and utilization of e-governance.  Using Denmark as 
referral nation having achieved good governance (rule of law, 
control of corruption; censorship and accountability), Zambia 
should draw some lessons. Report on anti-corruption efforts 
[29] shows Zambia with endemic corruption of 1% (in health 
sector) and 29% (in police force) which is prevalent in 
metropolitan than rural areas.   
 

VIII. OUTREACH THEME 
E-government outreach concerns the status and efforts 

dedicated towards educating the general citizenry about public 
e-service delivery system. A candid account of outreach [30] 
maintains that e-government “services are only useful if people 
know about” their existence and are educated and motivated to 
use them.  Successful e-government adoption requires 
governments to assess two fundamental aspects of outreach: 
the supply-activities and potential-demand; and service uptake 
and utilization by stakeholders [11].   

The supply-side of e-government is measured by inspecting 
the complexity and functionalities of government portals. 
Citizen satisfaction with e-government services is one of the 
most well-known pointers of how well a government is 
satisfying the service-needs of its stakeholders. Reference [31] 
suggest that the failure by most governments in developing 
countries to ascertain citizen satisfaction with e-government 
services resembles the darkest-side of e-government adoption 
and often a causal-point of failure for most projects [37]. In the 
Zambian context, statistics on citizens’ contentment with e-
government services is unavailable in the public domain. Most 
studies done hitherto on e-government concentrate more on 
adoption [32, 24] and challenges [20] at the expense of access, 
utilization and satisfaction [33, 34]. Nevertheless, there are 
some reported cases of greater impact of small-community-
based projects, often spearheaded by NGOs in rural areas of 
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Zambia [18]. The success of such projects is largely attributed 
to targeting community-based problems using language-
tailored training to address ICT skills and service needs.  

UN E-Government Survey’s Web Measure and e-
Participation indices [35] are the two widely used indicators for 
measuring e-government supply-outreach. Web Measure index 
assesses web-portal features of key government ministerial 
departments, in-line with their usability, completeness and how 
helpful they are in meeting the diverse needs of stakeholders 
(mainly citizens and business). Key targeted ministerial 
websites for assessment include the Ministries of Health, 
Finance, Education, Labour and Social Works [11].  

In line with Web Measure index, the UN E-Government 
Survey [35] has identified eight core usage-enhancing website 
features: the ‘contact us’ information, ‘search’ facility, ‘help’ 
and ‘frequently asked questions (FAQs)’ sections, instructional 
sections to users on how to use essential features, site-map and 
index, advanced web-search and filter options, video contents; 
and current-information. 

Critical analysis of Zambia’s five ministerial department 
websites (Health, Finance, General Education, Labour and 
Social Security) shows some positive progress and scores as 
summarized in Table 2. In-depth scrutiny of the five e-
government portals shows the Ministry of Health having the 
most usage-enhancing website feature; only falling short on 
advanced web-search. The rest of the ministerial departments 
have almost similar features and more effort is inevitably 
required to match high standards set by the Ministry of Health.  

The E-Participation Supply Index provides essential 
information on the government’s political-cultural consultative 
mechanisms with its citizenry. Internet access and utilization 
are a prerequisite to accessing e-government services by 
citizens. According to [36] Zambia’s internet penetration 
stands at 18% of the total population and 80% of the 
population accessing internet are concentrated in the Lusaka 
Province alone. This entails that there are huge disparities in 
internet access and use across towns and provinces; and this 
worsens as one moves to rural communities were abject 
poverty has hit the hardest. Even for the few cosmopolitan 
elite, widespread technophobia cases has been reported [28] – 
thus, education and outreach programmes could be the solution 
for enhancing e-service access and utilization in Zambia.   

 
Conversely, there are three decisive indicators for 

evaluating the demand-side of e-Government outreach, namely 
citizenry’s level of education, citizens’ access to ICTs and 
usage patterns. In all the three spheres of demand indicators 
Zambia remains subdued and with a mammoth task to turn 
around its fortunes. Internationally, with an average score of 
3.71 on the skills sub-index, Zambia is trailing behind Africa 
(4.20), developing nations (6.06) and the World (6.81) 
averages [13]. Low levels of education have negative effect on 
citizens’ awareness of e-government, capacity to use and 
frequency of e-service utilization.  Moreover, an average score 
of 2.63 on citizens’ access to ICTs sees Zambia trailing behind 
Africa (4.50) and world (6.93) average scores [13]. 

TABLE II.   WEB MEASURE INDEX FOR ZAMBIA 

Ministeri
al 

Departm
ent 

Web Measure index (usage-enhancing website feature 
available?) 
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at
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Zambian 
e-Gov 
Portal 

Yes Yes No No No No Yes 

Finance Yes No No No Yes No Yes 
Health Yes Yes Yes No Yes Yes Yes 
General 
Education Yes No No No Yes No Yes 
Labour 
and Social 
Security 

Yes No No No Yes No Yes 

 
 

IX. SWOT ANALYSIS OF ZAMBIA’S E-GOVERNMENT 
The SWOT analysis technique has been widely used by 

decision makers for ICT and e-government adoption strategic-
planning. In the context of e-government, policy-makers 
should evaluate the local-context settings of e-government 
adoption in line with its strengths, weaknesses, opportunities 
and threats so as to increase chances of e-projects success and 
to identify failure points in organizational strategic planning 
[41]. Reference [37] pronounces that beneath the decorative-hi-
tech fascination with e-government adoption lies disturbing 
realities of high project failure rates for most developing 
countries. Moreover, [37] underscores the need for public 
policy makers involved in e-government and ICT projects to 
understand ‘why?’ most e-government projects fail and ‘how?’ 
best to make e-government projects successful; and finally, use 
existing experiences in regional failure/success cases for 
spearheading effective e-government projects. Against this 
backdrop of reported high e-government failure, the SWOT 
analysis provides an instrument for mapping out from policy 
document to implementation as outlined below. 
 

A.  Strengths 
Major milestone and strengths Zambia’s e-government 

efforts lies in having sound ICT policy documents in place as a 
roadmap to attain various national strategies and visions. The 
determination by the Zambian government to enact the 
National ICT Policy in 2006, followed by the Information and 
Communication Technologies Act of 2009 indicate that ICTs 
constitute a pivotal catalyst for attaining national agendas and 
economic growth through enculturation of a twenty-first 
knowledge society.  

Inroads in human-capacity development in ICT skills were 
logged in Zambia through orientation and teaching of ICTs 
starting from the grassroots levels (primary-to-secondary) up to 
tertiary institutions in which basic ICT-orientation courses are 
mandatory to all students. Furthermore, the liberalization of the 
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mobile cellular sector witnessed massive cell phone ownership 
by citizens; thus creating conducive environment for adopting 
m-government.  

 

B. Weaknesses 
Despite having enjoying some noticeable ICT and e-

government progress, Zambia continue to risk suffering total or 
partial failure in e-government due to the absence of clear and 
practical implementation strategies. Against this backdrop, e-
government adoption in Zambia faces severe challenges in 
transforming abstract statements in ICT policies into practical 
implementation – some trial-and-error executions are inevitable 
and have been observed. Such a gap-measure approach in 
adoption may yield results in the short run; but fail dismally in 
the long-run due to lack of clear implementation vision.  

Weaker and often subdued economy is one of the foremost 
hindrances to e-government adoption in Zambia. Huge budget 
deficits meant that developmental and social projects bargain 
huge chunks of the budget at the expense of sectors like ICT 
and e-government. 

Bad governance and stifling of citizen voices and freedom 
of expression has been reiterated for Zambia [3, 8]. Zambia, 
just like Zimbabwe, scores the lowest Governance Indicators 
out of the six conveniently selected countries, which include 
Botswana, South Africa, Seychelles and Denmark. Poor 
governance has dire-consequences on e-government 
acceptance and utilization by citizens who may regard 
themselves as outsiders to public policy making and e-
government projects due to exclusion in decision making 
process.  

Digital divide and e-service utilization divide remains a 
reality in rural remote areas of Zambia where more than 70% 
of the citizens resides [39, 40]. Low ICT literacy rate and 
massive unemployment mean the general citizenry could not 
enjoy the benefits of e-government initiatives due to adjective 
poverty. 

There are subdued e-government awareness campaigns and 
outreach programmes in Zambia to educate the citizens on the 
benefits of using e-government services and how to use it. This 
could explain why some affluent citizens continue to shun 
emerging digital devices and online services like e-banking, e-
government and m-government. The Zambian government 
engages the political elite stakeholders in ICT decision-making 
process at the expensive of the general public through 
television and radio – thus excluding the majority of the 
population in the rural areas without access to these 
communication media. 

 

C. Opportunities 
Aggressive adoption and penetration of mobile 

technologies in Zambia has created innovative opportunities 
for e-government in the area of m-government. A 75% mobile-
penetration rate has been reported for Zambia [38]. Reference 
[36] reports an 18% internet-penetration for Zambia as at the 
last quarter of 2015. Taking advantage of m-government 
opportunities led to the growth of mobile money transactions in 

Zambia and successful mobile-community-based projects like 
Mwana m-health programme and Linknet’s rural Macha 
community internet-connectivity.  

Liberalization of the ICT sector and extensive efforts in 
Zambia for public-private sector and public-NGO 
collaborations in ICT projects have opened-up new 
opportunities for linking remote-rural communities with the 
rest of the country and the world for inclusiveness and ICT- 
knowledgeable-society.  

 

D. Threats 
There are insufficient highly-skilled ICT professionals in 

the Zambian government sector to champion e-government 
projects [15]. Implementation is one major failure-point of e-
government initiatives for Zambia, just like for most 
developing nations. A project champion links-up public-
strategic e-government goals with private sector and NGOs 
funding. For whatsoever reasons, this is missing in Zambia.  

The proliferation of digital-devices with internet 
capabilities and delivery of ICT pedagogy in schools are 
inevitably concentrated in the affluent urban areas of Zambia. 
Sooner or later, the government is confronted with widening 
digital-divide challenges and e-inclusion barriers to resolve. 
However, with a constrained economy, this remains one of the 
wish-list on Zambia’s national ICT policy agenda to resolve.   

Endemic corruption and nepotism in awarding tenders for 
ICT projects led to inferior government-centric ICT project 
implementation and sometimes non-implementation of 
projects. This has significantly contributed to the huge number 
of reported ICT project failure in Zambia and the SADC region 
[24, 37].   

X. CONCLUSION 
The purpose of this study was to critically analyse the 

progress made in e-government adoption in Zambia. Through 
thematic analysis, findings reveal that Zambia has made some 
noticeable progress in formulating ICT policies to guide the e-
government adoption roadmap. However, there are numerous 
grey-areas requiring immediate attention for e-government to 
achieve its set goals, typically, enacting an e-government 
implementation framework that reduces the existing gap 
between policy formulation and practical implementation; 
device a turnaround strategy aimed at overcoming the 
widespread digital divide and e-government service utilization 
divide; intervene and make affordable the cost of accessing 
internet by citizens; create awareness of e-government services 
through outreach programs and ensuring that e-government 
projects are presented in vernacular languages and addressing 
local problems. The major limitation of this study, however, is 
its overreliance on secondary data sources as its main data 
source. Future research should investigate e-government 
utilization by citizens using primary data sources. As of now, 
absolute assessment of user satisfaction with e-government, 
either qualitatively or quantitatively is still missing in literature 
for Zambia – thus calling for further studies. 
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Abstract—On the basis of experiences in developed and 
developing countries issues of regulation of competition policy 
and natural monopolies has been studied from both viewpoints, 
theoretical and practical, and recommendations and suggestions 
for transition economies have been made in this direction. 
Actually antitrust law needlessly inhibits agreements among 
competition designed to development and commercialize new 
technology. 

Index Terms—Regulation, natural monopoly, competition 
policy, institutional monopoly, concession 

I. INTRODUCTION 
Natural monopoly is traditionally associated with such a 

strong effect that its significance allows to any firm to supply 
the entire market by incurring less costs per a product unit than 
any other competing firms. It is connected with fixed high 
costs, i.e. scope of which is independent on production volume. 
The higher the production volume, the less the standing 
expense per a product unit would be accordingly. That is, the 
same amount is distributed among growing number of products 
and services.  

In such areas, the competition is not effective. If the market 
had been shared by many firms, it would be impossible to 
obtain a full size scale effect. As a result, expenses per product 
units would be high thereby requiring to be reimbursed. 

II. METHODOLOGICAL APPROACH 
Two methodological approach contradicting each other, 

one based on a theory of the natural monopoly, while another 
one denying its existence, to a competition policy in 
infrastructure areas set forth from different understanding of 
the nature of a competition typical on the one hand to classic 
and neo-classic directions, and on the other hand to Austrian 
and Neo-Austrian school. 

Adam Smith is fairly considered a founder of the classic 
school. His aim was to a definite optimal variant for ensuring 
the people live in luxury. Thus, such a natural way according to 
Smith and his successors was a free competition considered as 
a power returning the market to a definite balance through the 
mutual connected mechanism of demand and offer. Such an 
approach is typical for the neo-classic school accepting the 

competition as an optimal economic environment for activity 
of firms. 

According to Alferd Marshall, a founder of neo-classic 
direction, a free competition was better than other forms of 
arrangement of economy because of forming lower prices for 
balance. He justified significance and relative stability of 
existence of the market balance as well as the unity of a 
balance price. A notion about unity, sustainability and natural 
determinism of the balance in a perfect competition 
circumstance has found its ending in Leon Valras’ general 
theory on economic balance. 

Marshall did his best to enter a time factor into the 
economic analysis. He has chosen three periods of time – 
instant, short and long ones focused on assessing the balance in 
the market. But an analysis he referred to a mechanism of 
obtaining and maintaining a balance, is still static. A. Marshall, 
put the beginning of a technological conception on a 
competition connecting the concentration of production with a 
large saving [2, p. 189]. When explaining advantages of the 
large-scale production he wrote: “Expansion of its production 
scope rises its superiorities before rivals in no time and drops 
prices by which it could sell its products, and if the enterprise 
is able to maintain itself within hundreds of years, this 
enterprise and other one or two similar ones will distribute 
among them all the production field it operates”. 

Josef Schumpeter offered a quite different approach 
considering the competition as a dynamic process by its nature. 
Broadly, consideration of a competition firstly offered by 
Friderick von Hayeck, a representative of Neo-Austrian school, 
became a continuation of his conception. Hayek acted from the 
view-point of just using not properly the science of economy 
by “competition” term. To his viewpoint, it is necessary to 
consider the competition not just as a strategy of mutual 
relations of firms in the market, but more broadly as a 
motivating power of the economic life. Expressing these 
thoughts, Hayek puts a limit between the competition which is 
a dynamic process by its nature, and a static variant of a 
competition model introduced by the market balance. [4, p.50-
51]. 

In spite of ideological closeness of Austrian school and 
neoclassism, neo-Austrian school representatives criticized the 
interpretation of the balance as an ideal state of an economic 
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system having no stimulus for changes and development, just 
because that it was favorable to do this. 

In this case, as an example we can see two mutually 
connected directions of criticism of the neo-classic approach by 
neo-Austrian school. For the first direction founded by Ludwig 
von Mizes, a denial of a statistic approach to a balance where 
the competition process is changed by analysis of the state of 
the market in a concrete circumstance, is typical. Essentially, 
the matter is Smith’s call to refusal from mechanistic panorama 
of the economy expressed in Valras’ model. 

If to consider the competition as a dynamic competition 
process among entrepreneurs, the fact that one of them attained 
with less expenses will not assume a great importance at 
present moment. The entrepreneur will not become a natural 
monopolist, because a permanently working mechanism of the 
market competition excludes formation of such a monopoly 
within free market circumstances. Therefore, the natural 
monopoly conception is a very static theoretical model. From 
this regard, one can conclude that a large-scale, capitalintensive 
production does not cause formation of the natural monopoly, 
just acts as a significant aspect of the competition process. 

Neo-Austrian school contrasts such a dynamic approach to 
consideration of the competition as a constantly recoverable 
process assuming any domination in the market, against the 
neoclassic approach based upon the technological conception 
of the competition. In neoclassicism depending on production 
volume, fields are divided into groups on criterion of constant, 
diminishing or increasing profitability. In such an approach, the 
competition has been essentially considered as a technological 
relationship. 

As possible ways for ensuring acceptable social behavior of 
natural monopoly, there are used two main alternatives – state 
adjustment and state property. In USA and Great Britain, the 
first alternative is preferred, while in continental Europe major 
part of natural monopoly subjects belongs to the government 
(speaking frankly, many enterprises have been privatized 
within past years). Nevertheless, in different countries 
regulatory agencies of natural monopoly use separate schemes: 
an establishment system, an independent regulatory agency, a 
competition institution (the latest for instance, in Russia, 
Bolivia, the Netherlands, Australia). 

Members of developed countries prefer an independent 
regulatory commission selected for several years. Apart from 
an establishment scheme, members of such a commission are 
not responsible for current performance of the field. This 
allows them to resist attempts of natural monopoly subjects 
towards increase of prices and improvement of their indices on 
account of consumers. On the other hand, if the government 
fixes prices, (some times for instance, using political strength 
to satisfy electors) the prices are falsely remained at lower level. 
In such cases, the independent commission resumes 
economically significant, but politically unpopular decisions. 

Key purpose for regulation of natural monopoly is fixing 
prices, which leads to “normal” earning of regulated firms. 
Thus, estimation is applied through a principle “expense plus” 
which implies consideration of all expenses socially significant 
beforehand. This creates a stimulus for ceasing the 

augmentation of expenses of firms. Actually, if it will be 
resulted in price drops but not in increase of income, it is 
necessary to try to diminish expenses and launch a new 
technique, technology or industrial union. Furthermore, 
diminishing expenses will result in lessening income in such 
estimation. 

In other words, regulation on natural monopoly creates 
auspicious conditions for a great X-ineffectiveness. X-
ineffectiveness manifests itself when actual expenses are more 
than possible minimum ones in a firm’s any large-scale 
production. Usually, X-ineffectiveness can be interpreted as 
expansion of the firm against the desire of managers to 
minimize expenses, much easier life at work, attempt to avoid 
an entrepreneurship risk, provision of inexperienced friends 
with job and salary, and as other personal purposes. Another 
source of X-ineffectiveness can be ill-stimulated employees of 
a firm. 

In practice, price regulation of natural monopoly is 
performed through two models – regulation of an income 
standard and regulation of tariffs level. In order to set a 
possible income standard, income risk generated from 
investments is estimated with degree of risk in competition-
based fields. However, as this model incurs much expenses, it 
is rarely applied. This is why regulation of the tariffs level is 
more employed nowadays. However, it has shortages as well. 
In order to eliminate them, in some countries a hybrid model 
equalizing self-regulation, tariffs level and income standard, is 
applied. 

Some scientists’ critical attitude towards the theory of 
natural monopoly is explained so that, even in “competition-
based” economy in America the government regulated 
shipments and air transportations through motor transport 
where scale effect is not great, and natural obstacles are enough 
weak against the entry of new rivals. Everybody knows that in 
such cases the government has institutionally limited entrance 
of new firms to these fields and created its own monopoly. As 
a consequence, both consumers and potential rivals used to lose. 

Institutional monopolization of a potential competition-
based industry, actually, implies formation of a legal cartel in it, 
which may be very profitable for regulated firms. Herein, a 
regulating commission can fulfil a function of a cartel – 
division of the market. Thus, management of American civil 
aviation has distributed routes among air-companies. Apart 
from easily-distributable simple cartel (if not to speak of a risk 
related with its illegality), advantages of the cartel underpinned 
by the government under the name of regulation is obvious. 
Besides, government officers render regulation “services” for 
firms desiring to be regulated in order to obtain a guaranteed 
competition-free market. 

Activity of Inter-States Trade Commission in USA may be 
brought as a classic example for such a legal cartel. Regulation 
of work of railways by it in early XX century justified itself. 
But in 30-s a high-way network was created in United States 
and transportations by lorries seriously shook the railway 
monopoly power. It seems that, to allow competition among 
different types of transport would be efficient with regard to 
social interests. Instead of this, they followed the way as to 
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expand regulating activity of the commission and added 
shipment-motor transport and airlines to its field. This time, the 
Law on Inter-States Trade expanding competencies of the 
commission has been supported not only by railways, but also 
by both motor-transport companies and air-companies. With a 
view to avoid of the danger caused by competition and ensure 
stability and able to guarantee the legal cartel, they supported 
application of regulation in their fields [6, p 228- 229]. 

Liberal movement taking advantage of increasing number 
of extravagance and non-efficiency cases in areas governed by 
the legal cartel practices and its use in its support to 
deregulation in USA in 70- 80s proved as compelling evidence. 

In the result, the legislation (deregulating) which supported 
air transport, motor transport, banking, railways, natural gas 
output and tale broadcasting to a certain extend was accepted. 
However, these reformers had their own critics and they 
confirmed that deregulation would cause to gradual 
monopolization of these fields thereby resulting in 
augmentation of prices and tariffs and diminishing of 
production. Another danger was the fact that deregulation 
might give rise to infinite competition and instability in this 
field. This may lead to deprivation of small territorial units 
from significant services for life in general. Moreover, it was 
presumed that, as the strengthening of competition reduces 
incomes of a firm, they may lessen requirements against level 
of safety and risk. Further events proved such cautions to be 
unjustified. 

Success of the regulation (deregulation) offered an 
opportunity for dissemination of ultraliberal imaginations 
objecting the reality of existence of natural monopoly and 
absolution of methodological approach to consideration of 
competition as a process offered by the neo-Austrian school. 
Neo-Austrian theory on a competition process undoubtedly is 
an important contribution to the science of economy. However, 
conception of “legend about natural monopoly” based on that 
theory allows mixing of two different categories – natural 
monopoly and institutional monopoly. 

In many cases, natural monopoly is accompanied with 
formation and development of elements of institutional 
monopoly. In this sense, natural and institutional monopoly, 
indeed, may be in close connection with each-other. However, 
this mutual relation may not serve as grounds for identification 
of absolutely different types of the monopoly. One of these 
types has been technologically determined, while another one 
is related with unlimited interference of the state authorities 
with economy. Besides this, an ultraliberal conception of 
“legend about natural monopoly” arises from just such 
identification. In fact, as it categorizes existing connection 
between institutional monopoly and natural monopoly in 
infrastructure areas, paying no attention to a quality difference 
between them, this approach is unilateral. 

Neo-Austrian theory on competition process allows 
balancing the statistic approach of neo-classism to market 
analysis and competition. As methodological approach depends 
on mainly analysis item, with regard to natural monopoly, it is 
necessary to accept traditional neoclassic approach as a more 
realistic and a more suitable to their theoretical reflection, 

approach. Natural monopoly is sufficiently sustainable by its 
nature, and static in this sense. Indeed, its natural level is 
defined with technological necessity, and technology itself 
should develop. Scientific-technical progress is able to cease 
natural monopoly in a certain field and to make the market 
competition more effective. For instance, output of artificial 
gas from coal manifested itself as natural monopoly, but in XX 
century it was again destroyed by gas and electric power, 
which is natural monopoly. Natural monopoly in railways has 
been much restricted due to competition between types of 
transport. Analogical mobile communications have restricted 
natural monopoly of wireless communications. 

However, these changes influence on structure of natural 
monopoly and on composition of fields where natural 
monopoly subjects operate, not countermanding by all means 
the existence of technologically determined natural monopoly. 
On the contrary, through development of technique and 
technology, natural monopoly attains tendencies for expanding 
its field of authority. Technological progress leads not to 
disappearance of natural monopolies, on the contrary, to their 
formation, for instance, as in the aviation transport. 

It is naturally that, in several cases, a close connection 
between objectively existing natural monopoly and institutional 
one does not serve as grounds for identification them; a 
conception of ―natural monopoly mythǁ arises just from this. 
Principal differences between natural and institutional 
monopolies define necessity of different approaches to them. 
Effective competition policy requires elimination of all 
manifestations of institutional monopoly, as well as its 
elements formed as harmful superstructure upon natural 
monopoly in infrastructure areas. Therefore, a scientific 
analysis directed towards exactly differentiating institutional 
monopoly and natural monopoly in a maximum degree is 
necessary. 

In countries with developed market economy, state 
regulation of activity of sea ports is considered as a factor 
streamlining their activity. These decisions adopted by port 
administration, usually, is under control of the government: 
annual budget, all foreign debts, annual budget over the known 
limit, obligations and commitments, contracts for large-scale 
activities (whose value exceeding the set amount), general 
level of main port charges, appointment of a chairman for 
Board of Directors and a head, sale and long-term lease of a 
port property, affairs related with the local safety and 
relationships with other countries. Even there is a competition 
among ports, the state coordinates their different fields of 
activity: estimation, investment policy etc. At this time, the 
state interferes with the field of estimation in the following 
basic forms: 

� Require from all ports of a country to adopt a unique 
estimation structure (provided that they were 
independent to set up basic interest rates). 

� Control over incomes from port charges in order to 
ensure a level fitting to national positions (for instance, 
a government allows a new system for port charges 
provided that general amount of incomes shall not 
grow or grow up to a certain rate). 
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� Control over key level of some port charges used 
against privileged clients of a port (for instance, some 
exported and imported goods assuming a great interest 
for a country). 

The matter about whether ports should completely justify 
their outlays is solved differently in each country. Some ports, 
including those in Western Europe, receive huge subsidies 
allowing them to hold port charges at a lower level. So that, in 
France the state resumes 60% to 80% of outlays for 
maintaining sluices, protection devices etc. Currently, the 
Transport Commission of EU is not intending to elaborate a 
Unique All-European policy for regulation of the activity level 
of ports, but its policy pursues establishment of equal 
competition terms and conditions. 

Although airports are engaged in large entrepreneurship 
activities and receive incomes, leases etc. from concessional 
charges, they are not considered a natural monopoly subject. 
Much of time, airports (mainly big ones) obtain more than half 
of profits generated from commercial operations beyond air 
traffic. 

Generation of such high profits from the non-aviation 
activity acts as grounds against rise of airport charges. 
According to classification of the international civil aviation 
organization, airport charges are received for landing, services 
for clients, loads treatment, usage of terminals and warehouses 
etc. To opinion of the international organization, basic 
principles to be observed during collection of airport charges 
are users’ payment abilities for airport expenses. 

Activities of an airport related directly with air traffic 
(tariffs, investments, profitability) should be subject an entire 
regulation of the state. Although the role of the state is similar 
in separate countries, such a regulation is less or more strict 
everywhere. 

Notwithstanding that participation level of the state in 
natural monopoly activity, for instance in railways, seaports, 
airports, it shows itself as economically balanced through tax 
and amortization concessions in the form of an investment, 
debt and subsidy in local administrations, as well as through 
scientific and other program and activities. Specify of such 
participation is; its too much elasticity manifesting itself, 
depending on the state of a field and the market conjuncture, in 
strengthening or weakening of interference. 

In late XX century, an attitude towards state property in 
infrastructure areas across the West changed. Before, in many 
developed countries it was reckoned that nationalization is the 
best means for restricting a monopoly in these fields. However, 
the practice proved that the nationalization is not always 
feasible for solution of problems arisen due to natural 
monopolies. It may lead to substitution of monopolies with 
other more dangerous ones. It is proved especially by multiple 
non-effective activity facts of state enterprises in infrastructure 
areas. 

Analysis of state of water supply is of interest as well. 
Water supply has been one of historically socialized services. It 
was an objective necessity in centralized water supply and 
irrigation organizations having laid down the economic 
foundations of Asia-like output typical for eastern despotism. 

Even in the United State being a traditional ―competitionǁ 
country, private water supply firms served for 31 mln people as 
compared to social structures supplying water for nearly 180 
mln., i.e. six times more people in 80s of XX century. 

But in France, just private companies are main water 
suppliers. In Paris, the private water supply system has been 
operating since 1782. No wonder that, the French are leading 
worldwide in management and provision of water supply 
services, as well as in scientific investigations, researches and 
equipment production [8, p.197]. 

Generalization of discussions about privatization problem 
showed that, during analysis of comparable effectiveness of 
services rendered by private and national enterprises in the 
field of infrastructure, half of private and privatized enterprises 
displayed more effective level in 24 cases, while in 7 cases 
there were few differences or unclear. Only in five cases, 
investigators made such a conclusion that national enterprises 
are at higher level of effectiveness. [9, p. 152]. 

We think that, transformed and highly developed economy 
differs only for a scale of manifestation of the institutional 
monopoly. Creation of a “virtual economy” in countries with 
highly-developed economy is not matter of discussion at all. 
Only separated elements of the institutional monopoly may 
exist here. 

Economic achievement and right of the property should be 
distinctive with regard to methodology. The property is a social 
complicated manifestation and may be divided into two aspects 
such as volitional and economic. The first aspect is generated 
from the property right, i.e. legal relationships considering to 
possession of property objects, their usage and management. 
Another branch forms essentially objective relationships of 
economy. The property right gets economically realized when 
raising an income to its owner (like any income and profit 
understood broadly, i.e. obtained by an owner). Without this, a 
property right is only a tale from legal viewpoint. 

III. COMPETITION AND INNOVATION 
The basis of competition is that technological innovation 

drives competition. That the sources of innovation are 
remarkably diverse, and the antitrust laws which we have 
inherited are informed by static theories of market performance 
and therefore are as likely to throttle innovation as to stimulate 
it. In short, we believe 1) that stimulating rivalry ought to be an 
important policy goal. 2) that the form of competition the 
antitrust laws should embrace is Schumpeterian dynamic 
competition. 3) that current antitrust is not designed to achieve 
this. 4) that the best guarantor of dynamic competition is a 
system that is open to international trade and has policies 
which facilitate innovation, and 5) that internal organization 
and interoperate links, and not government intervention, is 
important for successful innovation and commercialization 
[11]. 

IV. CONCESSION LEGISLATION 
In this connection, concession may be more effective than 

privatization of a natural monopoly subject. Concession 
legislation exists in over 120 countries. According to Unique 
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market rules adopted by the European commission in 
December 1999, concession is a system of relationships where 
a social power passes an authority of an infrastructural object 
or of other social services to the third party (a private or mixed 
one) if it should undertake an entrepreneurship risk and 
responsibilities for maintenance of equipment. In other words, 
the state gives its property to a private or mixed company with 
limited time and payment terms and conditions set up in the 
form of a contract [10, p.14]. 

At this time, a property form remains unchanged. Although 
state authorities (local authorities) promises not to interfere 
with economic activity of the concessioner, they control over 
their fulfilment of contract-related responsibilities. When the 
concession term is over, the object, including industrial objects 
created by the concessionaire is returned back to the owner. So, 
a potential unity of two economic agents occurs in a concession: 
on the one hand, of a state property (a municipality), on the 
other hand, of private bodies and investments. 

Concessions occur, mainly in water supply, gas economy, 
electric power, motor-road constructions. However, the 
concession does not address a problem concerning formation 
of a competition environment in infrastructure areas. 

At the first sight, competition in such fields seems 
impossible. Indeed, for example, if to split a railway network 
monopoly exploited by a company into several areas and give 
them to independent companies, hardly will it rise the 
competition level. Moreover, such a reform can lower 
effectiveness. Arrangement of a competition in rendering 
public service is more difficult. For it is impossible to install 
two or three water-taps for running water in each flat, supplied 
by separate companies!? 

Natural monopoly franchise, i.e. performance of next 
minimum of terms and conditions for organizing an auction 
according to a right of being a renderer of a relevant service is 
necessary (but not sufficient): existence of several educated 
bidders, exception of a transaction among them, as well as 
between any bidder and body organizing the auction. Key 
criterion for selection of auction winners is prices for services. 
Auctions for a natural monopoly franchise should be organized 
periodically. Supremacy of such a system, the first of all, is its 
being competition-natured. Apart from the state structure, 
when a private firm concludes a profitable contract, it does not 
get a guarantee for its eternity. It should never forget its rivals, 
because if the firm does not operate sufficiently effective, 
afterwards they can seize up the contract in order to revenge. 

Similarly, infrastructure areas may be divided into several 
functions each fitting to a certain output link having its own 
place in unique technology chains built on differential 
optimization principles. Each function, each part should have 
its own appropriate, optimal production size. The problem is 
not only to define an optimal size for socialization of this 
function, also to find ways of consistency among separate parts. 

This drew attention, for instance, during development of 
Internet services. It is clear that, “subject” of Internet is 
disseminated to a vast territory by its main providers, and then 
delivered to users through Internet service providers. They in 
turn (in any case, in current technological conditions) should 

use local communication or cable television networks in order 
to deliver it to final users. A significant question to be 
answered by regulatory or competition bodies is determining 
the extent of harm which may be inflicted by a vertical 
integration in this field [9, p. 157]. 

A practice on how the network is organizationally 
separated from its operation functions has been common in the 
West within the last decade. At this time, they try to find and 
distinct functions which may be organized on basis of 
competition within infrastructure areas. 

In such cases, economic essence openly contrasts to 
property right. “Municipalisation” of ownership of street 
lighting by a formal law acts as a manifestation of 
nationalization of natural monopoly. However, this historical 
mechanism allows for competition-based operation of the 
network, therefore, its economic essence objectively becomes 
adequate to a private property. The Americans prefer to 
economic essence of property. Competition is more significant 
than a formal property right for them. That’s why, for its 
development, they may agree even to “nationalization”. 

In other fields of infrastructure, there is also an opportunity 
for differential optimization through splitting into composite 
elements and using an economic mechanism optimal for each 
element. This time, the infrastructure field is considered not as 
any monolithic Leviathan, but as a complicated system of 
functions and operations requiring different approaches. Such 
an approach allows splitting it into several parts. During 
monopolization of functions to be fulfilled more effectively 
based on competition, each of them may possess institutional 
monopoly elements. Conducting such parts based on a contract 
and as a result, of competition acts as “clarification” of natural 
monopoly from institutional monopolism elements. 

V. DEREGULATION AND PRIVATIZATION 
Government in developed countries again actively 

implements deregulation and privatization. But when using 
their practice, the following cases should be taken into 
consideration. Privatization and competition are closely 
connected with each other; therefore, maintenance of state 
property thwarts development of competition relationships. 
However, privatization in infrastructure areas requires a 
carefully measured approach. It should not consist of just 
substitution of institutional monopoly with ownership one. 
Practice shows that, private companies having seized the 
natural monopoly may work non-effectively as well. 

Changing the economic essence of property through 
maximum development of competition relationships, but not 
by a legal form, is duty of state policy in infrastructure areas. 
Selection criterion of a property form should be the first, 
“competitiveness” of relationships constituting its economic 
essence. From this viewpoint, as noted, in some cases usage of 
a concession may be more effective than privatization of a 
natural monopolist. 

Privatization stimulating development of competition is 
unreservedly necessary. This, for instance, concerns to cleaning 
and asphalting streets being urban economy fields. Although 
they are not natural monopoly, much time are reviewed as 
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functions of local self-managing bodies. Municipal services, as 
a rule, are rendered less effectively in these fields than private 
firms. Fundamental investigations conducted in 20 cities of 
America proved that price offered by such services for road 
sweeping a mile of road verge was 43% more than expenses of 
analogical contract-based activities. For ensuring higher 
exactness, these calculations were made for the same cleaning 
and service quality (the latter was proved by a rating on check 
of cleanness) and the same urban conditions. Difference was 
interpreted with higher productivity of contract brigades, 
abundance of managers and shortage of executers in municipal 
agencies, as well as with better maintenance of equipment by 
private contractors. This time, to compare more exactly, 
expenses for control over preparation of cities, conclusion of 
contract and contractors’ activities were taken into account as 
well [8, p.174-175]. 

Two different organizational mechanism used during 
asphalting streets has been exactly learnt and compared as well. 
It appeared that, activities undertaken by municipal agencies is 
almost twice expensive those implemented by contract-based 
private firms. Moreover, analysis of further state of asphalt 
cover proved quality of contract-based activities to be higher. 
On annual basis, contractors laid averagely 4508 tonnes of 
asphalt per a worker, when municipal agencies 1180 tonnes, i.e. 
only one fourth of this volume. This deep difference in high 
productivity compensated higher salaries for contractors [8, p. 
175]. 

Explanation for existence of such non-effective municipal 
services is nothing other than institutional monopoly, 
establishment of unequal competition terms for private and 
municipal enterprises. In these fields of urban economy, 
institutional monopoly is striking especially, because here it 
fails to hide itself under the mask of natural monopoly. It is 
difficult to discover institutional monopoly in infrastructure 
areas where indeed natural monopoly exists and this 
complicates struggle against it. Elements of institutional 
monopoly are formed and develop not just a monopolistic 
“superstructure”, also combine with natural monopoly creating 
them. That is why, there needs a measured and scientifically 
grounded competition policy allowing to systematically 
distinct natural and institutional monopoly combined with each 
other in such infrastructure areas. 

Subject of the concession contract proves that it should 
block up any abuses in monopoly position. Something 
contradicting to institutional monopoly is observed here. Such 
a monopoly oppresses the competition in all places wherever it 
is possible. Even usage of the concession in existence of 
natural monopoly does not lag behind a result turned out owing 
to existence of competition in the market. In this context, 
concession system may be considered as appearance of 
institutional competition allowing neutralizing many negative 
appearances of natural monopoly. 

We think that, institutional competition is a market-oriented 
competition falsely stimulated through institutional means 
thanks to usage of concession mechanisms. It may exist in an 

infrastructure field possessing technological characteristics 
impeding market-based competition. Institutional competition 
essentially contrasts to institutional monopoly falsely spread by 
government in places of the market fitting for competition. In 
both cases, institutes turn out to be relatively independent on 
technology, if institutional monopoly leads to diminishing the 
effectiveness; on the contrary, institutional competition helps 
improvement of infrastructural activity. 

CONCLUSION 
Therefore, necessity for their exactly differing them, the 

first of all, is connected with requirement of natural monopoly 
for a different approach by state. Competition policy offers to 
struggle against institutional structure combining formal and 
informal rules and economic behavioral standards 
corresponding to institutional monopoly and forming it. This 
policy is directed against interference of local and central 
authorities with competition relationships thereby creating 
unequal competition conditions for different participants. By 
this, it has been directed to deregulation and liberalization of 
economy. 

It is necessary to regulate natural monopolies rather than 
destroying them. Yet, such a regulation must be carried out in a 
flexible condition where competition is existent and efficient. 

It is also clear that the kind of competition that comes from 
the firms with new technology. 
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Abstract. The paper substantiates the relevance of non-cash 
payments and transactions in the formation of the modern 
information economy. Modern electronic payment systems are 
classified, and requirements to them are shown. The process of 
improving payment systems through POS terminals and the 
foreign experience in this process are analyzed. A number of 
proposals and recommendations are put forward basing on a 
real statistic as the result of the analysis of non-cash 
transactions in Azerbaijan. 

Key words: electronic payment systems, non-cash payments, 
non-cash transactions, POS terminals, ATM, payment cards, 
Internet banking. 

I. INTRODUCTION 
 In accordance with the development trends of emerging 

knowledge-based economy in the world, the modern and 
dynamical development strategy of the economy of 
Azerbaijan is based on the national development model 
determined by the national leader Heydar Aliyev. The 
source of this strategy is based on socio-economic policy of 
new content, which is implemented by the follower of the 
political and statehood legacy of the great leader, the 
President Ilham Aliyev. This policy has recently led to the 
division of the economy, to the rapid growth rate of the non-
oil sector on its structure, to the development of high-tech 
industries, to the enhancing of international ratings of the 
national economy, and ultimately, to the inclusion of the 
country into the group of countries with middle-income [1]. 

Knowledge and information is a source of the 
development of ICT at the present stage, while an important 
component of economic strategy is monetary and fiscal 
policy, main directions of which is aimed at ensuring 
macroeconomic stability, stability in the banking sector, and 
deepening financial intermediation. To achieve these goals, 
monetary policy and banking supervision is improved 
continuously, as well as the further development of the 
coordination of macroeconomic policy is supported, and 
most importantly, comprehensive measures are taken to 
increase the circulation of non-cash money. 

As a result of the recent globalization of the national 
economy and the development of ICT, the volume of non-
cash payments has increased significantly, which are carried 
out in domestic and international financial transactions 
through various types of plastic cards, the Internet and other 

electronic payment systems. Despite extensive reforms and 
achievements in the context of the formation of information 
society and information economy, a number of problems 
still remain in an efficient and absolute use of infrastructure 
opportunities and the capacity, technological integration of 
the related organizations into electronic payment systems, as 
well as providing access to electronic financial services in 
the regions. 

The analysis the money circulation in the country shows, 
that the number of cash transactions is significantly higher 
than of non-cash transactions. An increase in the share of 
non-cash amount in general amount, on one hand, is 
substantiated with the urgency of new management of the 
economy and its monitoring, on the other hand, with the 
expansion of transparency in taxing and economic relations 
[2]. 

II. THE FOREMOST FUNCTION OF NON-CASH PAYMENTS 
The foremost functions of the activities carried out in 

connection with the expansion of non-cash payments in the 
country, include the transition of the economy to the new 
stage of quality, achieving transparency within the entities 
of the economic system, restricting the volume of the 
“shadow economy”, which cannot be observed, minimizing 
the tax evasion. At present, non-controlled economic 
transactions, on one hand, lead to the reduction in tax 
revenues in the state budget, on the other hand, to the 
reduction of effectiveness of the economic regulation 
methods by the state through economic mechanisms. 

Classification and requirements of modern electronic 
payment systems. According to defined rules the payment 
system includes financial institutions realizing financial 
transactions between economic entities using a full set of 
methods and tools (bank and telecommunication transfer 
systems, technical equipment, payment tools, etc.). All of 
the elements of financial institutions are participating in the 
payment system. These institutions have certain 
organizational and management mechanisms ensuring 
stability and further development of the economic and social 
system. 

The payment systems are a set of internal and external 
regulations, technical component elements, payment 
methods, technology, organization, and the rules, which 
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enable all participants to realize financial operations and 
transactions with each other (Figure 1). 

Electronic technology-based payment systems must 
comply with the following requirements [3, 4]:  

•confidentiality. Only legally relevant and allowed 
persons are informed about financial information; 

•ensuring the integrity of information; 
•authentication – confirmation of identity of the system 

user; 
•authorization - confirmation of the transaction 

availability; 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig.1. Elements of payment systems 

•security; 
•supporting a wide range of payment tools; 
•reducing transaction costs and expenditures; 
•verification and confirmation of the information 

accuracy about the payments to the participants of external 
arbitration and audit process during any conflict, etc. 

Payment mechanisms are divided into three main groups 
depending on payment systems: 1) Internet payments; 2) 
mobile payments; 3) e-money payments. 

III. CLASSIFICATION OF PAYMENT SYSTEMS  
Modern methods of electronic payment are divided into 

traditional and innovative methods. Traditional payment 
methods include traditional payment tools (credit cards, 
credit transfers, etc.) that contribute to the payment 
exchange through traditional means of payment (deposit 
money) for the transfer of payment information in electronic 
form. Innovative methods use the following payment 

means: 1) new payment tools (payment portal service, cell 
phones, etc.) that contribute to the payment exchange 
through traditional means of payment (deposit money) for 
the transfer of payment information in electronic form. 
2)new means of payment (e-money). The first group of the 
innovative payment method is based on bank deposits. The 
main common innovation of these methods is the use of 
web-sites and e-mail for the communication between 
payment providers and consumers [5, 6]. 

The second group of innovative payment methods is 
based on new means of payment, i.e. electronic money. 
Electronic money represents the value of the money 
presented in accordance with the relevant requirements, 
stored in the specific device in electronic form, and used for 
the payment to the third party. Deposit money, that is 
transaction or cash stored in current accounts of credit 
institutions act both in traditional, and new means of 
payment methods. However, the use of e-money as a new 
means of payment is the most important recent innovation.  

The most important factors for the development of new 
payment methods include functional abilities such as 
security, reliability, low transaction costs, anonymity, and so 
on. An extensive and intensive use of these methods is 
significantly dependent on these factors. 

Improving modern electronic payment services through 
POS-terminals. The development of financial market, 
extended opportunities of investment in the economy, 
formation of unite e-payment space and improvement of 
modern e-payment services in regard with limited cash 
circulation, non-cash payment stimulation and so on are of 
great importance. These measures contribute to 
strengthening financial discipline in enterprises, 
improvement of transparency in the corporate sector, 
including the elimination of tax evasion. 

Development of national payment system has led to the 
formation of a new service area. Thus, application of POS-
terminals is the source of additional revenue of banking 
institutions. Banks receive appropriate service fees from 
enterprises for the use of POS-terminal and for the 
operations carried out through POS-terminals. This service 
is called acquiring in the international sphere. Thus, the 
entities are charged monthly fixed fee for the transactions 
carried out via POS-terminals, the monthly volume of which 
is 1000 AZN per month averagely. The monthly service fee 
is about 50 AZN. The monthly transaction service fee of the 
entities of more than 1000 AZN is 1-3 percent. Purchase and 
installation of POS-terminals, as well as communication 
services for equipments are covered by the bank service. 

Note that the highest rate of tariffs reduces direct use of 
POS-terminals. Consequently, sellers do not tend to 
influence consumers to take advantage from plastic card 
payment, and ultimately it leads to the application of cash 
payment. The high rate of service tariffs can be regarded as 
one of the main factors preventing the expansion of non-
cash payments. 
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IV. INTERNATIONAL PRACTICES ON THE USE OF POS-
TERMINALS  

In Russia, acquiring amount required from the entity for 
the bank card payment via the same bank POS-terminal is 1-
1.5 percent, acquiring amount for the card payment via other 
bank POS-terminal is 2 percent. These service fees are 0.5-2 
and 1.5-3 percent accordingly in Kazakhstan. In Moldova, 
the service fee for POS-terminal transactions carried out by 
local banks is 1.8 percent, but by the foreign banks is 2.8 
percent. 

For comparison, note that in Ukraine acquiring amount 
required from the entity for the bank card payment via the 
same bank POS-terminal is 1-2 percent, acquiring amount 
for the card payment via other bank POS-terminal is 2-2.8 
percent.  

In Turkey, the situation is slightly different. Low tariffs 
are applied relatively for business entities in this country. 
So, this service fee 1.25-1.4 percent for the transaction 
conducted by the bank card, which installed POS-terminals, 
1.7-1.85 percent for the transaction conducted by the other 
local bank cards, 1-1.7 percent for foreign cards. In 
Bulgaria, the citizens of the country are charged 0.7 percent 
for the card payment through POS-terminal, but juridical 
persons pay relatively more (1.7 percent). 

Obviously, comparing to CIS member states, the rate of 
tariffs for POS-terminal transactions is low in other 
countries (Turkey, Bulgaria), which provides reduction of 
the bank costs of economic entities and increases their 
financial capacity [7, 8, 9]. 

V. ANALYSIS OF NON-CASH TRANSACTIONS IN AZERBAIJAN 
 So far, the number of plastic cards used in electronic 

systems of Azerbaijan reached 5301 thousand by June 2013. 
4665 thousand out of them are debit cards, while 636 
thousand are credit cards. Many transactions are carried out 
through these cards. To analyze the characteristics of cash 
and non-cash payments, first of all, the structure and 
properties of plastic cards in circulation are of great interest. 

Plastic card payments are carried out by social and 
salary cards. Thus, these transactions amount 70% of all 
transactions. Thus, credit card transactions were equal to 3 
%, to 5.6% in 2012, and more than 11% in 2013. This rapid 
growth in early 2013 occurred as the result of the closure of 
credit services in the retail trade points, and due to mass 
distribution of small amount of cards. 

Another point is the form of transactions via payment 
cards. In other words, the purpose of the user is cash 
withdrawal or non-cash payments. 

CONCLUSIONS AND RECOMMENDATIONS 
Increasing the volume of domestic non-cash payment, 

developing card payment market, widening the scope of 
card payments for purchase transactions are of great 
importance for the country. Increasing the role of 
Azerbaijan in the modern globalized world, ranking 39th 
among 148 countries at many international ratings, 
including the Global Competitiveness Index, Azerbaijan 
raised its image in the international world. Restricting cash 
payments and stimulating non-cash transactions may cause 
further progress of Azerbaijan in this area, strengthening its 
position in the international economic relations. 

In general, the status of the field of non-cash payments 
dose not coincide with the rate of economic development of 
the country, large-scale reforms, the goals and objectives of 
the development concept adopted by the president 
“Azerbaijan 2020: Vision to the Future”. In the globalized 
world economy, where non-cash transactions are 
dominating, the high rate of cash transactions in Azerbaijan 
proves to take imperative steps in this direction. The 
complex measures should be taken as soon as possible, in 
order to achieve transparency in the economic system, and 
the reduction of the “shadow” economy, and the 
strengthening of the financial system, as well. 
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Abstract— In the following paper we suggest the principles of 
structural, infological and dynamic modeling of processes within 
a functioning enterprise, allowing to effectively plan its strategic 
development and assure its sustainable functioning. We offer a 
new interpretation of sustainable development of an enterprise, 
based on separating the concepts of sustainability and 
development, and apply the concepts taken from reliability 
engineering to the functioning of an enterprise. The principles, 
methods and models described in the paper may serve as the 
basis for the automation of management and strategic planning 
of businesses based on cloud technologies.  

Index Terms— Enterprise, modeling, sustainable development, 
business 

I. THE CONCEPT OF SUSTAINABLE DEVELOPMENT 
The concept of sustainable development has been 

discussed since the 1980s. At the UN Conference on 
Environment and Development in 1992 [1] the world 
community has agreed on the necessity of acquiring the model 
of sustainable development that would provide the balance 
between the solving of social and economical problems and 
the preservation of environment for the future generations, 
allowing to switch from modern approach based on utility and 
resources to the new biospheric-ecological approach. 

V. M. Matrosov, member of RAS [2], one of the leading 
specialists on the problems of sustainability and one of the 
first scientists to acquire the methods of mathematical 
modelling in the paragidm of sustainable development, has 
more than once emphasized the ambiguity of the concept.  It is 
usually interpreted as stable development (at least, economic 
growth). 

We suggest a more profound understanding of sustainable 
development, separating the ideas of development and 
sustainability. According to our idea, the development of an 
economic system must comply with the principle of 
sustainability of its subsystems. In this case the strategy of 
managing the national economy of the state and its regions 
changes, including all short-term and long-term goals of the 
system of economic, ecological, social and industrial 
management. 

The following scientific research is conducted within the 
scientific school of member of Tatarstan Academy of Sciences 
T. K. Sirazetdinov [3-8]. We are working with the definition 

of a complex system as a system containing multiple 
independent processes, thus the system is multi-regime, 
multifunctional and can operate and complete certain tasks 
within its smaller parts (subsystems) [9, 10]. This allows us to 
work with two simultaneous processes within the system – the 
process of development and the process of maintaining 
sustainability. 

In this paper the principles of sustainable development 
stated above are applied to the problem of strategic 
management of an enterprise. For this purpose we have 
suggested several structural, infological and mathematical 
models of a functioning enterprise, allowing to plan the 
development of the enterprise, taking into consideration the 
degree of its sustainability. 

The development of a business can take place only if new 
types of products are introduced and new markets are 
conquered. Evidently, it is connected with certain risks. On the 
other hand, if a business holds on to its well-developed 
schemes, its profitability decreases with time. The principle of 
sustainable development suggests the combination of old 
stable and new risky ways, allowing the enterprise to develop, 
conquering new markets and being stable at the same time. 

II. METHODOLOGY OF PROCESS MODELING 
The work is based on the research of system processes in 

businesses and various modeling methods of these business 
processes. The description of business processes is based on 
the standard business unit model (Fig. 1). 

 
Fig. 1. Standard business unit 

The idea of process is essential to many spheres of human 
knowledge, so there are multiple definitions of process. 
However, in most cases a process suggests the presence of 
Input receiving data or materials and Output producing the 
results of the process. IDEF methodology makes use of 
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additional inputs Controls and Mechanisms. We have 
expanded this model by adding a new interpretation of 
additional inputs: In, Out, Fixed Asset, Staff and Information-
Technology. 

The main process explored while solving our problem is 
manufacturing process. All secondary and conditioning 
processes, marked in the model as In, Out, Fixed Asset, Staff 
and Information-Technology, are also considered. 

The "Out" block characterizes the result of the process, 
defining the requirements for other blocks. The block itself is 
defined by the manufactured products. The characteristics of 
manufactured products are defined, the most important being 
the output volume, market prices and deadlines. They make a 
considerable impact on the sustainability of the enterprise and 
define the requirements for other blocks. 

The "In" block symbolizes the process of supplying raw 
materials, spares etc. It includes the processes of purchase, 
going on in supply departments. The stability of this block 
also has a serious impact on the sustainability of the 
enterprise. 

The "Fixed asset" block depicts the enterprise as a single 
manufacturing mechanism. The modernisation of this 
mechanism defines the main development prospects of the 
enterprise. 

The "Staff" block represents the staff of the enterprise. It 
can be subdivided into two categories – workers and other 
employees. The development and introduction of new systems 
of personnel motivation, staff recruitment and training all have 
considerable impact on the sustainability and development of 
the enterprise. 

The "Information-Technology" block ties together all the 
processes within the enterprise based on main manufacturing 
technologies and management structure. This block defines 
the introduction of new manufacturing technologies as well as 
new management technologies. It suggests the optimization of 
the whole management system, the introduction of automated 
management and workflow system, the introduction of new 
information and infocommunication technologies, including 
cloud services. 

The standard business unit model allows us to present the 
structure of a wide range of processes, from the working cycle 
of a machine to the functioning of a workshop or even a whole 
manufacturing enterprise. These structures can be linked into 
parallel and sequential chains and form large clusters. 

The concept of power of such structure is introduced. It 
comprises all the possible results of its functioning cycle. It is 
defined in the space of the outputs of the unit and depends on 
the power of the unit’s inputs. Mathematical modeling of 
power allows us to solve various problems dealing with the 
co-dependence of several such units and evaluate the required 
power for the units’ inputs. 

The standard business unit model allows us to describe not 
only manufacturing units, but all the departments within an 
enterprise. 

III. INFOLOGICAL AND MATHEMATICAL MODELS OF THE 
ENTERPRISE 

The analysis of information about an enterprise’s book-
keeping (including commercial papers, balance and account of 
loss and profit) is a sufficient way to describe its state and 
predict its functioning. The book-keeping system is 
mathematical model of an enterprise that has been known 
since the Middle Ages and is still being updated. It describes 
all aspects of the enterprise’s functioning. 

Structural model of a functioning enterprise based on 
accounting registers is depicted on Fig. 2. Principles of 
dynamic economico-mathematical modeling have been 
developed and expressed in a system of differential equations, 
algebraic equations and inequalities based on accounting 
registers [6]. 

Let’s define the characteristics of this model: 

� An enterprise is a manufacturing object. It operates as a 
business and produces goods. 

� Manufacturing requires raw material, spare parts, 
energy bought from suppliers and stored in storing 
facilities. 

� Manufacturing requires the work of employees 
receiving salary. 

� Manufacturing requires equipment – fixed assets, 
subject to amortization and refilled through capital 
investments. 

� Produced goods are stored as ready product and then 
sold to customers on the market. 

� Money from selling goods (as well as credits) is 
remitted to the settlement account. 

� Money from the settlement account is used for paying 
taxes, salaries, credit percentage, acquiring materials 
and other needs. 

Thus, the money is converted to resources, closing the 
cycle of a manufacturing process. 

 
Fig. 2. Infological model of a functioning enterprise 

The mathematical model of the enterprise is based on the 
model of an accounting book, having the following algebraic 
expression: 

S(t) = S(t – ∆t) + Uin(t) – Uout(t),                     (1) 
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where: 

Uin – incoming resource flow, debit turnover, 

Uout – outgoing resource flow, credit turnover, 

∆t – time span. 

Each block of the model on Fig. 2 can be mathematically 
expressed in the way presented above. Thus the structural 
model presented on Fig. 2 is expressed with the system of 
algebraic equations. This is the discrete model of a functioning 
enterprise. 

∆t→0 gives us a continuous model that can be presented as 
a set of algebraic and differential equations. 

Some blocks within the model can, with certain 
assumptions, be described using retardation equation. For 
example, suppliers need a certain amount of time to deliver 
materials to the storing facility. This amount of time is often 
known beforehand. Thus we have a delay between ordering 
the materials and storing them. The suppliers often receive 
prepayment. This means that the delay starts from the moment 
of receiving this prepayment. Thus the flow of materials to the 
storing facilities Us(t) is linked with the flow of payments to 
the suppliers Up(t) via the following formula: 

Us(t) = Up(t- τ p),   (2) 

where τ p is the average time needed to receive the 
materials at the storage. 

With certain simplification this equation can be substituted 
for inertial retardation equation. “Suppliers and contractors” 
and “Manufacture” blocks are described by the same type of 
equations with retarded argument. 

IV. MODELING THE SUSTAINABLE DEVELOPMENT OF AN 
ENTERPRISE 

The infological, structural and dynamic mathematical 
models allow us to predict the development of an enterprise as 
a multiproduct manufacture. As part of the problem, let's 
suggest that initially the enterprises produces only one type of 
products. Let's suggest it's a considerably reliable business 
with low risks and low profitability. Let's also suggest the 
enterprise management is considering the introduction of a 
new type of product, i.e. new type of business, presumably a 
profitable one. However, it's connected with considerable 
risks, i.e. low sustainability. 

The models we have developed allow us to build a 
dynamic model of the enterprise, manufacturing both types of 
products, and predict the results. The structural and infological 
models allow us to present the risks of each business as 
systems consisting of separate blocks. The sustainability of 
each block in the enterprise's system is determined by the risks 

imposed on it by each new type of business. Thus the 
introduction of a new risky business helps the enterprise 
develop and gain profit, while old businesses smooth away 
probable risks and assure the overall reliability and 
sustainability of the enterprise. The principles of sustainable 
development of an enterprise and dynamic models developed 
by our researchers allow us to predict the impact of risks of 
introducing a new business on the overall sustainability of an 
enterprise. 

The models introduced in this paper have become the basis 
for an info-analytical system allowing to predict the 
functioning and development of a manufacturing enterprise 
and search for new opportunities to successfully manage and 
expand business, assuring its sustainable development. 
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Abstract—The determination of public concern degree issues 
in e-government can help government agencies to improve the 
quality of services. For this purpose an approach for calculation 
of hotspot information, determination of public interests of 
regions with helping web log mining and text mining technologies 
is given in this paper. 

Keywords—e-government; hotspot information; web log 
mining; text mining 

I. INTRODUCTION  
We live in the Information and Communication 

Technologies' (ICT) century. Advanced technology products 
have become an integral part of our lives. The development of 
ICT is the one of the main factors to influence various 
organizations, companies, state bodies' activity; efficiency, 
better delivery of government services to citizens; and citizen 
participation for decision-making; and more efficient 
government management. ICT helps government agencies to 
locate service centers closed to clients. The involvement of ICT 
into community management process has resulted in the 
emergence of the concept of e-government. E-government - 
involves increasing efficiency and performance of government 
agencies and the facilitation access to e-services through the 
wide application of information technologies. In general, the 
intent of e-government is to provide new opportunities and 
benefits to citizens, businesses, and governments around the 
world [1]. Its purpose is to create citizen-centered openness in 
government [2] and to serve as a necessary force for better 
governance [3]. In other words, e-government is used to 
improve the effective and efficient delivery of government 
information and resources to citizens, more efficient 
government, less corruption and more transparency. E-
government is not meant only for introducing or using 
technological tools, it's aim to change mindset and work 
culture to integrate government processes and functions, to 
serve the citizens better services. 

E-government system has become one of the most 
important channels for public service delivery and for citizen-
government interaction. This system introduces rich 
information resources to citizens. These resources analysis can 
help the government to make right decisions and improve 
services. Every day various information resources are shared in 

e-government system. It is important to discover public 
concern degree of this information. This information is called 
hotspot information. In this paper is given some information 
about hotspot information, their advantages, an approach for 
detection hotspot information on regional level and the 
destinations for future plans.  

II. HOTSPOT INFORMATION IN E-GOVERNMENT 
The increasingly wide application of the Internet and the 

Web's led to the potential development of state-citizen relations 
- expansion of the use of ICT in collaboration with the state 
and the citizens, businesses and other government agencies. 
Web 2.0 technologies have opened a new stage in the 
relationship between citizens and the public sector. The 
development of ICT and information society have created a 
variety of potential opportunities for the public sector: 
transporting information over the Internet; the expansion of 
relations between state and the citizens, businesses and other 
government agencies; conducting operations and records; the 
development of management and democracy. 

At present, everyone can use Internet, search anything and 
get information easily. But Internet public opinion system is 
limited by the key words given by the users [4]. Influenced by 
some subjective factors such as knowledge, information 
source, and concerns of the user, the system will not detect 
those unexpected events [5]. Therefore, computers can used for 
sorting out news, finding hot topic keywords automatically; 
updating common safety word frequency in library timely, 
tracking sudden events timely [6]. If the real-time hotspot 
information in a period is to be obtained and the internet 
hotspot topics in current society are to be periodically 
discovered, automatic solutions are becoming a valuable 
research orientation. When dealing with mass web pages, it is 
difficult to cluster the expected hotspot and clustering causes 
huge central bias. Therefore, the algorithms need to be 
improved [4, 7]. Text clustering technologies can used to 
improve of hotspot tracking algorithm. Other problem is to 
master mass of data effectively and extract hotspot 
information. An extensive application prospect for solving this 
problem is given in [8] as follows:  

� It is an important means for individuals to instantly and 
conveniently obtain the hotspot information in current 
society;  
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� With helping it enterprises can master the most 
advanced information and hot technology in their fields, 
increase their competitiveness for enterprises; 

� It can provide important clues for relevant departments 
of the governments to instantly know about the direction 
of public opinions in current society, be conductive to 
the governments to analyze and guide the public 
opinions, actively guide the healthy development of 
internet public opinions;  

� Help the governments to grasp the problems mostly 
cared by the people in each period as well as the 
viewpoints and attitudes on these problems, so as to 
make scientific and correct decision, keep the society 
stable, and truly reach the aim that the Internet serves 
for the society and the people.  

Public opinion information analysis is the most important 
part, which includes hot topic mining on the acquired news, 
comments and other information according to the hot topic 
analysis model; and warning analysis, text clustering, topic 
mergence etc. Public opinion information analysis can help 
government agencies to improve their services, increase 
citizens satisfactions. There are numerous and rich information 
resources in e-government system, which was presented by the 
sites of government agencies. Make the right decisions and to 
achieve some aims it is important to identify quickly and in a 
timely the hot issues of public interest on this information. It is 
one of the main issues of e-government. The number times a 
user clicks on some information and the average residence time 
can identify hot issues in e-government system [9]. Our goal is 
to discover public concern degree of regions and their interests 
in e-government system. Which information is very useful for 
them, what their problems etc. There will be mass of hotspot 
information in e-government and it is difficult to analyze all of 
them. The analysis of hotspot information can help government 
agencies decrease their time to analyze this information. In this 
paper is proposed approach to define hotspot information in e-
government. The main step of this approach is given as 
follows:  

1. Classification of government agencies (number of 
clicks on some information, the average residence time); 

2. Determination of hotspot information; 
3. Clustering regions based on their public interest;  
4. Assessment of regions based on public opinion. 
At first hotspot information of public opinion is calculated 

through the web log mining. All users’ browsing information is 
stored in web logs: IP address, access time, the URL etc. 
Number of public clicks on some information and the average 
residence time the public spend on some information can 
extend hotspot information. Then a regional assessment is 
conducted to discover which regions and how many of them 
are clustering around hotspot information. It can help 
governments to define the main problems of regions.  

Second the contents of hotspot groups are analyzed through 
the text mining technologies. These technologies can extend 
abstract of these information. With helping it government can 
introduce better services to citizens, decrease public concern, 
provide more targeted services and information timely. In our 
future work we will give more information and method about 
that. 

CONCLUSION 
At present one of the most important issues in e-

government is to involve citizens to decision-making process 
and to increase citizen’s satisfaction. For this purpose, 
researches carried out a lot of works. But the problem has not 
been solved completely yet. It needs to develop effective 
algorithms to define public opinion hotspot information 
classification. In this paper is given a little information about 
the approach for detection of hotspot information and 
assessment of regions with helping it. Our future work will add 
more information about this approach and we will work on in 
practice.  
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Abstract- 21st century is completely a new era in which 

security and data roaming are on the upfront and borders are 
ceased globally by standardization. In the process of moving 
paper to electronic media, all these components should be taken 
in consider. By this way the process can be operated effectively. 

Generation and communicational standards of electronic 
invoice process and its components are examined in this paper. 
And also all components’ definition and usage are explained over 
Turkey e-invoicing process as a country example.  

 
Index Terms- UBL, XML, HTTPS, XAdES, e-Invoice, e-

Signature 

I. INTRODUCTION 
Main goal of e-invoicing is providing interoperability 

between different business processes. As known e-Invoice is 
interdisciplinary process and that is related with document 
process, communicational process, and e-Signing process. Full 
interoperability requires interoperating on three different 
levels: in terms of the content of the invoice in other word 
semantics, the used format and language named syntax, and the 
method of transmission. Semantic interoperability means 
including information that is required for the electronic invoice 
and certain meaning of invoice fields are understood in an u 
contains a certain amount of required information, and that the 
precise meaning of the exchanged information is unambiguous 
manner. Syntactic interoperability referred that the data 
elements of an electronic invoice are presented in a format 
which can be exchanged between the supplier and receiver. [1] 

The Internet together with standardizes exchange protocols 
serves as an infrastructure layer. By the development of open 
standards like XML (Extensible Markup Language) at end of 
the 1990s, usage of electronic document exchange is raised into 
all sectors, because of lower cost of implementation and 
maintenance. So XML known as a milestone of e-document 
exchange. Then UBL (Universal Business Language) is 
developed by OASIS (Advancing Open Standards Information 
Society) based on XML technologies and approved by 
UN/CEFACT as an international standard.  

 
Fig. 1-Top level view showing different Business Process types, their 

relationships and related standards 

Another subject for interoperability is transmission of the 
messages/document. Interoperation between different 
communications systems is also provided with 
communicational standard protocols known as OSI, which’s 
specifications were determined by two international 
standardization organizations: The International Organization 
for Standardization (ISO) and the International 
Telecommunication Union-Telecommunications Standards 
Sector (ITU-T). This standard is used for  

II. CREATION STANDARDS OF E-INVOICE FILE 
For achieving in effective business process management, 

developing standards and specifying the semantics of messages 
exchanged between organizations have an important role. [3] 

Many International and European organizations like ISO, 
OASIS, UN/CEFACT, GS1, CEN and international 
interoperability projects like e-PRIOR, PEPPOL, have dealt 
with e-invoicing matters from their respective duties and 
perspectives. 

By enhancing coordination with regard to determined 
standardization activities, given interoperability adoption 
scenarios, could be instrumental in removing outstanding 
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obstacles and facilitating the deployment of e-invoicing in 
Europe, if carried out as part of a holistic approach to e-
invoicing. 

Legally accepted electronic invoice format by European 
Union Member States, must be provided that the integrity of 
their content and the authenticity of the origin are assured by 
one of the following methods [4] 

� EDI 
� Electronic Signature 
� Other electronic means,  

subject to acceptance by the Member States concerned. 
To comply with international standards, Turkey e-invoice 

creation standards is examined according to these methods 
defined above. 

A. Creation Standards of e-Invoice in Turkey 

UBL conversion

Electronic 
Signature/XADES-

BES 

Enveloped-
GS1_SBDH

Compressing files/
zip

Ready for sent

Invocie Data

 
Fig. 2-Creation Workflow of e-Invoice in Turkey 

Data of invoices is taken into the system, and converted to 
the UBL format, and added XSLT for visualization then 
signing with using advanced e-signature format named 
XAdES. E-Signed UBL invoices enveloped according to GS1 
standards SBDH format. As a next step enveloped files are 
compressed by using Zip format for reducing file size. After 
generation process invoice is ready for exchanging/sending via 
web service. 

As seen on Fig.1 international standards are used in every 
phase of creation e-Invoices. Explanation of these standards 
given below.  

1) e-Invoice File Format: UBL-TR 
Adopted as official nationwide e-invoice format is UBL-TR 

which is Turkey customized format of UBL. UBL is the 
Universal Business Language, defines open source library of 
standard electronic XML business documents and messages 
such as invoices, purchase orders, application response. UBL 
document standards developed by OASIS Technical 
Committee with participation from a variety of industry data 
standards organizations and delegates of diverse industry. 

Information related to invoices are modelled in the UBL 
schema based upon the Semantics given by Fig.3. [5] 

Fig. 3-UBL Schema Structure of Information Entitiy 

BBIE: Basic Business Information  
ABIE: Aggregated Business Information Entity 
ASBIE: Associated Business Information Entity 
To express the information hierarchy, ASBIE consist of 

ABIE, and ABIE consist of BBIE. 

 
Fig. 4-UBL-TR e-Invoice Schema Staging 

A part of e-Invoice fields is given at Fig.4. By the schema 
notations schema can be explicated; for example, solid line 
indicates mandatory fields and dotted line indicates facultative 
fields. Plus, means that element is an Aggregated Business 
Information Entity and contains Basic Business Information.  

Numeric staging on schema means that element cardinality. 
For example, 0...∞ means <Note> element can be multiplied 
many times.  Despite that “UBLVersionID” is mandatory field 
and it cannot be multiplied. 

Used method for Customization of UBL standard to UBL-
TR  

� Mandatory fields of e-invoice UBL schema are 
applied as mandatory for UBL-TR schema. So this 
provides compliance between UBL and UBL-TR.

� Some of facultative fields of UBL schema which is 
relevant to Turkey requirement, are used in UBL-TR 
schema, the others are removed. 

� Cardinality value of some elements are restricted  
� International Code lists are set for elements that is 

needed to be expressed by a certain codes. 
(UN/EDIFACT 44611 Code List for payment means, 
etc.)  

                                                           
1 http://www.unece.org/trade/untdid/d00a/tred/tred4461.htm 
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2) e-Invoice Signing Standard: XAdES-BES 
In invoicing process for providing authenticiy of source, 

integrity of content, legibility of document, electronic 
signature is used. And it is determined as an e-invoice 
accepted method in Directive 2006/112/EC.  

Electronic signature creation and verification standards 
given by ETSI [6] and signing process given by Fig.5 with 
general outlines. In addition to this definition used advanced 
e-signature in Turkey e-invoicing process named fiscal seal 
confirms the identity of company. 

 
Fig. 5-Creating a Digital Signature 

In Turkey used electronic signature form is a XAdES; 
XML Advanced Electronic Signature. XAdES used for 
signing XML documents. As mentioned on previous part of 
this article Turkey e-invoice format is UBL which is based on 
XML. So XAdES signing standard is appropriate for Turkey 
e-invoicing process. There are many different XAdES 
signature forms like XAdES-BES (Basic Electronic Signature 
), XAdES-EPES (the Explicit Policy based Electronic 
Signature) and XAdES-T and XAdES-C (the Electronic 
Signature with Validation Data)[11] 

In Turkey used XAdES signature format is XAdES-BES, 
fields of this signing format given by Fig.6.   

 
Fig. 6-XAdES-BES Tags 

The XAdES-BES fulfilled defined legal requirements at 
European Directive on electronic signatures. 

3) e-Invoice Enveloping Standard: GS1_SBDH  

UBL formatted and e-signed electronic invoices covered 
with envelope which is based SBDH (Standard Business 
Document Header) with GS12 XML. By enveloping, too many 
invoices belong to same sender and same receiver can be sent 
at one time. 

SBDH standard provides standard for document, message, 
data elements located, presentation and guidance between 
different applications. Software vendors can develop 
functionality in their applications that rely on the existence and 
location of the essential data used to manage the routing of 
business documents and also systematically determine the 
documents processing   requirements. [7] 

 
Fig. 7-SBDH Schema Staging 

As it is shown at Fig.7 SBDH consist of four main fields. 
These are; 

� “Header Version” field used for tagging used 
SBDH_GS1 envelope version like 1.0, 1.1, etc. 

� “Sender” field used for indicating the Supplier Party 
of e-invoices in the envelope. 

� “Received” field used for indicating the Receiver 
Party of e-invoices in the envelope. 

� “Document Identification” field used for identify the 
document type which is carried in the envelope, like 
invoice, application response etc. 

4) e-Invoice File Compression Format: ZIP 
It is possible to reduce file size by using file compression 

formats. ZIP is a kind of this format. By ZIP format it is 
possible to compress one or more files without any data loss.  

Prepared invoice contained envelopes compressed with 
.ZIP format for sending. Other formats that are used for 
compression is not accepted or defined in the system. Reducing 
file size also provides fast transaction following archiving 
advantages.  

III.  COMMUNICATIONAL STANDARDS OF E-INVOICING 
Transferring electronic data from one medium to another is 

carried out according to the connection and communication 
standards as OS. These protocols are provide equipment 
interoperability on data networking. OSI model consist of 
different layers as application, data link, physical, network, 
transport. 

                                                           
2 Non Profit Global Standardization Company 
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Layer Function Used Standards 

Application Supporting network 
applications 

FTP, SMTP, HTTP, 
HTTPS 

Transport Process-process data 
transfer NBF, TCP, UDP 

Network Routing of datagrams 
from source to destination 

AppleTalk, ICMP, IPsec, 
IPv4, IPv6 

Data Link 
Data transfer between 
neighboring network 

elements 
ATM, MPLS 

Physical Bits “on the wire” DOCSIS, Ethernet, DSL 
Fig.8-OSI Layers’ Functions and Standards [9] 

Main functions of OSI layers are listed at Fig.8. General 
data transfer and communication is provided according to these 
standards on these layers.  
A. Transportation Standards and Process of e-Invoicing in 
Turkey 

Internet

TRATRA

TRA Web ServiceTRA Web Service

HTTPS Request
HTTPS Response

SupppplierSupplier

E-Invoice Web ServiceE-Invoice Web ServiceIntegration
Web Services
Integration

 Web Services

Signature Services

ERP SoftwareERP Software

ntegrator PortalIntegrator Portal

Integration 
Windows 
Services

Mail ServiceMail Service

Database ServerDatabase Server

Fig. 8- Communicational Architecture of e-Invoicing System in Turkey [10] 

1) E-Invoicing Transportation Standards 
When invoice is issue to the transferring, safety and 

traceability comes to the fore.  
HTTPS is used on application layer for secure transferring 

of e-invoice between parties over a network. HTTPS is the he 
most common protocol standard at application layer for secure 
data transfer. Hypertext Transfer Protocol (HTTP) is a protocol 
intended for quick-access, distributed, collaborative, 
hypermedia systems. This is the standard protocol of the Wide 
Web. HTTPS or HTTP over SSL (Secure Socket Layer) is a 
variant of HTTP which provides enhanced security. [8] 

TCP is used at transport layer for traceability of transferring 
e-invoice document and also provides ordered, reliable and 
error-checked transport of data between applications running 
on hosts communicating over an IP network. 

IPv4 standard at network layer is used for definition of 
invoice user on the TRA system. IPv4 is a connection-free 
protocol for use on packet-switched networks. 

2) Mangement Process of e-Invoicing in Turkey  
E-Invoicing system in Turkey, is managed by Turkish 

Revenue Administration (TRA). Taxpayers who want to send 
e-invoice, must be registered to the TRA system by IP and e-

invoice application’s web service end point as an URN3 
format. Only registered taxpayer can benefit from e-invoicing 
system in Turkey. Sender party prepared e-invoices in UBL 
format, signed with XAdES certificate, enveloped and zipped 
then sends them to TRA by using HTTPS specified web 
service. TRA transfers to the e-invoices to the Receiver’s 
registered web service end point. In every part of the process is 
monitored by logging mechanism.  

IV. CONCLUSION 
By the development of trade in the world, movement of 

commercial documents and security of them has become one of 
the important issues. With the development of technology 
exchange of commercial document like orders, invoices, 
delivery notes, payment documents are moved to the electronic 
environment.  A document which moved from paper to 
electronic media and the process will be subject to different 
operations and standards. Standards are one of the most 
important components enabling interoperability.  

In this paper, we describe the technical components of e-
invoicing system over a country example Turkey.  

As it seen in the Turkey e-invoicing example international 
standards are using at all steps. Thus interoperability can be 
achieved both national and international level. Integration of 
interoperability and business process allows the companies 
save time and money, following accelerating the process as a 
whole. For now, using e-invoice is mandatory for some critical 
sectors, but in the future, companies in Turkey will use the 
system voluntarily because of interoperability advantages.  
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Abstract - This paper has devoted to the estimating of the 
selling chance of houses in market. It is a clear that housing 
market is a very important for the financial stability. The 
database of our approach consist of the price of the houses and 
their quality indicators as the repair level, distance from the city 
centre, projects of the building, the place of the flat in a building 
and so on. In the base of this database, we calculated G score and 
found that if the computed G value is equal to 0.39 and greater 
than that one it is classified as the high chance of selling the 
house, but in the case of being less than 0.39 it is classified as 
none selling chance. We hope that this calculation can be useful 
for the banks. Because, they always face the question about what 
is a probability of selling of houses encumbered under loan 
agreement in banks. So, banks are able to estimate the 
probability of the realization of mortgaged houses. 

Index Terms - Selling chance of houses, I and II type errors, 
Hedonic price method, Edmister’s approach, Kappa test.  

I. INTRODUCTION  
The bank system is very sensitive to housing market. There 

are kind of loans provided under encumbrance of houses. It 
raises an important question in the process of lending: What is 
the probability of selling of houses encumbered under loan 
agreement. If the granted loan is not repaid by the borrower, 
then the bank is going to sell the same house charged against 
the case of non-payment. In this context it must be very 
interesting to the bank to know the probability of selling the 
house before lending money. The bank needs to have the 
statistical data base for assessing the probabilities. By the 
standpoint of the more efficiency the qualitative properties of 
houses should be included in this data base. From the end of 
the previous century till now the house market has been 
developing in our country, especially in Baku city. The 
development of house market is explained by several factors: 
accelerated urbanization process, increasing investment in 
houses, real estate direction of funds earned abroad by 
residents etc. As heterogeneous goods a house has three major 
peculiarities unlike other goods. First, it includes many other 
goods and meets different requirements of the family. Second, 
the house is an immovable. That is why the location of house is 
playing very important role in forming its price. Third, the 
demand in the house market is more stable than in the market 
of other goods, which could be explained by the fact that house 

cannot be substituted by other goods. First section of working 
paper has been devoted to form the quality statistical data base. 
The second section describes the methodology of our approach 
and the related literatures. Third section is about the empirical 
result of the statistical analysis. Also this paper has conclusion 
and reference sections. 

II. STATISTICAL DATA BASE 
The qualitative statistics of the housing market is 

understood as the information about the properties of the 
houses. For example, the repair level, the distance from the city 
centre, the level ratio of the floor in the building, gas in a 
building, metro station etc. can be introduced as the qualitative 
statistic of the housing. Table 1 describes this data base. This 
database consists of about 200 variables. These variables are 
qualitative properties of the houses. Some of them have been 
described in table 1. In total there are 1700 observations in this 
database. We collected these data from the housing market in 
Baku, Azerbaijan. There are only 6 variables have been used in 
our statistical analysis. These are: to be furnished with gas, the 
distance from the city centre, the price of per sq m., to be near 
the metro station, availability of the documents of building and 
to be without repair. We have taken a log of the distance 
between the city centre and a log of the price of per sq. m. The 
first column of the table 1 describes the score for the quality 
statistical data base. This score is coded as the 0 when the 
house hasn’t been sold during the period, otherwise is coded as 
1. 

III. METHODOLOGY AND RELATED LITERATURES 
Our approach consists of two steps. In the first step we 

have defined the independent variables of our model. In the 
literatures the characteristics of houses have introduced as the 
creator of their prices. Usually this method called hedonic price 
method. Hedonic price method assists in defining the influence 
of these properties on the price of houses. It is first cornerstone 
of our approach. (J)Ceyhun Abbasov (2014) had investigated 
the influence of these properties of houses on their price in 
Baku city. In this work we changed the structure of the 
independent variables of our model. In literature there are 
many research works which have been devoted to investigate 
the relationship between the price of houses and their 
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qualitative properties. For example, Ercan Baldemir (2007) 
noted in his work that first time Haas (1922) investigated the 
relationship between the price of house and its properties like 
“far from the city centre” and “scale of the city”. Court (1941) 
analyzed the price of automobiles as a function of their 
characteristics in his research work and had defined the 
marginal cost of each characteristic. In this work He explained 
that the marginal cost of the characteristics generates the prices 
of automobiles. Robert J. Hill (2011), Erwin Diewert, Saeed 
Heravi, and Mick Silver (2007) etc. have also investigated the 
price of houses as a function on their characteristic properties. 
We also will use this major methodology. But the price of 
houses isn’t a dependent variable in our analysis. It will be 
independent variable as the price of per sq. m. together other 
qualitative and quantitative variables. So we are able to take 
the qualitative properties of the houses as independent 
variables for statistical analyses. For to do this we refer to some 
empirical research works. So, the independent variables of our 
approach will be to be furnished with gas, the distance from the 
city centre, the price of per sq m., to be near the metro station, 
availability of the documents of building and to be without 
repair. 

 
TABLE 1: A SAMPLE TO THE QUALITY STATISTICAL DATA BASE OF HOUSES  

Sco
re 

Price 
of per 
sq. m 

(AZN) 

Wi
tho
ut 
rep
air 

P
ar
q
ue
t 

To 
be 
nea
r to 
met
ro 

stati
on 

Dista
nce 

from 
the 

centr
e1 

Level 
ratio of 

the 
floor2 

Availa
bility 
of the 
docum
ents of 
buildin

g3 

Furnis
hed 
with 
gas 

0 700.0 1 0 0 11.9 0.76 0 0 
1 700.00 0 0 1 11.8 0.19 0 0 
0 1192.6 0 0 1 11.8 0.88 0 0 
1 1099.6 1 0 0 9.0 0.65 1 1 
0 1173.9 0 1 0 17.2 0.15 0 1 
1 507.63 1 0 0 13.2 0.33 0 0 
1 855.27 0 0 0 12.4 0.21 1 0 
0 776.39 1 0 0 12.4 0.79 0 0 
0 1629.1 0 0 1 6.4 0.63 0 0 
0 1300.0 0 1 0 3.4 0.38 0 0 

 
The second cornerstone of our approach is to take the score 

which has been given in the first column of the table 1 as the 
dependent variable of our approach. In this step we refer to 
Edmister’s (1972) approach. Edmister (1972) had used 7 
financial ratios in his insolvency model. While establishing z-

                                                           
1 This distance was measured by the “Google maps”. We took “Icheri 
Sheher” metro station as the starting point in “Google maps”. 
2 These ratios present the level of the flats. For example, suppose that 
the first flat (house) in table 1 have been observed in the 13th floor of 
the 17 floors building then we can calculate this ratio as 13/17=0.76. 
So, if the ratio is equal to 0.5 or is close to 0.5 (mining that 0.4, 0.6) it 
means that the flat is on the middle of the building. If the ratio is 
close to 1 it means that the flat is on the top of the building. If the 
ratio is close to 0 meaning that the flat is on the lower floors of a 
building. 
3 As the mentioned above all houses which have been observed are 
located in new buildings and some these ones don’t have the 
important official documents which affirm the private ownership. 

score values as a dependent variable in the model he coded 0 
for those companies which considered as default case, 
otherwise it was coded as 1. In accordance with this model the 
companies are classified to be not default case if z-score of 
these ones equal to 0.530 and more. Whereas the cases less 
than 0.530 it is expected to exposure the default. So, the 
dependent variable of our approach will be the G-score (see the 
first column of the table 1) which is coded as the 0 when the 
house hasn’t been sold during the period, otherwise is coded as 
1.   

These two approaches let us to construct our model as the 
following: 
 

  
 
Where, 
β = the parameters of the model 
X1 = to be furnished with gas 
X2 = log of the distance from the city centre        
X3 = log of the price of per sq. m.  
X4 = to be near the metro station 
X5 = availability of the documents of building 
X6 = to be without repair  

 
G = the dependent variable of our model will be the score 

which is coded as the 0 when the house hasn’t been sold during 
the period, otherwise is coded as 1 

IV. EMPIRICAL RESULTS 
We have 1700 observations about the price and 

characteristic properties of the houses. But we used 234 
observations for estimating the equation (1) because to take 
only 3-rooms houses in new buildings which have been built 
after the Soviet Union time.  

G-score is the dependent variable which is coded as the 0 
when the house hasn’t been sold during the period, otherwise is 
coded as 1. The results of the estimating of equation (1) have 
been given in table 2. 

 
TABLE 2: THE ESTIMATING OF THE EQUATION (1) 

Independent variables Coefficients 
to be furnished with gas4 0.18880 
ln_the distance between the city centre5 -0.12051 
ln_the price of per kv. m.6 -0.72534 
to be near the metro station7 0.13618 
to be documents in a building8 0.43440 
to be without repair9 -0.13691 
C10 5.61938 

 

                                                           
4 The coefficient is significant at the 0.02 confidence level 
5 The coefficient is significant at the more than 0.01 confidence level 
6 See foot-note 5 
7 The coefficient is significant at the 0.03 confidence level 
8 See foot-note 5 
9 The coefficient is significant at the 0.1 confidence level 
10 See foot-note 5 
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So, if the computed G value found by using the equation 
(1) based on the results of the table 2 is equal to 0.39 and 
greater than that one it is classified as the high chance of 
selling the house, but in the case of being less than 0.39 it is 
classified as none selling chance. Note that 5 of 93 houses 
those had remained in none selling status, classified as the high 
chance of selling. It means that we have I type error. But 14 of 
141 houses those had sold, classified as none selling chance. It 
means that we have II type of error (see the table 3). 

 
TABLE 3: CLASSIFICATION ANALYSIS 

  Selling Non-selling Total 
Selling 127 14 141 

Non-selling 5 88 93 
Total  132 102 234 

Selling % 90.1 9.9 100,0 
Non-selling % 5.4 94.6 100,0 

In statistical analysis I type error always is more dangerous 
than II type error. Because classification of houses as none 
selling chance house isn`t bad for the market participants. But 
of course in that case they may face to lose its good dealing. 
Here one question is it possible to make forecast the selling 
case in the term of existing I type error and II type error? In 
order to reply this question, it is necessary to define the 
possibility of making I type error and II type error. 

I Type error = 5/234*100 = 2.14% 
II Type error= 14/234*100 = 5.98% 
Total occurred error = 2.14%+ 5.98% = 8.12% 
We can say that the forecasting will be correct with 91.88 

% probability. But with 8.12 % probability it will be resulted in 
error. Actually the predictability power is seen very highly 
(91.88%). But we are in need of to check it. For checking the 
predictability power Cohen’s Kappa test statistics is useful. 
The suggested Cohen’s Kappa test statistics is as follows: 

The results of the table 3 will be used for this test statistics 
 

  
     
Where, 

  

    
So, 
                
There are 6 significance intervals for the decision about the 

result of kappa test. These intervals are as follows: 
 
                  (Very small compliance) 
         (Small compliance)   
      (Acceptable compliance)  
     (Medium strong compliance)   
     (Significant compliance)   
             (Almost perfect compliance)  
 

In order to use of this classification in forecasting none 
selling chance and the high chance of selling of houses, the 
result of test should be more than 0.81. Otherwise there is no 
any significance to use of this classification in making the 
prognosis. Our estimating value (0.83) is greater than critical 
value of the kappa test statistics (0.81). It means that we have 
obtained perfect compliance. So, these classifications can be 
used in forecasting none selling chance or the high chance of 
selling of houses. 

V. CONCLUSION 
Finally, it would be usefully that the main points of the 

research are reviewed. The first point is about the qualitative 
statistical data base. This data base is a universal data base. The 
average price for the all properties of houses can be calculated 
by using of this data base. For example, you can choose any 
property of house say that like “to be documents in a building” 
and can define average price, max or min prices, number of 
houses which were offered to a market etc. over this property. 
Secondly this data base can be used for the different estimating 
that ours is one of them. We constructed the classification for 
the housing market. This classification lets us to forecast none 
selling chance or the chance of selling of houses. Thus we 
found that if G-score (which is calculated by using the equation 
(1) based on the results of the table 2) of any house is equal or 
greater than 0.39 it means that this house has the high chance 
of selling. But if G-score (which is calculated by using the 
equation (1) based on the results of the table 2) of any house is 
less than 0.39 than it is classified as none-selling chance house. 
This result can be used both the market participants and the 
banks. The market participants always want to know that how 
much selling chance their houses have. On the other hand, it is 
interesting the banks to know how much selling chance the 
houses which have been taken as the collateral by the banks if 
any borrower unable to give back the money. The latter one is 
very important for maintaining the financial stability. 
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Abstract—The article is dedicated to give an assessment of 
possibility of the applicability of web-based geographic 
information systems (GIS) within the micro geo-marketing 
researches. Description of micro geo-marketing data domain, its 
key features and objectives are given. Functional model of the 
data collection process is presented. Authors formulate 
requirements for micro geo-marketing web-GIS and suggests 
using geodata meta model to provide all necessary functionality 
within data store tier of GIS architecture. The paper also 
contains original attributive store component data model. 

Index Terms—web-GIS, geo-marketing, geodata, data store 

I. INTRODUCTION

The first projects in the field of geo-marketing researches in 
Russia were implemented at the beginning of the XXI century. 
During the short history of its existence, geo-marketing 
evolved from being a set of tools for developing business 
graphics to become a methodology for complex data 
processing and analysis, combining information monitoring, 
market researches and geoinformation technologies. 

The main methods of the modern geo-marketing are the 
spatial analysis and visualization of business information by 
means of specialized geoinformation tools, analytical models 
and statistical techniques of the multiple factor spatial analysis 
[1]. Geo-marketing today includes three main directions with 
own research objectives, customers and tools [2]: the macro 
geo-marketing oriented on planning and implementation of 
international company's strategy; the geo-marketing at the 
mesolevel operating within the scales of the state or state's 
certain regions; and the micro geo-marketing used to solve 
problems at the level of the given local commercial 
organization. The work is dedicated to study the objectives of 
geo-marketing at the microlevel. 

There are about fifty six companies providing services of 
micro geo-marketing researches in Russia today [3]. The goal 
of such researches is to maximize profitability of a distribution 
network. One of the most widespread methods for obtaining 
primary data about market status in such researches is the 
method of panels. In practice of micro geo-marketing a few 
forms of panels are used, and the panel of retail outlets of a 
long-term type (we will call a periodical panel research long-

term if it is continued for a long enough time period – from a 
half a year till several years) is among them [4].  

In such panels on the basis of the selection of number of 
outlets, that statistically reflects market's behavior, data in the 
given format is periodically collected. Data collecting is carried 
out by field workers called auditors [5]. During one visit the 
auditor fills inventory accounting data for the goods, selected 
within the research, and their accompanying equipment, 
estimates the volume of goods for selling, dealer support and 
price level. Providing audit of outlets allows to determine the 
general size of the market and the market share belonging to a 
certain brand, reveal stores with lack of goods or problems 
with goods placement on shelves. 

II. GEOINFORMATION TECHNOLOGIES AS GEO-MARKETING 
SOFTWARE BASIC 

Geoinformation technologies and systems (GIS) are usually 
used as an instrumental basis for geo-marketing researches. 
The level of development of micro geo-marketing information 
systems, thus, is largely defined by the level of the modern 
geoinformation technologies. Geoinformation systems in turn, 
became an independent class of information systems in the 
middle of the XX century and already overcame few stages in 
their development that corresponds to a certain level of 
information and network technologies and personal computers. 

Among the problems of the modern GIS [6, 7] are 
complexity of access to already gathered materials, and 
difficulties of data exchange. Separation and non-uniformity of 
the geodata received from different sources, departmental and 
even personal barriers, regime restrictions and data storage 
disorder hinder with rational and effective use of spatial 
information resources. Thereof, the present stage of 
development of geoinformation technologies and tasks of 
geoinformatics are characterized with transition to new forms 
of the data store organization and spatio-temporal data 
processing. 

Other important directions of GIS evolution include step-
by-step displacement of desktop software for workstations with 
the distributed geographic information systems and wide usage 
of GIS for solving large number of applied problems. 
Improving of the Internet technologies availability 
considerably simplifies access to spatial data and GIS-analysis 
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tools for end users and causes introduction of concept of a 
web-based geographic information system (web-GIS). Among 
the directions of web-GIS development which was widely 
adopted recently are cloud-based GIS and geoinformation 
Internet services, combining advantages of web-based 
approach and convenience of software distribution in a cloud. 
Online solutions in the field of geo-marketing are provided by 
many leading GIS-software companies. There is common-
purpose extensible online GIS software such as ArcGIS 
Online, CartoDB and GisCloud [7, 8], and specialized 
solutions for geo-marketing such as Geomatrix [9]. 

Besides, there is a high level of interest in implementation 
of geoinformation Internet services from GIS users today. 
According to researches of the SpatialVision [10] more than a 
half of the polled business executives and IT professionals in 
companies that are engaged in processing and analysis of 
spatial data are interested in implementation or trying of cloud-
based GIS. We also want to mark, that 26% of respondents 
consider the use of cloud-based GIS within activities of the 
enterprise as impossible due to the issues on information 
security and confidentiality, connected to the needs of 
transferring corporate data into cloud-based storages, and 
requirement of maintaining a permanent Internet connection 
[11].  

Other important tendency of geoinformation technologies 
evolution is implementing services for mobile devices, both 
within web-based systems, and as independent standalone 
applications that use geolocation services. Geoinformation 
technologies nowadays find more and more broad usage in 
mobile applications. 95% of smartphones owners searched 
information about their geographic location and its 
environment using their mobile device at least once [1]. 

III. MICRO GEO-MARKETING WEB-GIS 
Taking into account the given traits of the modern 

geoinformatics, we will formulate the main functional and 
nonfunctional requirements for GIS intended for carrying out 
data within micro geo-marketing researches, subsequent 
analysis of retrieved data and generating analytic and thematic 
reports for customers. 

A.  Data collection process 
We divide the process of data collection from the point of 

view of the research project manager into four main stages  
(fig. 1). 

1) Formulate research objectives 
At this stage a formulation of the research objectives which 

are the subjects to develop is given. The structure of the data 
forms for panel research corresponding to such objectives (that 
will further used by auditors when carrying out field 
operations) is defined. 

2) Select retail outlets to visit  
The business analyst creates a set of outlets corresponding 

to the research objectives using a database containing data 
about outlets. When the set compilation is complete, a subset of 
outlets, the available data about which need to be added or 

updated in order to provide an adequate data domain model for 
the research, is generated. 

3) Define clusters of retail outlets 
Determination of retail outlets to visit is followed by the 

formulation of individual tasks for auditors. The initial outlet 
selection is divided into the clusters corresponding to certain 
field workers. Within each cluster optimum start time and a 
route for the auditor is defined taking into account traffic 
statistics and outlets opening hours. 

4) Collect data 
The final stage of the process is collecting data about 

outlets by field workers and loading retrieved data into the 
centralized data store for the subsequent processing and 
analysis. 

Thus, when designing the software for collection and 
analysis of primary data within micro geo-marketing 
researches, it is necessary to consider the following traits that 
refer to separate stages of the considered process: 

� Business analyst has the ability to create unique forms 
for data collection within each individual research 
project. 

� Each data form can be re-used within different 
researches. 

� The number of auditors involved in data collecting 
within a single research may vary. 

� Business analyst defines the set of outlets to visit, on 
the basis of which the project manager creates 
individual tasks for auditors. 

� Project manager defines auditor's tasks as clusters 
consisted of points to visit and the data collection 
forms that need to be filled for each outlet. 

� Auditor's route within the cluster should be generated 
optimally to minimize financial costs and time required 
to finish the tasks. 

� Each data form consists of fields, and each field is 
intended to be filled with the data of a certain type 
(string, number, date, etc...) and format (e.g., address, 
text field with specific structure or one of several 
predefined values); 

� When the task is finished, the auditor sends collected 
data to the manager for further processing and analysis. 

B. Web-GIS requirements 
In case when there is no common software platform for the 

data collection and processing, various software components 
and information technologies are used to fulfill users’ needs. 
The above domain features allow us to define a number of 
problems arising during typical micro geo-marketing research. 

1) Lack of single style when filling out form fields 
Due to the lack of classifiers, fields of the same type 

sometimes filled in by auditors with different styles. Problems 
can usually occur with addresses or form fields supposed to 
have a qualitative assessment of different aspects of the outlet's 
activities. 
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Fig. 1.  Collect information on retail outlets (functional model fragment) 

2) Data aggregation and storing 
Data collection is usually performed with special software 

for mobile devices. In this case data exchange between 
different software systems is usually proceeded using 
spreadsheets. Processing of such documents and bringing the 
data to a single common format results in additional time spent 
required from the project manager. 

3) Manual generation of clusters 
The list of outlets to visit for each auditor must be formed 

manually within every research. The task increases the time 
spent by manager in order to organize research, and the 
possibility of manual optimization of generated clusters is 
limited significantly. 

4) Need for support of different software products related to 
different stages of research 

Performing of field work requires software products with 
rich data processing functionality such as pre-generating data 
forms, viewing tasks issued by the project manager and 
providing location-based navigation services. It is also 
necessary to mark the need for conversion of data between the 
software used by auditors for data collecting, and the business 
analyst for data processing and generating graphic reports for 
customers. Besides, storing large volumes of data and 

providing access to actual versions of the documents to 
company staff requires to setup separate data synchronization 
systems and control data access rules. 

5) Requirement for customer to have specialized software to 
view the generated reports 

Research results can be presented in the form of a 
spreadsheet or using file formats that are supported by common 
instrumental GIS. In both cases customers need special 
software to view generated reports. 

IV. DATA MODEL FOR MICRO GEO-MARKETING GIS 

A. Web-GIS architecture 
One of the main tasks within development of the GIS 

proposed as a solution for the revealed problems is to create the 
most effective system architecture considering all key features 
of the given business process. Such architecture should be 
developed taking into account the possibility of system usage 
at all stages of geo-marketing research and thus provide high 
level of productivity, scalability, reliability and minimize time-
related expenses of users. 

Designing GIS architecture is in a broad sense reduced to a 
choice of the main system's components: basic geoinformation 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 657 12-14 Oct 2016, Baku, Azerbaijan



technology, storage for spatial data etc. In the narrow sense 
GIS architecture is applying the most effective architectural 
concepts at each level of the geographic information system. 
The architecture of web-based GIS usually corresponds to the 
three-tier [12, 13, 14] model of the client-server software and 
includes three main components: 

1) Client tier 
The user access GIS tools with a web browser or the client 

application that implements special API to access the GIS-
server. Thus the client tier of the system must be implemented 
using modern web frontend technologies, such as HTML5 [12, 
15, 16] or Adobe Flash [13]. This tier includes desktop and 
mobile GIS software and web-based GIS clients. 

2) Server tier 
Server tier includes application and mapping servers. 

Depending on the used architectural templates, data 
visualization, spatial analysis features and domain's business 
logics can also be implemented at this level [13, 14].  

3) Data store 
The centralized data store is used for storage of both 

spatial, thematic data and data of the web application, and 
could be implemented using relational or document-oriented 
databases and file storage. This tier corresponds to spatial 
database management systems. 

Authors suggest to use the web-based geographic 
information system WGS4 [11, 12] as a basis of software 
solution to the designated tasks. Key features of the WGS4 at 
the client and server tiers are explicitly reviewed by authors in 
other articles [12, 17]. In the paper we will consider the task of 
implementing specified functionality of micro geo-marketing 
GIS at the data store level. 

B. Web-GIS data store 
GIS data store is intended for aggregation and storage of 

geodata. Geodata consists of the attributive (thematic), spatial 
and temporal data and reflects different object properties, the 
processes and the phenomena occurring on Earth [18]. The 
spatial component of geodata (SD) characterizes objects 
location and other spatial attributes, temporal component (TD) 
reflects change of objects properties during given time spans, 
and attributive component (AD) describes specificity of the 
data domain. 

Within the data domain of micro geo-marketing researches 
each of three main geodata components has certain key 
features. Arbitrary number of data fields of different types and 
an inconstancy of such structure are peculiar to the attributive 
descriptions of outlets. The spatial component is characterized 
by needs of spatial data geocoding, creating sets of clusters, 
that defines targets to visit for each auditor, and ability to 
search for optimal routes for auditor within the given cluster. 
The temporal component reflects changes in attributive (outlets 
descriptions) and spatial (location of outlets) data in time and 
statistical information about road traffic. 

Each outlet can be described from the different points of 
view and have number of corresponding attributive 

descriptions for researches of different subject. Some outlets 
may have different attributive descriptions within one research 
at the same time if such descriptions correspond to different 
time spans. Thus, a spatial object can correspond to one or 
several attributive descriptions of different types, and a 
separate outlet can also have different attributive descriptions 
of one type corresponding to different temporal data 
components. 

Attributive descriptions of outlets are implemented in the 
WGS4 software as cards of spatial objects. Each card consists 
of a set of the characteristics divided into groups. According to 
the system's functional requirements the software for dealing 
with attributive data shall provide possibilities of adding new 
characteristics of any supported data type or groups of such 
characteristics, and creating new descriptions for the outlets, 
which are at the same time represent forms for data collection 
and provide information required for generating analytical and 
thematic reports. 

Taking into account the stated requirements, the attributive 
database is implemented using the geodata meta model, 
according to which the storage of spatio-temporal data 
contains, except characteristics values, description of 
attributive cards, their structure and fields. Such approach 
allows to provide flexibility in system's setup in compliance to 
needs within the current research. Attributive data in 
represented with the following entities (fig. 2): 

� Property – describes single attributive property of a 
certain data type which can be bound to one or several 
types of attributive descriptions. 

� Group of properties – describes combining of 
properties in groups on a basis of thematic similarity. 

� Attributive type – describes the certain type of 
attributive cards which is characterized by a similar set 
of form fields (properties). The attributive type 
characterizes structures of the data collection forms 
within the micro geo-marketing research. 

� Attributive description – describes a separate card for a 
given outlet, while the set of properties of the 
attributive description is defined by its type. One 
spatial object could have several attributive 
descriptions corresponding to different aspects of 
outlet's activities. 

� Relation between attributive types – describes 
possibility of creation of hierarchical connection (cards 
hierarchy) between two attributive descriptions of 
certain types.  

� Relation between attributive descriptions – describes 
hierarchical connection between cards of a single 
outlet. Such relations are used to store data changes 
during the research's time span. Each child card 
characterizes outlet's status at a certain moment. 

� Value of the property – describes value of the given 
property of a specific outlet at a given time. 
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Fig. 2.  AD data model fragment 

The offered model supports hierarchical structure of 
attributive descriptions of any necessary complexity with 
possibility of creation of "one-to-one" or "one-to-many" nested 
structures corresponding to all features of micro geo-marketing 
researches. 

V. CONCLUSION 
Revealed data domain features allow authors to formulate 

functional requirements to the web-GIS for micro geo-
marketing researches. Such requirements create possibility to 
formulate retail auditor's problem and continue further 
development of web-GIS as a union basis of micro geo-
marketing software. 

The specificity of geodata and its components in the 
context of data collection and processing allows developing the 
geodata common meta model. The data model offered by 
authors could be used as a basis for the centralized storing of 
attributive data on retail outlets taking into account the 
inconstancy of the data structures within research and the need 
for storing data changes within the research's time span. 
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Abstract: Here is information economy development trends in 

leading foreign countries are analyzed. Formation of information 
economy experience has been summarized in the case of the U.S., 
South Korea, China, Ireland and so on. Has been reviewed com-
parative analysis of strategies and trends shaping the information 
economy of Azerbaijan with developed countries. Given a num-
ber of recommendations put forward for future development. 
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I. INTRODUCTION 
In recent years, developed countries make rapid transition 

into the new type of economy based on modern ICT technolo-
gies, information and knowledge.  Transition into the new 
economy is characterized with changing in the nature of tradi-
tional productions areas, shifting the information into the ma-
jor production resource, and economic system to be the main 
development factor. 

It has been globally recognized that the economic health of 
a nation is increasingly tied to its development of a sustainable 
information economy. And the information economy is char-
acterized with changing in the nature of traditional productions 
areas, shifting the information into the major production re-
source, and economic system to be the main development fac-
tor. During the final decades of the twentieth century, devel-
oped countries invested heavily in information and 
communications technology (ICT) to maintain their competi-
tiveness in the global information economy and emerging 
economies are pursuing a similar path of economic develop-
ment through enhancement of their ICT sectors and promotion 
of ICT adoption in other sectors.  

A strong linkage between the production and use of ICT 
and the development of a sustainable information economy, 
ICT contributes to economic growth of emerging economies. 
Hence, a sustainable information economy depends upon both 
the production of ICT goods and services and the diffusion 
and use of ICT in other sectors such as agriculture, manufac-
turing, education and public sectors. At present, a new econo-
my is being formed in Azerbaijan, which is based on infor-
mation, knowledge, and modern technologies. The 
development information and communication technologies, 
and transition to Information society, expanded use of ICT and 
e-services at the state and local governmental bodies, meeting 
information the needs of society for information products and 
services, and the training of scientific human resources and 
other qualified professionals, and etc. are of prior tasks of the 
Development Concept of the country by 2020 [1].  Depending 
on the development characteristics of the countries there exist 
some definite differences and problems in the formation and 
the development of the economy. Therefore, the USA, the Eu-

ropean Union countries, as well as developed countries such 
as Japan, and the developing countries such as China, India, 
South Korea and etc. study current development trends of the 
formation of information society and economy and conduct re-
searches for its successful implementation. 

II. FORMATION OF INFORMATION ECONOMY IN AZERBAIJAN 
Taking into account the characteristics of the country for 

current period, the national development model is adapted to 
analyzed development trends of advanced countries. 

Azerbaijan is one of the emerging economies in Europe 
and Central Asia, a region that has experienced substantial 
economic growth during the last decade. İn its effort to devel-
op a sustainable information economy, Azerbaijan has been 
actively seeking ways to develop its ICT sector, attract foreign 
investment, foster domestic entrepreneurship, and raise its 
competitive position. ICT sector in the country was declared a 
priority in recent years, and many large-scale projects are im-
plemented in this regard. That is why, according to some de-
velopment indicators, Azerbaijan left behind some leading 
countries. "The Global Information Technology Report 2014", 
developed by the World Economic Forum, rated Azerbaijan 
49th among 148 countries for its "Networked Readiness In-
dex", which reflects the development of the countries in the 
field of information technology [3]. Azerbaijan was rated 56th 
last year. According to this table, Azerbaijan left behind even 
some leading countries. It maintains its leading position in the 
CIS, being rated 59th for the number of Internet users per 100 
people out of 148 countries, and 46th for the number of 
broadband Internet subscribers. In addition, due to the innova-
tive ability of the companies, Azerbaijan rated 35th in the 
world, and 1st among CIS. 

Currently, there are about 1 million Internet users in Azer-
baijan. 50% of which is broadband users. 

Recently, ICT sector has become leading and dynamically 
developing area of the economy. Over the years, investment to 
the industry amounted approximately $ 2.5 billion. 

Mobile network has been expanded. 4G technology was 
introduced in the country since 2012. There are 110 mobile 
subscribers per 100 people in the country. Internet channel ca-
pacity increased by 12.9 times in last five years, and reached 
200 Gbit/s, and the size of the Internet services market in-
creased about 4 times [4]. 

On February 8, 2013, the first telecommunication satellite 
of the Republic of Azerbaijan "Azerspace-1" was launched on 
the orbit, which is the highest technical achievement of the 
country since its independence. Commercial exploitation of 
the satellite started, which is capable to provide Europe, Mid-
dle East, Central Asia and African countries with telecommu-
nication, Internet, television and radio broadcasting services.  
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"Electronic-State" project is carried out in the country suc-
cessfully, the use of electronic signatures is expanded. "E-
state" portal (www.e-gov.az) was launched in order to provide 
information exchange among information systems of govern-
ment agencies, and to ensure e- services through "single-
window" principle. 179 electronic services submitted by 30 
state agencies are available for the users. At the same time, 
service centers "ASAN Xidmat" (EASY service) are orga-
nized to provide comfortable and higher quality services to cit-
izens from single location, with the use of modern innovations, 
which is highly appreciated by many international organiza-
tions and universities, and became the brand of Azerbaijan. 

High-specialized human resources are trained in ICT to 
expand national capacity. State Fund for Development of In-
formation Technology and "High-Tech Park" have been estab-
lished in the country to provide developed and competitive in-
novative ICT industry with high export potential [2].  These 
new bodies will contribute to strengthening economy of the 
republic of Azerbaijan, attracting foreign investment and ex-
panding ICT products, and so on. 

Never use letter spacing and never use more than one 
space after each other. 

III. THE INFORMATION ECONOMY AND ICT DEVELOPMENT 
TENDENCIES OF VARIOUS COUNTRIES 

The U.S. is a leader in the field of formation of infor-
mation economy. The U.S. developed comprehensive, multi-
level system of national innovation in this area, which can be 
even regarded as the world standard. The U.S. carried out its 
implementations in the fields of science and innovation, edu-
cation, the development of ICT, risk financing, the develop-
ment of the information economy, which meets requirements 
of the legal framework, as well as a variety of related activities 
[5]. 

Due to the tax regulation mechanisms of American tax pol-
icy, the U.S. investment in informatics tools increased by 4 
times each decade, and the labor productivity averagely by 2.1 
%.  

28 % of all research and experimental-design work in the 
U.S. (R&D) are conducted with financial support of the state. 
Significant role of the state in the formation of information 
market is associated with a high capital-intensive of the whole 
software and innovation activity. 

The state support for newly established enterprises in-
cludes reducing state barriers, ensuring their access to credit 
resources, preferential tax for small and medium businesses. 
First of all, American experience in the information and tele-
communication industry should be especially noted in the field 
of antitrust regulation. Investment of billions of dollars in 
R&D sphere is strongly influenced by the state monopoly pol-
icy.   

According to the scale of costs of R&D, logistics and hu-
man resources in recent decades, United States left behind all 
other countries. In 2011, the total costs incurred by the US to 
R&D amounted $ 499 billion (3.7% of GDP). This amounts 
approximately 42% of total cost of research and development 

of Organization for Economic Cooperation and Development 
(OECD) member countries [10]. 

Scientific and technical potential of the U.S. is concentrat-
ed higher in some states - California, Michigan, Massachu-
setts, Pennsylvania. 

Israeli high-tech revolutions is the basis of the country's 
economic development. Breakthrough in the field of high-tech 
in the country was due to the massive import of "human capi-
tal". An impact on the world high-tech products market is the 
characteristic of the Israeli economy 

The Israeli government adopted a package of new pro-
grams to promote technological innovation. Under the pro-
grams, the government-owned insurance company provided 
investment funds at risk with investment guarantees up to 70% 
of their initial capital. Thus, the high-tech exports increased by 
$ 21 billion in 2011. At the same time, the share of high-tech 
products in total exports (up to 57% in 2011) increased signif-
icantly [10]. 

Japan Basic Law on the information society came into 
force in January 2001. According to this law, the state pro-
gram "e-Japan", which provided conversion of the country in-
to the world's leading information state, was implemented [8]. 
The program particularly focused on investing funds in the 
creation of networks with high bandwidth applications, R&D, 
the use of the Internet at the state enterprises, training of more 
professional human resources, and etc. 

 In early XXI century, international competitiveness of Ja-
pan is associated with the development of the Internet and 
overall economic liberalization. The new methods were adopt-
ed for GDP measurement, which benefits from software, new 
technology, services, healthcare, infrastructure and other ad-
vantages more precisely.  

The Republic of Korea established its national policy for 
science and technology according to the "general innovation" 
program. The national innovation system was expected to be 
the most important factor for the development of national 
economy of the country. The development of information are-
as, such as production of special displays for digital infor-
mation transmission, intelligent robots, digital contents and 
etc. have become priority of the national economy. 

Success of South Korea in this field is due to the publicity 
of telecommunications market. Long-term development strate-
gy of the telecommunications market is to provide high-speed 
Internet access. Antitrust policy of South Korea contributes to 
the development of video-information transmission technolo-
gies via Internet [10]. This, in its turn, contributes to the com-
petitive advantages of South Korean manufacturers in the field 
of mobile devices provided with Internet access. 

In 2006, the share of the R&D expenses amounted 1.8% of 
GDP of People's Republic of China. 40% of investment to 
R&D was provided by the state, and 60 % by domestic and 
foreign private firms. In 2003, China rated 3rd country in the 
world for the amount allocated to research and experimental-
design projects. According to this indicator Chinese lagged 
behind the U.S. and Japan. China distinguishes for its highly 
developed Internet, and it is supported and controlled by the 
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state directly. Including the Internet, information technology, 
first of all, is developed to present China's export products to 
the world market [8]. 

The Chinese government supports distribution of Internet 
technologies in most advanced areas of industry, in order to 
improve the management quality and competitiveness effi-
ciency.  

India has made significant progress in the development of 
the information economy. Approximately 4 million people in 
the country are engaged in the spheres of service, and 340 
thousand in computer companies. IT industry of India is spe-
cialized in the field of outsourcing and offshore programming 
[5]. Offshore programming development is fully supported by 
the government; India increases its budget for training human 
resources, R&D and e-commerce to develop information 
economy. India is considered to be sufficiently serious com-
petitor for Central and Eastern European countries specialized 
in the field of offshore programming, as well as Russia. 

In the EU countries (Sweden, Finland, Norway, Ireland, 
UK) implemented a successful model that combines a high 
level of human capital, innovation and in information and tele-
communications infrastructure.  Market economies are char-
acterized by a significant influence of the state on the market 
mechanism and a strong system of social provision. 

India, South Korea, China, Thailand had some success in 
improving the educational potential of the country, qualifica-
tion of the officials that was the impetus for the development 
of knowledge-based industries in these countries. Moreover, 
these countries have been able to go with their goods and ser-
vices to the global information technology market. At the same 
time the standard of living here is pretty low, on the order be-
low the standard of living in Singapore or Taiwan [6]. 

In these countries the low domestic demand for high-tech 
products, and hence the level of development of information 
and telecommunications infrastructure. High qualification and 
low wages specialists form concurrently advantages of these 
countries. 

The analysis of development tendencies of various coun-
tries in the formation and development of information econo-
my showed, that ICT infrastructure, national innovation sys-
tem, the development of scientific and service industries, the 
export of high-tech products, higher potential of education, 
high-level specialized human resources, and etc. are the key 
factors in the formation and development of information econ-
omy (Table 1). 

IV. THE COMPARATIVE ANALYSIS OF DEVELOPMENT 
TENDENCIES OF VARIOUS COUNTRIES 

Although there is no one-size-fits-all path of information 
economy development, we argue that there are some general 
themes that are fundamentally important for developing a sus-
tainable information economy in any context. 

Next, we compare the case of Azerbaijan with that of 
South Korea, Ireland, India and China in order to gain per-
spectives on the opportunities and challenges facing Azerbai-
jan as it competes in the global market. Ireland’s success in 

leapfrogging from a traditional agrarian economy to an infor-
mation economy has been largely attributed to the develop-
ment and maturation of the Irish ICT sector Hence, drawing 
on the experience of Ireland provides rich insights for analyz-
ing Azerbaijan’s path. China, India, South Korea, Singapore, 
Thailand and etc. are among the fastest growing economies in 
Asia and are at similar stages of economic development yet 
show clear divergence with respect to their ICT sectors [7]. 
Thus, these countries provide additional perspectives regard-
ing viable paths available to nations for building their infor-
mation economies. 

TABLE 1. INFORMATION ECONOMY AND ICT DEVELOPMENT 
TRENDS 

Country or 
country groups 

Development 
directions 

Development trends of ICT 
industtry 

The USA 

Computer 
hardware and 

software 
industry NIS 

ICT infrastructure, export of  hi-
tech products and services, human 
resources and financial support for  
R&D, tax incentives, antitrust 
policy, etc. 

Asia-Pacific 
countries 

Computer 
hardware and 

software 
industry 

Human resources, R & D 
investment, and government 
regulation 

Finland, Israel, 
Singapore 

 

IT industry 
 

Technology infrastructure, R&D, 
firm strategies, and capital 
availability  

China, India, 
Ireland, Israel, 

Russia 
 

Software 
industry 

International and domestic 
demands, national policies, a 
skilled workforce, technological 
infrastructure, financial incentives, 
and R&D investment  

 

South Korea 
 

NIS Electronic 
industry 

export of  hi-tech products and 
services, higher education capacity, 
human resources, development  
industries 

Japan 
 

NİS IT industry 
 

higher education capacity,  ICT 
infrastructure,  development of the 
industry,  investment for the R & 
D and human resources, etc. 

Azerbaijan 
 

NİS IT industry 
 

ICT  infrastructure,  investment 
for the R & D and human resources, 
national policies 

 

The results suggest that although Azerbaijan apears to be 
on a positive trajectory toward a sustainable information 
economy, areas remain that require improvement if economic 
development is to continue. Azerbaijan needs coherent eco-
nomic, taxation, trade, ICT, and human capital policies in or-
der to facilitate the development of a sustainable information 
economy.  

Infrastructural challenges include uneven physical infra-
structure development across regions, and human infrastruc-
ture issues in the form of a skilled workforce that is too small, 
and low R&D expenditures in the ICT sector. Future econom-
ic growth of Azerbaijan will depend on an increase in invest-
ments and improvement in technology and innovation.  

A well developed infrastructure is very important to facili-
tating the work in the ICT sector. Ireland is in the leading po-
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sition with respect to infrastructure development because of its 
early start, the strong support from the Irish government, and 
the active involvement of the private sector. The indicators al-
so show that China is far more advanced than India with re-
spect to ICT diffusion and infrastructure development. How-
ever, China and India are at a similar developmental stage and 
carry similar developmental burdens such as a large popula-
tion and regionally- skewed development.  The advancement 
of China in terms of infrastructure development can be at-
tributed to a considerable amount of investment, nationwide 
developmental strategy, strong interventions and controls of 
the central government [7]. 

In India, on the other hand, despite its domination in the 
global ICT services export market, the service industry is 
heavily concentrated around major clusters including Banga-
lore, Mumbai, Chennai, Delhi and Hyderabad. 

In these clusters, the infrastructure has been developed to 
facilitate ICT sector work. However, for the rest of India, the 
infrastructure in many rural areas is inadequately developed, 
thereby lowering the national average indicators and posing as 
a barrier to future growth.  

As discussed in the previous section, Azerbaijan has made 
steady progress towards infrastructure development. As a late-
comer participant in the global ICT market, Azerbaijan can 
learn some valuable lessons: continuously investing in ICT in-
frastructure, involving  both  public  and  private sectors  
in  development  activities,  focusing greater effort on es-
tablishing a strong technical and human infrastructure (educa-
tion and R&D expenditure), and promoting balanced nation-
wide ICT development. One common lesson learned from the 
ICT sector and information economy development in many 
different countries is the criticality of ensuring the supply of a 
qualified knowledge workforce.  The education was also 
made essentially free in Ireland, something that ensures the 
supply of a skilled workforce.  

 In addition to the government support, another unique as-
pect of the Irish software sector development is the close link-
age between the academic institutions and industry. There are 
many similarities between China and India in terms of the 
supply of skilled workers. Building on the large population 
base in both nations, both countries are facing the challenge of 
skill gaps.  The lack of English-speaking proficiency in the 
ICT workforce is considered one of the biggest disadvantages 
of China in competing with India in the global ICT offshore 
outsourcing market. 

In addition to reforming the education curriculum and im-
proving the education quality, one of the strategies that both 
nations can leverage is the reverse brain-drain. Each year, a 
large number of Chinese and Indian college students come to 
the U.S. and other developed countries to pursue advanced 
degrees and careers. Therefore, it is important for India and 
China to turn the brain-drain into a brain-gain, by providing 
incentives and opportunities that encourage returning, and that 
cultivate the great potential of such mobile human capital.  

The challenges China and India are currently facing in 
workforce supply are valuable lessons for Azerbaijan.  And 

Azerbaijan needs to improve the quality and quantity of IT 
workers to support the growth and value-added contribution of 
its IT industry.  

Therefore, it is very important for Azerbaijan to carefully 
evaluate the global market trend and its distinctive characteris-
tics to define its own developmental path. 

CONCLUSION 
 The studies prove, that establishing efficient information 

infrastructure based on  free and healthy competition of tele-
communication  market, the development of ICT sector, in-
cluding  the high-tech sector and the services, investing to  
R&D and high-tech institutions, expansion of the export of 
high-tech products, computer literacy of  the population, 
availability of efficient and secure  information exchange, 
training of human resources,  government  support and the 
legal and regulatory framework are of great importance for the 
formation  and development of information economy.  

Research has also shown that there is no “one best model” 
for information economy development. Further, globalization 
requires that the development of a nation’s information econ-
omy must be closely connected to the global market, as the 
cases of China, India, Ireland, Singapore, and Taiwan show. 

Current development rate of the country, taking into ac-
count its features, benefiting from the experience of the ad-
vanced countries, information society and economy can be 
certainly formed and developed in Azerbaijan.  
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Abstract— The paper presents various Russian language 
corpora to discuss professional advantages and cultural benefits 
of linguistic corpora technology in comparison with the pre-
computational and pre-corpora state-of-the-art in language 
research and Arts and Humanities. As the most faithful ‘mirror’ 
of political, intellectual and spiritual life of a nation during 
current state and in historical perspective, linguistic corpora 
could be also applicable as innovative research methodology in 
wide variety of research projects in Social Sciences and 
Humanities. Some valuable examples are presented. 

Index Terms—Language corpora, Linguistics, Russian 
National Corpus, research methodology in Corpus Linguistics 

I. INTRODUCTION 

Language sciences were the first field in Humanities that 
benefited most from development of ICT. Advances in modern 
computer technologies have recently moved to the forefront of 
research activity a new linguistic sub-discipline – Corpus 
Linguistics. The exceptional role of modern language corpora 
in language sciences and in other Humanities is that they serve 
as unique reliable source of objective information on the actual 
functioning of language. And which is even more importantly, 
the language taken not only as a system (as in structural 
linguistics), but also as linguistic performance, or “Parole” in 
terms of Ferdinand de Saussure [1], i.e. a macrocosm of all 
written and oral texts already produced or to be produced in 
prospect.  

Corpus linguistics also provides new theoretical approach 
for research and education, while it “re-unites the activities of 
language gathering and theorizing and argues that this is 
leading to a qualitative change in our understanding of 
language” [2]. It is already a kind of common statement that 
modern corpus linguistics turned to be an exceptional tool to 
bridge the gap between formal and intuitive approach in Social 
Sciences, in Arts and Humanities. One of the received 
definitions for ‘language corpus’ is as follows: Language 
corpora are “large quantities of natural, ‘real’ language, taken 
from a variety of sources and lumped together in a 
computerized system, so that people, dictionary people in 
particular, can study the meanings and patterns that emerge” 
[3]. The first and still very intensively and successfully used 

application of language corpora resources has been in second 
language teaching and learning (for overview of contribution of 
the corpus linguistics into ESL domain see [4]). 

Not every compendium of texts however big it may be 
should be considered a corpus. On the first hand a text 
collection should be classified and categorized to form a 
database. Each text item (word, collocation, sentence, chapter, 
etc.) must be processed according to regulations known as 
annotation, or tagging. Through tagging activity the peculiar 
linguistic information about each word’s relevant 
characteristics (grammatical, stylistic, phonetic, syntactic, 
paralinguistic categories such as gender, grammatical meaning, 
word class mark, etc.) is added to the corpus item in the form 
of tags. The tagging procedures and practices, however very 
time consuming and labor-intensive, should be considered as 
universal and indispensable approach in building language 
corpora of every type. Recently more tagging operations 
became automated, as multiple sophisticated computer 
algorithms turned to be more effective in the domain of 
computer text analyses. Linguistic corpora become thus a 
unique source of statistically proven, verifiable and reliable 
information on language operation. Thus, language corpora 
resources and linguistic corpus facilities find ever-growing use 
in multidisciplinary research in Social Sciences and other 
Humanities as well [5]. 

The main purpose of the corpus is to facilitate research on 
the lexicon and grammar of a language, as well as processes of 
language change within a certain, ad hoc defined period of time, 
normally within one to two centuries. The other purpose of the 
corpus is to serve as a reference point for lexical, grammatical, 
and accentological questions, and as source of changes in the 
history of language [6]. However, lately it has become obvious 
that besides Linguistics per se, a wide variety of other Social 
Sciences could and should benefit from language corpora data. 

II. CORPUS LINGUISTICS IN RUSSIA 

We must approve that Russian linguists achieved 
outstanding results in modern corpora building. One of the 
main reasons is that since the whole of our linguistic tradition 
from the beginning of the 20th century had been speech-
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oriented, focusing on how languages work and how words are 
used to shape concepts and reflect our perception of the world 
[7]. There always have been many outstanding Russian 
scholars recording large quantities of the language data in 
literature, folklore, and poetry. Many of these data have been 
used to form a cornerstone of the Russian lexicographic 
tradition, were worked up into dictionaries, encyclopedia, and 
concordances based on the real data which have been collected 
for decades and even centuries by several generations of 
Russian and foreign linguists. Therefore Corpus linguistics in 
Russia is beyond all doubt in the vanguard and continues to 
forward very successfully trailing the path in various sectors of 
general and specialized linguistic corpora construction activity 
[8]. Therefore we have now a whole variety of specialized 
Russian language corpora, among them only few the most 
important to mention: 

Corpus of Standard Written Russian 
(http://www.narusco.ru/ ) – a well-balanced (normalized 
according to real frequencies for every type of text) collection 
of literary and scientific Russian texts produced in time period 
of 1950 – 2012, with accent mark on every word item. 

Russian Emotional Corpus (REC) (http://harpia.ru/rec) – a 
multi-modal corpus with functional annotation covering facial 
expressions, hand, body and head movement which allows 
analysis of communicative functions of these actions, for 
example, the expression of inducement or request of feedback, 
or ways to express joy and happiness.  

Russian part of SPAAC (Speech Act Annotated Corpus) – 
Speech Corpus of Everyday Communication 
(http://narusco.ru/resourses.htm ) that comprises annotated 
Russian speech records taken through continuous recording of 
24 hours speech activity of an experimental subject. This 
corpus is compiled with the Russian oral speech corpus. 

Online Corpus of Russian Sign Language (RSL) 
(http://rsl.nstu.ru/site/index/language/en ) has been created on 
the basis of the annotated RSL corpus developed during the 
project “Corpus-Based Research on Morphosyntax and 
Vocabulary of the Russian Sign Language” supported by the 
RFBR [9]. The texts of the corpus represent two different local 
variations of RSL – the “Siberian” and the “Moscow” one.  

Russian Learner Translator Corpus (RusLTC) 
(http://dev.rus-ltc.org/search ) is mostly used in translation 
quality assessment research and in didactics of translation. 
Research projects conducted within the RusLTC corpus help to 
investigate the linguistic features of student translations from 
English into Russian against comparable non-translated 
Russian texts [10].  

Corpus of Russian student texts (http://web-
corpora.net/CoRST/search ) is a collection of Russian texts 
written by students of different universities. The texts are 
annotated in several ways (meta-textual annotation, 
morphological annotation and error markup), which enables 
users to perform many types of search in the corpus. The 
corpus includes texts written by students of the following 
academic majors: economics, sociology, political science, law, 
psychology, journalism, linguistics, history, philology, logistics, 
mathematics, and philosophy. Generally, the corpus provides 

information about the gender and age of the author, and also 
about the academic year (1st year bachelor, 2nd year master, 
etc.). Main types of texts are as follows: course papers, term 
papers, bachelor's and master's theses, essays, abstracts, reports, 
summaries, autobiographies, etc. [11]. 

The Russian Language component of the CHILDES (Child 
Language Data Exchange System) Project – 
http://childes.psy.cmu.edu/ is aimed to fix and analyze 
children’s speech from birth until the end of teenage period. 
One of the recent inputs to the Corpus is a sub-corpus of 
recordings produced by primary school bi-lingual Kazakh 
children in Almaty city [12]. This resource is a valuable tool 
for investigation of formation of various kinds of bilingualism. 

Alongside with intensive work on building various types of 
specialized Russian language corpora, the main authoritative 
source on the Russian language taken as multifaceted, multi-
modal social phenomenon is still the Russian National Corpus 
(RNC) (http://www.ruscorpora.ru/en/index.html ). Currently 
the RNC comprises 600 million words and encompasses 10 
domain-specific sub-corpora. One of the most informative sub-
corpuses of the RNC is the one with modern and old (from 
XVIII-XIX centuries) written texts. It is also the core collection 
database, and the largest among all the RNC’s sub-corpora. 

The sub-corpus includes various types of texts representing 
standard Russian language performance: 

• Modern fiction of various genres; 
• Modern drama; 
• Memoirs and biographies; 
• Journalism and literary criticism; 
• Scientific, popular scientific and teaching texts; 
• Religious and philosophical texts; 
• Technical texts; 
• Business and jurisprudence texts; 
• Day-to-day life texts, including texts not intended for 

publication (letters, diaries, etc.).  
All types of texts in the Corpus are represented in 

proportion to their share in real-life usage. For example, the 
share of fiction (including drama and memoirs) does not 
exceed 40% [13]. 

The most often used in research projects collection of the 
RNC resources is a sub-corpus “Main corpus” 
(http://www.ruscorpora.ru/search-main.html  ). At the moment 
the sub-corpus comprises 265 millions of word tokens. It 
includes texts representing standard Russian and is subdivided 
into 3 parts, each of which has its distinguishing features: 
modern written texts (from the 1950s to the present day), a sub-
corpus of real-life Russian speech (recordings of oral speech 
from the same period), and old texts (from the middle of the 
18th to the middle of the 19th centuries) [13]. 

There are also other types of sub-corpora within the 
Russian National Corpus, for example: sub-corpus of Dialectal 
speech, sub-corpus of Russian Rhythmical structures, Syntactic 
sub-corpus, Russian mass-media collection, sub-corpus of 
Poetry, Parallel text sub-corpus, Multi-media sub-corpus, etc. 
All these sub-corpora were designed to answer special 
questions of the modern language theory and practice. On the 
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first hand, questions dealing with inter-disciplinary knowledge 
in social sciences and humanities. 

III. LINGUISTIC AND CULTURAL RESEARCH PROJECTS USING 
MODERN LINGUISTIC CORPORA 

As has been already mentioned earlier, Corpus linguistics is 
challenging to answer questions relevant to interdisciplinary 
endeavors in the field of translations and literary studies, 
language teaching and learning, as well as a whole host of 
domains within communication studies. However, hot debates 
about different value and values attached to corpora are still 
going on within the professional society [14]. In the current 
paper we will present some examples of interdisciplinary 
students’ research projects using Russian National Corpus. All 
the work has been executed according to master programs’ 
curriculum at the Faculty of Philology of Moscow State 
Lomonosov University.  

One of the ongoing students’ research projects deals with 
study of trends in perception and evaluation of foreign citizens, 
or foreigners, in the Russian society changing through time. It 
is well known that cultural stereotypes in assessing a foreigner 
(a stranger) are peculiar to every national society, or ethnic 
group within a society [15]. Investigation of various attitudes 
towards a self and towards a foreigner (a stranger) is thus of 
special interest. Nowadays they become even more critically 
important because of intensive migration processes going on all 
over the world. 

To describe evaluation of social attitudes towards this or 
that social event has been always of special interest for local 
government as well as for other political forces. Sociological 
survey, or opinion poll has been traditionally considered as 
most reliable source to answer the question. However, great 
deal of information could be also extracted through analyzing 
everyday language practices. Before the ‘Corpus era’ linguists 
were to make search for appropriate contexts through random 
sampling of available texts and other documentary resources 
with no guarantee of completeness, sustainability, relevance 
and reliability of information found. They were wasting time 
browsing texts, writing down conversations (samples of 
conversational speech), lurking underhand communicating 
people’s behaviors, and taking notes afterwards. With the new 
Corpus linguistics methodology the situation has changed 
radically. 

Russian National Corpus enables to perform all kind of 
simple and advanced search of textual context for key words or 
for any undefined lexical item within fixed grammar or stylistic 
category in the chosen sub-corpus data. For example, within 
investigation of perception peculiarities in the Russian national 
collective conscience and even collective unconsciousness of a 
subject with English ethnical background a student made a 
contextual vocabulary search through several RNC databases. 
In this research project one of the experimental targets has been 
investigation of selected set of special Russian collocations, 
that is: any qualitative adjective that appears in a text in the 
vicinity (close proximity) of the test word – a noun (in the 
current project the keyword has been the word ‘\�Æ��Ç\���’, 
or Englishman). Screenshot of the search template of RNC’s 

main sub-corpus data with appropriately filled fields is 
presented in Fig. 1. 

RNC’s search results provided us with valid collection of 
collocations of the type “adjective + noun” (where noun has 
been ‘Englishman’, or – as in other project’s areas – ‘German’, 
‘French’, etc.), as well as with all relevant adjacent contexts, 
taken from data in the sub-corpus of Russian texts of various 
genres and types covering time period of 1800 – 2014. The 
total amount of phrases with the searched phrase was up to 983 
items in 653 documents (screenshot of the RNC’s web-page 
see in Fig. 2).  

 

 
Fig. 1.  Example of RNC’s search template for collocation ‘any adjective + 

Englishman’. 

 
Fig. 2.  Search results for contexts of collocation ‘any adjective + 

Englishman’. 

All collocations provided by the corpus containing an 
adjective placed before the word (noun) ‘Englishman’ / 
‘Englishmen’ enabled primary analysis of qualitative 
characteristics of a person of English nationality in the 
perception of Russian people changing throughout more that 
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two hundred years period. However, our rough analysis 
evidences that Russian people’s evaluation of a typical 
Englishman turned to be rather stable. Main experimental data 
on Englishman’s representative qualities assessed by Russians, 
as provided by the RNC’s texts collections, can be divided into 
three broad qualitative categories: Appearance, Character and 
Manners. The typical adjectives connected with the 
Englishman in Russian texts are as follows. 

Category I. Appearance: blond, meagre, blue-eyed, heavily-
built, stiff, a long Englishman with a horse profile, yellow-teeth 
Englishman, sinewy, fat, bony, red-cheeked, inconsistent, 
broad-shouldered, robust, tall, red-haired, sporty, dry, with 
gaunt feet, gaunt, slim, thin. 

Category II. Character: gamblesome British, passionless, 
haughty, proud; asocial Englishman, arrogant, ironic, crafty, 
silent, impassive, optimistic, careful, brave, pedantic, self-
satisfied, ambitious, pragmatic, reserved, sentimental, gloomy, 
severe. 

Category III. Manners: obtrusive, mannerly, polite, 
conservative, amiable, exasperating, prudent, strait, intelligent, 
astute, sagacious, meticulous, businesslike, decorous, offish, 
crazy, oddish, stylish. 

Similar procedures have been performed to the set of 
collocations extracted from the RNC with the same key words’ 
grammatical properties and syntactic structures, nominating 
people of various nations (German, French, Tatar, Chinese, 
etc.). Results of the project could be used in translation 
practices, cultural and political studies, social history, as well 
as in many fields of modern and historical linguistics. 

IV. INTERDISCIPLINARY VALUE OF CORPUS LINGUISTICS 

As Guy Aston, Professor of English Language and 
Translation at the University of Bologna writes: “One of the 
interesting things about the wide range of areas in which 
corpus linguistic methods are employed is that if you are 
interested in one application area, you can often learn things 
from other areas: there is a lot of scope for interdisciplinary in 
applied Corpus Linguistics” [14]. 

One of the most valuable capacities of the Russian National 
Corpus is that it has embedded algorithms for statistical 
analysis applicable to any type of data. Therefore our current 
project’s experimental samples provided us not only with 
reliable and objective data on word meaning and types of texts 
(genres) with experimental key words collocations’ lexical and 
grammatical information, but also with valuable information 
on the frequency of occurrence of the experimental token 
(‘Englishman’) in all the Russian texts published during the 
years 1800 – 2014. 

In the main sub-corpus of RNC search key word 
‘Englishman’ has been found in 3525 documents, 12115 times 
in total (see Fig. 3). Results of statistical analysis of frequency 
of occurrences of the key word under investigation (Russian 
equivalent of the word ‘Englishman’) are provided as 
frequency values on a screenshot of the RNC’s web-page in 
Fig. 4. (English version of the web-page is currently not 
available). 

 
Fig. 3.  Search results for contexts of the word ‘Englishman’. 

 

 
Fig. 4.  Frequency of occurrence of the word ‘Englishman’. 

Statistical analysis of frequencies of occurrence of the word 
‘Englishman’ in Russian text reveals strong correlation of picks 
frequency values and certain events in bi-lateral relationship of 
the Russian Empire (Russian Federation) and Great Britain in 
19th century. The peak values of frequencies coincide with 
most significant events in these relationships such as the 
Napoleonic Wars (1803–1815) where Russia and Great Britain 
were allies in the coalition against France, and Greek War of 
Independence (1821-1829), also known as the Greek 
Revolution. In the revolt against Ottoman Empire Greeks were 
assisted by the Russian Empire, Great Britain, Kingdom of 
France, and several other European powers. Another peak 
value on the graph around the year 1854 corresponds to the 
Crimean War when Russian Empire and Great Britain were 
enemies. This continuously balancing interrelations of Russia 
and Britain in the 19th century is often defined in international 
politics as the “great game” between Russia and Britain [16], 
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and was clearly indicated in the full assembly of texts of the 
time.  

Other interesting examples of interdisciplinary value of the 
Corpus capacities could be illustrated with the results from 
similar student’s research work. The target Russian word in the 
student’s project was a noun ‘�`�\�’ (‘kebab’ in English). In 
the Russian language the key word is a loan word from Turk 
languages that has been recorded sufficiently frequently in the 
Russian texts at the end of 18th – beginning of 19th centuries. 
We present here results of general statistical analysis of co-
occurrences of the key word ‘kebab’ (i.e. its frequency values 
changing in time) on a screenshot of the RNC’s web-page 
(Fig. 5). (English version of the web-page is currently not 
available). 

 

 
Fig. 5.  Frequency of occurrence of the word ‘kebab’. 

One can easily note that the frequency of the key word’s 
occurrence is extremely uneven in the texts within two 
centuries’ period. Absolute peak of occurrences in texts falls 
upon the period from 1816 until 1822 years. It corresponds 
with the main trends of the Russian foreign policy in Caucasus. 
Namely, it’s the Gulistan Treaty between Russia and Persia in 
1813 that has launched a long process of reunification with 
Russia of the transcaucasian states (Georgia, Azerbaijan), and 
beginning of the initial phase of series of the Caucasian wars. 

Thus, one may state that the language corpus data strongly 
supports the basic idea of a language performance as universal 
‘mirror’ of intellectual, spiritual, political and social life of a 
nation. The corpora data therefore should be considered as one 
of the most objective and reliable source of information not 
only in Linguistics (primarily in investigation of human 
language and human cognition) but also in multiple areas of 
interdisciplinary research in Humanities and Social Sciences. 

V. CONCLUSION 

Our initial overview of the Russian corpus linguistics and 
some examples of the problems that could be resolved with 
language corpora data supports exceptional role of the 
language corpora as unique reliable source of objective 

information on the actual state of language practices. As the 
most faithful ‘mirror’ of political, intellectual and spiritual life 
of a nation during current state and in historical perspective, 
linguistic corpora could be also applicable as innovative 
research methodology in wide variety of research projects in 
Social Sciences and Humanities. Corpus linguistics provides 
new theoretical approach for the whole field of humanitarian 
research and education. We consider thus digital literacy in 
using language corpora facilities for research in Social 
Sciences, and particularly in language learning, as one of the 
primary targets in professional formation within wide variety 
of disciplines.  
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Abstract— In our report we want to present the results of a 
survey focusing on the use of interactive whiteboard technology 
in the subject called technology at primary schools to increase 
students' motivation in teaching technical subjects. Technology is 
a very specific subject in primary schools, because it combines 
the teaching of theoretical information and practical skill 
practicing. The research was to find out or check whether pupils 
of experimental groups who were using an interactive 
whiteboard during teaching, will be more motivated to learn than 
students of the controlling groups. We used Kozéki’s 
questionnaire to detect pupils' motivation to motivate students to 
learn. We found out that in the experimental group the 
motivation in the affective field (extrinsic motivation) is positive 
and predominant. This is demonstrably more powerful than the 
motivation of the control group, which belongs to the field of the 
cognitive effects, also with positive character. The research 
results are useful in the planning of teaching in terms of 
allocating the interactive whiteboard into the teaching process. 

Index Terms— education, interactive whiteboard, multimedia 
technologies, teaching practice, questionnaire. 

I. INTRODUCTION  
Interactive whiteboards are included among the relatively 

new technical means in teaching. In terms of operation it is a 
large-scale touch screen (from a technical point of view there is 
a big difference between the interactive whiteboards and touch 
screens) with the dimensions of a school board, which together 
with related software allows you to create interactive lessons, 
where a multimedia application is running on the desktop 
board that can be interactively altered. Instead of the 
interpretation of the teacher this increases clearness, and also 
the students are involved into the activities, thus increasing 
their active participation in the teaching process. These funds 
are commonly used for teaching general - education subject 
now. 

Subject called technology taught in primary school is a very 
specific subject, as it combines theoretical knowledge with the 
practical skills of students [1]. By 2015, the scope of teaching 
technology in primary schools in Slovakia was very small - one 
lesson per week in any class on the secondary school, the 
motivation of students was on a very low level against the 
subject. We watched mainly the increase of the level of 
teaching the subject technology and motivation of students to 

the subject of technology by the introduction and the use of 
interactive teaching aids in the teaching of a technology. The 
application of this method into the teaching requires a 
preparation of a teaching model based on the use of interactive 
teaching aids, as well as the preparation of interactive teaching 
resources for its implementation to the teaching process. Hence 
the aim of the research is: to determine whether students of the 
experimental groups will be motivated to learn better than 
students of the control groups. We have formulated a 
hypothesis to reach the aim: 

H: Students of the experimental group taught with 
interactive teaching aids will reach a generally higher level of 
motivation in the questionnaire to measure the level of 
motivation than control group students taught in the traditional 
way. 

We had to take into account several criteria in the choice of 
schools, where we conducted the research: 

� The teaching of the subject of technology in the 
seventh, eighth or ninth grade. 

� Equipped interactive boards. 
� Availability (possibility of personal participation in the 

experimental teaching) 
� Willingness to cooperate (and to provide an interactive 

board). 
Planning and preparation of research consisted of several 

parts. One of them was reduction the choice of primary schools 
according to the specific criteria. We have created a list of 
primary schools in Nitra and in the nearby region from the 
official lists of schools from the availability point of view. 
Based on the statistical information we assumed primary 
schools that use interactive whiteboards, as well as teaching 
technology according to teaching plans and curricular. The 
selection was further carried out in the agreement with the 
school management and teachers. For better friendliness we 
chose the tactics of personal visits to schools and personal 
contacts with the Director or representative and the teachers, 
thus we have met with a great willingness to cooperate. We 
moved further in the selection of those schools that meet other 
criteria such as a sufficient number of students to form two 
groups for the whole school (preferably two parallel classes), 
teaching technology and a willingness to let us implement 
teaching on an interactive whiteboard. The research 
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participated 144 pupils in overall, who were divided based on 
the results of a pre-test into an experimental (73 students) and a 
control (71 students) group. 

II. RESEARCH METHODS 
Based on the curriculum we have chosen a curriculum in 

the field of electrical engineering, we focused on a simple 
electrical circuit and its elements, switching elements, and 
serial and parallel connection of elements in particular. The 
curriculum was chosen for its theoretical nature, to be able to 
compare conventional classroom teaching with a similar 
classroom teaching updated with the support of interactive 
teaching aids. At the same time, it was a challenging 
curriculum for pupils in which they have a long low success 
rate. On the base of curriculum, the preparation for the lesson 
was processed in detail. Eight preparations were created for 
eight lessons totally. 

The same teacher taught both the experimental and control 
groups, with the same content and scope of the curriculum. 

Identification of the variables: 
1) Independent variable - the method of implementation of 

learning - learning through interactive teaching aids 
2) The dependent variable - attitudes of students 

Intervening variables: 
� The same teacher 
� The same content and scope of curriculum. 
As a tool for identifying the pupils' motivation, we used 

Kozéki’s questionnaire to motivate students to learn. This 
questionnaire was created by the Hungarian artist B. Kozéki 
focuses the teaching activity of students in the school. It is 
barely used in researches but it was used by authors, for 
example J. Lokša, I Lokšová or M. Zelina [2], [3]. This 
questionnaire is divided into three areas representing the 
affective motivation area (A) - extrinsic motivation, the area of 
cognitive motivation (K) - intrinsic motivation and motivation 
area of effect motivation (M) - internalized motivation. Each 
band can be characterized as follows: 

Affective area (A) - themes arising from the student's 
emotional relationship to his environment and its members. 
Here are three sub-areas, and the emotional relationship with 
parents and the identification with their requirements and 
examples (A1), emotional relationship with the teacher, their 
example and maintain their trust (A2) and emotional 
relationship with the classmates and collective, social inclusion 
and collective recognition and popularity with others (A3). 

Cognitive area (K) - themes arising from the possibility of 
developing knowledge and skills. Three sub-areas can be 
distinguish here as well. Here belongs the own desire for 
cognition and faith in own resources (K1), a desire for 
knowledge and improvement of skills, an interest in 
knowledge, intellectual motivation (K2) and motivational 
impact of the activity and curiosity, the joy from discovery 
(K3). 

Effects area (E) - themes arising from the social standards 
and expectations of the environment. Here are also three sub-
areas, namely self-esteem and motivation to learn and the effort 
of the pupil in order to achieve specific performance and 

endeavor to meet expectations (E1), the effort to serve the 
collective norms, incentives based on the efforts and values of 
the collective (E2), upheld in social norms values and ideals 
(E3). 

The questionnaire consists of 81 items - verdicts. Each 
statement relates to one of the stated sub-areas – all of them 
include 9 statements (to each area belongs 27 statements). All 
statements are indicated by the number of points, and -1 point 
if it is a negative motivation, 0 points if it is a neutral 
motivation, and +1 point if it is a positive motivation.  The 
statements from these three point areas are evenly allocated to 
each motivational area and sub-area, therefore in each region 
there are 9 negative, 9 neutral and 9 positive statements, in 
each area and sub-area are 3 negative, 3 neutral and 3 positive 
statements. The tested person gets the list of these statements 
and should mark only those statements with which he agrees. 
During the evaluation the points are counted in individual areas 
and sub-areas (in each area from -9 to +9 points in each sub-
area -3 to +3 points can be obtained). This will yield the scale 
evaluation of motivation in different areas and sub-areas. 
Based on these results, it is possible to determine the 
predominant motivation area of learning for each student (or 
two if they are equivalent), depending on which area the most 
points were obtained and also whether it is a positive (joy, 
success ...) or negative (fear...) motivation. 

By Kozéki’s survey we monitored the type and level of 
motivation of students of experimental and control groups for 
learning. The questionnaire result from each pupil was triplet 
figures: the number of points for the affective area, the number 
of points for the cognitive area and points for effective area. In 
each area from minus 9 points, through zero by plus 9 points 
could be reached. More Points (whether positive or negative) 
represent a stronger motivation, while a negative number 
represented a negative and a positive number positive 
motivation. Zero means zero - no motivation. 

During the evaluation of the motivation of each student we 
seek for maximum - the largest absolute value of between three 
scores of different motivational areas. So we identified the 
dominant motivation area of each pupil. If the student is 
expected in two or all three equally large absolute values, we 
also identified several areas as dominant. From the number of 
motivational areas, we identified the dominant motivating area 
for the experimental and the control group. Then we calculated 
the percentage of the maximum levels of motivation for the 
experimental and the control group, which we determine the 
strength of the motivation in the group. 

In the experimental group we have identified the affective 
area as the most dominant (a total of 32 cases). Students further 
identified the cognitive area the most common times (30 
cases), the fewest cases were in the effective area (26 cases). 

The control group had identified the cognitive and effective 
area in the most cases (both with 30 cases), the affective area 
was signed fewer cases (23 cases). The comparison can is 
seeable from the graph.  
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Fig. 1.  Comparison of results in the controlling and experimental group. 

From the graph we can see that in the experimental group 
affective motivation prevails and in the control group the 
cognitive motivation and effective motivation. 

From the absolute values of the most dominant areas of 
students, we calculated the average level of motivation of each 
group. We found that students of the experimental group 
received a total of 3.1 points out of nine (the higher the 
number, the stronger motivation), the pupils of the control 
group gained 2.37 points. This shows that the experimental 
group students were more strongly motivated. 

Because there is a positive motivation (based on joy, 
expectation of good) and negative motivation (possibly based 
on fear, worry), we calculated the values of the dominant areas 
of students of each group and the total value of motivation (we 
took into account the polarity of motivation), to find out 
whether the motivation for the individual groups is positive or 
negative. The experimental group gained 1.09 points (from -9 
after +9), the control group 0.71 points. This shows that the 
motivation was positive for both groups (number is greater 
than zero). 

By the use of Kozéki’s questionnaire we managed to prove 
that the predominant motivation of the experimental group in 
the field of affective motivation (extrinsic motivation) is 
positive. It is demonstrably more powerful than the motivation 
of the control group, which in turn is within the cognitive an 
effective motivation, also positive. We found that students of 
the experimental group received a total of 3.1 points out of 
nine, while the pupils of the control group gained just 2.37 
point. This shows that experimental group students were more 
strongly motivated. From these results, we confirmed the 
hypothesis. 

III. DISCUSSION 
The positive effect of interactive teaching aids for teaching 

is describes by many other authors in their articles and works. 
For example, Dolný in his article describes the benefits of 

using interactive teaching aids as increasing motivation, 
deepening the acquired knowledge of the subject matter and 
positive use of ICT in the educational process. These results 
are compared with the information obtained by us and they 
confirm each other, both in terms of results obtained through 

Kozéki’s questionnaire and the work itself with interactive 
whiteboard and with computers [4]. 

Martinková [5] addressed in her work the use of video 
recordings in teaching technology in the context of the 
interactive whiteboard. On the basis of the evaluation of 
teaching in which the video was used as a teaching aid claims 
that the pupils reflected greater effort, active and creative 
approach to the acquisition of knowledge, besides the strong 
motivation of students particularly played a role. These 
discoveries agree with the results of our research. 

Dömischová [6] dealt with the views of teachers on the use 
of interactive boards in teaching languages, where primary 
school teachers defined its positives. They state the biggest 
positive in the strong motivation of students. In this way, 
although in other subjects, it indirectly points to the audited 
incentive effect of the use of interactive teaching aids. It also 
points out that the pupils lose the attraction by regularly used 
interactive whiteboards.7 

Tóblová and Soviarová [7] deal with the benefits of using 
interactive whiteboards in education in their work. They 
present the results of a survey in which the noted that work on 
the interactive whiteboard motivates students to try to achieve 
better results and to further learning, and it also increases the 
level of their knowledge in the field of information - 
communication technologies. 

In his case study, Wood and Ashfield [8] write about the 
creative teaching of literacy and math through interactive 
whiteboards, where they also describe its motivation influence 
to the activities of students in autonomous learning. This shows 
that, internationally, we can find our discoveries in the field as 
confirmed. 

IV. CONCLUSION 
In our research, we have compared the experimental and 

control group motivation through Kozéki’s motivation 
questionnaire on a sample of 144 primary school pupils. The 
experimental group was taught by using an interactive 
whiteboard, while the control group did not use an interactive 
board in teaching. We found that the affective motivation 
proved to be the dominant motivating area of the experimental 
group, while with the control group the cognitive motivation 
and effective motivation were equally dominant. The 
experimental group proved to be strongly motivated in 
determining the intensity of motivation. The polarity of the 
resulting motivation for both groups was positive. The results 
of this research can be used in lesson planning for technology 
on primary schools. The work with an interactive whiteboard is 
appropriate to include as motivation for new information, or for 
new activities to be subsequently carried out by students. 
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Abstract—We consider the quality of education from two 
points of view in Azerbaijan. The first point of view is based on 
the international program for student assessment - PISA, and 
the second one on the scientific and statistical materials of the 
State Student Admission Commission of the Republic of 
Azerbaijan. The distribution law of the applicants to 
universities at the entrance exams was investigated. Final 
recommendations were made on improving the quality of 
education in Azerbaijan. 

Index Terms—Human capital, quality of education, PISA, 
normal and chi-square distributions, Bloom’s taxonomy.  

I. INTRODUCTION 
Education holds ones of the important parts in the theory 

of human capital [1]. In general, it is accepted that an 
educated person has more opportunities for success 
compared to an uneducated one. From this perspective 
matters of quality is brought forwad in the article. Literacy 
has been remarkably increasing in the world [2]. Countries 
with low levels of human development index has an average 
of 4.2 years of study time in high schools whereas in 
countries with high levels of human development index the 
indicator is 11.7 years. In Azerbaijan, this indicator is 10.4 
years. 

It is obvious that direct investments play a crucial role in 
the development of any sector. In this aspect, the report on 
the execution of the 2014 state budget for education 
expenses [3] by specializations play an important role. 
Current expenses on education was AZN 1 553.9 million in 
local currency, which is more by AZN 116.1 million or 
8.1% compared with that of 2013. Personal weight of the 
education expenses in state expenses was 8.3%  which is 
more by 0.8% compared to 2013 figures. Combining the 
funds set aside by state budget education expenses made 
10.4% of the expenses of the state budget or AZN 1 943.6 
million in nominal terms. The distribution [3] of expenses 
by directions of the ministry of Education of Azerbaijan 
Republic consists of 5 blocks. The major part in education 
expenses contains incomplete and secondary education 
block. Costs in this block contains 52,9% of all the costs in 
this category. The second largest block contains 19,8% and 
directed to applied researches and other services in 
education. The third largest block by volume is in post-
secondary category with 10.3% of the total cost. The 
preschool and primary education holds 10.2% of the total 

consideration. The block in technical-vocational schools and 
liceums has 4.3% of the total share. Finally, the last block in 
the list is for special purpose and boarding schools which 
has 2.5% of the total costs. Note that, all the funds have 
been expensed as assigned. 

II. STATE OF THE PROBLEM 
In our understanding qualitative aspects of education 

must be paid attention alongside with its quantitative 
indicators. In this sense, a remarkably large part of the 
expenses must be committed to teachers who are the driving 
force in all spheres of education. Special attention must be 
paid for the preparation of quality teaching staff. A 
comprehensive and effective action plan must be prepared 
to improve the vocational training of the teaching staff. The 
ultimate opportunity here should be a matter of robust logic. 
For that purpose, it is suggested that trainings should be 
organized to solve logical problems. Foreign language 
(specifically english and russian languages) trainings must 
be organized, modern methods in teaching and trainings 
must be taught and use of computer and multimedia 
resources must be arranged. In order to enable a convenient 
use by teaching staff exemplary video-classes on various 
topics must be placed in the web site of the Ministry of 
Education of Azerbaijan Republic.  

The share of education in GDP is 2,46% in Azerbaijan. 
A global comparison of countries demonstrates that this 
indicator should be increased.  

TABLE 1. SHARE OF EDUCATION AND GERD ON GDP, % 

Contry   Education Gerd 
Lesotho 13.98 0.01 

Cuba 12.84 0.47 
Norway 7.37 1.66 
Finland 7.19 3.31 

USA 5.22 2.73 
EU(middle) - 1.91 

Russia 4.15 1.11 
I.R. of Iran 3.06 0.75 

Turkey 2.86 0.95 
Kazakhstan 2.89 0.17 
Azerbaijan 2.46 0.21 
Armenia 2.40 0.24 
Georgia 1.98 0.13 
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The level of literacy is substantially high in Azerbaijan. 

Such that, based on statistical information [4, p.12] the level 
of literacy in Azerbaijan is 99.8%. Quantitative indicators of 
the level of literacy is provided in the table below. 

TABLE 2. LITERACY LEVEL IN AZERBAIJAN 

Level of education 2012 2013 2014 
Population with secondary and post-secondary 

education older than 15 
( per 1000 people) 

969 969 971 

including 
Post-secondary 125 125 126 

Vocational 85 85 85 
Secondary 629 629 630 

Secondary general education 130 130 130 
 

The structure of the literacy level per 1000 people in 
Azerbaijan for 2014 makes up 126 people with post-
secondary level of education, 85 people with vocational 
level of education. These indicators are roughly twice below 
the levels of leading countries in the world. In Scandinavian 
countries, the number of people with post-secondary 
education is very high, ex: In Norway, almost all people 
with 25 years and over are educated. A comparative analysis 
shows that a huge platform exists to increase all the 
quantitative indicators at all levels of education only a 
special program must be prepared and developed for this 
purpose. An existing practice of arranging two year 
institutions are used in order to direct students with 
relatively law potential to universities and teach them 
concrete specializations. As a result, the number of citizens 
who have mastered  specific specializations, gained a two 
year education and who earned  a post-secondary education 
of some degree can be increased. 

III. DECISION 
The quality of secondary level education in Azerbaijan 

has been viewed from two aspects. One of this aspects is 
based on international comparison while the other one is 
based on uniform examination results organized by State 
Student Admission Commission (SSAC) of the Republic of 
Azerbaijan.  

At first, let us look at the PISA competition which has 
taken place in the year of 2006 and 2009. Fifteen year old 
teenagers from Azerbaijan has participated in PISA 2006 
and 2009 competitions joined by 65 countries [7-9]. More 
than 5000 students from Azerbaijan have joined and 
participated twice in both competitions. Grading was carried 
out in three directions: reading comprehension, 
mathematics, and other sciences. High school students from 
Azerbaijan have scored 353 points in reading 
comprehension from possible 600 points and ranked 54th in 
2006. Students ranked 32nd having scored 476 points and 
55th having scored 382 points. On average it was ranked 
54th place among 64 countries. 

In 2009, PISA competition they scored 362 points  in 
reading comprehension by advancing 9 points, 431 points in 
mathematics by lagging -45 points, and 373 points in other 
sicences by lagging -9 points, thus on average ranked 64th 

place in overal ranking. The outcomes of global grading 
demonstrates that the secondary education has lagged 
behind 2006 through 2009. Unfortunately, it should be 
noted that Azerbaijan has not participated in 2012 and 2015 
PISA competitions.  

The second matter of qualitative approach in education 
is based on the method employed by SSAC. Based on the 
analysis of statistics provided by SSAC it was disclosed that 
64.7% applicants has scored less than 200 points which 
means a failure (a grade of “2”). 

 

Fig.1. Personal weight of applicants with a score of less than 200 points, % 

Let’s suppose that points gathered by applicants in final 
exams fits the law of normal distribution [6]. 
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 In this case, the value of this indicator is calculated to 
be 6,68%. If our supposition holds true then the real value 
(64.7%) would be roughly 10 times bigger than the 
theoretical value (6.68%). Yet a deeper analysis 
demonstrates that the distribution of this random variable is 
not normal.  

Fig. 2. Comparison of acceptances of applicants in various years 
(calculations by the authors) 

Speaking of the Fig.2 one could suppose that this 
random variable has a characteristics of chi-square 
distribution. 
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TABLE 3. THE STATISTICS OF THE DISTRIBUTION OF SCORES IN 
FINAL EXAMS (CALCULATIONS BY THE AUTHORS) 

Statistical Characteristics 
Entrance Year 

2006/2007 2010/2011 2014/2015 
Estimation 171.53 171.53 171.53 

Standart Error 223.53 223.53 223.53 
Mode 30.00 30.00 30.00 

Median 130.00 130.00 120.00 
Count of Applicants 103 196 103 185 92 643 
 

For every examination year values of estimations, 
median and modes that are remote from each other once 
more demonstrates that the process under research does not 
fit the normal distribution law. In addition, ([5, p.41]) 
applicants with weaker than average scores dominates the 
list. 

In 2014/2015, 43,89% of the applicants who participated 
in final entrance examinations scored 0-100 points and 
20,76% scored 100-200 points. Applicants who scored 
between 200-300, 300-500 and 500-700 points  points made 
up 13,61%, 15,73% and 6,01%, respectively. Applicants in 
Azerbaijan section was formed of 84739 people and in 
Russian section 7904 people. The median in Azerbaiajn 
sector was 116,92 points, in Russian section 186,43 points. 

According with the learning issues of Bloom’s 
taxonomy [11] (look at the fig.3) majority of our high 
school students can not abstain from memorizing and face 
difficulties in reading comprehension. So, the students again 
act indecisively in the third stage of learning, which is 
application and subsequent analysis. Most of them do not 
even reach the next step of synthesis and assessment. For 
that reason, high school teaching should not consist of 
memorizing or learning the facts by heart. It is important to 
move from memorization based surface learning to 
comprehension based learning. 

 
Fig. 3. Bloom’s Taxonomy of Education 

IV. CONCLUSION 
Almost each students in higher education are high 

school graduates. Considering the Bologna scoring which 
includes 0 to 50 points as an “F” mark (failure) then the 
entrance score to higher education institutions should not be 
less than 351 points in general (700/2+1). So, 351 points 
should be determined as the floor level in entrance exams 
excluding specialisations requiring special talent 
(performing, painting, sports, etc.). If specialisations 
requiring special talent are excluded there are only 15 
operating universities out of 39 in Azerbaijan which have an 
average entrance score of 351 points as a minimum level 
([7]). 

 Azerbaijani youth study in schools with good facilities 
and condition which means that a lot of work has been done 
for the material-technical and logistical base in Azerbaijan. 
We believe that the real salary (AZN 170-190) of teachers 
in  high school should be raised substantially and considered 
that the average salary in Azerbaijan is AZN 455. 

Part of the applicants who are prepared less and accepted 
to higher education institutions carry these drawbacks to the 
same higher education institutions. Yet the quality of 
graduates from higher education institutions is firstly 
measured by the requirements of labor market which excites 
a serious deal of reasearch in order to advance certain ideas 
in this sphere. 

 In our view, regardless of which fields of economy 
takes priority, the education services sector should have a 
high consideration. Professional, vocational, and secondary 
special education should be adaptively regulated with 
respect to current and future demands of the market. 
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Abstract— Quality of higher education has been considered as 
the basic priority of higher education development during last 
several decades in many countries of the world. Main principles 
of quality assurance were formulated in an official document 
known as European Standards and Guidelines (ESG). According 
to them information and information systems are two of the key 
components creating and supporting quality of each higher 
education institution. The paper explains importance of 
information with regard to different groups of stakeholders and 
at the same time it points out the issue of information systems 
with regard to the way in which people use the information. The 
key attention is paid to the presentation of a research focused on 
the use of information and information systems in higher 
education institutions in Slovakia and in a broader scope of 
European institutions, to support and enhance quality assurance 
processes. The paper presents also other activities which should 
implement the European quality assurance strategies also in the 
Central Asia. 

Index Terms — Higher education institutions, internal quality 
assurance systems, information, information systems, EGS – 
European Standards and Guidelines.  

I. INTRODUCTION 
Higher education is the backbone of any society. Its quality 

decides the quality of human resources in the country. Today 
higher education stands at a cross roads. On one side there is 
a high demand for access to higher education, and on the other 
the quality is questioned. Which way to go in this situation? 
Which road to follow? Whichever a higher education 
institution decides to follow, it will find out in the end that the 
roads are only two sides of the same coin. To survive in the 
competitive world of globalization each higher education 
institution has to pay attention to the quality of the education it 
offers. 

The core mission of higher education institutions (HEIs) 
still remains providing learners with the opportunity to learn 
and ensuring equipment of graduates with the knowledge and 
skills they need for their personal development, and also 
enabling the graduates to contribute to the development of the 
society they live in. What is rapidly changing is the scope of 
the stakeholders in university context and the requirements and 
needs the knowledge societies of the 21st century have on the 
university graduates coming to the labor market. 

To promote the quality of higher education the European 
Network for Quality Assurance in Higher Education (ENQA) 
was invited by the ministers of the Bologna Process signatory 
states to develop standards, procedures and guidelines on 
quality assurance in the area of higher education ([8], ([9], 
[10], [17]). The European Standards and Guidelines for 
Quality Assurance in the European Higher Education Area 
(ESG, [11]) were adopted in 2005 and based on them, the 
higher education institutions (HEIs) were advised to introduce 
or develop their own internal quality assurance systems 
following these guidelines) . 

 To support their implementation into the practice of higher 
education institutions at both national and international levels, 
and to identify the main achievements and limitations of their 
implementation mainly into HEIs` internal quality assurance 
systems various activities, monitoring, researches have been 
carried out. Thereinafter the focus is put on some of the 
activities related to this area, in which Slovakia represented by 
Constantine the Philosopher University in Nitra has 
participated. 

II. INFORMATION SYSTEMS IN QUALITY ASSURANCE OF 
HIGHER EDUCATION INSTITUTIONS 

 
Standards and guidelines included in the document  The 

European Standards and Guidelines for Quality Assurance in 
the European Higher Education Area (ESG, [11]) have been 
designed to be applicable at all higher education institutions 
and quality assurance agencies in Europe. They aim to promote 
mutual trust while respecting diverse national and institutional 
contexts and subject areas ([11], [6]). 

Information systems and public information have been 
included as two of the basic seven components [11] into the 
Part 1 of the ESG. This confirms information and information 
systems to be important and significant factors on which HEIs 
quality assurance is based on. But different groups of HEIs 
stakeholders require different types of information. To develop 
information systems meeting the needs of all of the stakeholder 
groups (students, students´ parents, administrative staff, 
technical staff, HEI teachers, researchers, self-government 
bodies, funding bodies, policy makers and decision making 
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management, self-evaluation bodies, external evaluation 
agencies etc.) is a challenge for each HEI ([1], [5] . 

As to the information systems, it is important to decide 
which information is needed for which stakeholder group and 
in which way it should be made available to it. Moreover less 
attention should be paid to the used technologies and more to 
the way in which people interact with information ([2], [3], 
[4]).  

III. RESEARCH ON IMPLEMENTATION OF INFORMATION 
SYSTEMS IN HEIS INTERNAL QUALITY ASSURANCE SYSTEMS 

A. Background and Methodology of the Research 
To identify main achievements and limitations of the 

implementation of information systems in higher education 
institutions´ quality systems was a part of the international 
research project IBAR - Identifying barriers in promoting The 
European Standards and Guidelines for Quality Assurance at 
institutional level and making recommendations as to how 
these might be addressed (IBAR) which the Slovak Republic 
participated in ([7], [15]). The other project partners were HEIs 
representing six other European countries, in particular the 
Czech Republic, Latvia, Poland, Portugal, the Netherlands and 
the United Kingdom.  

The main task of this part of the IBAR project research was 
to analyze information systems (collection, analysis, use of the 
information, for what purposes, public/not public availability 
of the information) used within the HEIs in the project partner 
countries that are related to institutional quality assurance 
processes (i.e. both forms of information described in the ESG 
1.6 and ESG 1.7 were taken into the consideration: ESG 1.6 -
information related to comparison of the context of collection, 
analysis and use of specific information for HEI’s internal 
purposes to provide self-knowledge on institution and effective 
quality assurance; ESG 1.7 - information related to public 
access to objective data on HEIs; see at IBAR http://www.ibar-
llp.eu/results.html). 

Hereafter, main findings of the survey from the case studies 
carried out at the 4 Slovak HEIs, which consequently served as 
an input for processing the international comparative study, are 
presented ([13], [14], [15]).  

The research data necessary to elaborate the case studies of 
the four chosen public HEIs were collected by the means of 
content analysis, structured and semi-structured interviews 
with representatives of the top, middle and lower management, 
employees and students and questionnaire surveys of the same 
target groups. 

The respondents of the interviews and questionnaire 
surveys from the each involved HEI expressed themselves to 
such questions as: 

� Is there an overall information policy at the 
institutional level of the HEI? How is the national 
information policy/regulation referring to the provision 
of information about the HEI and by the HEI (to the 
society, various institutions, HEIs stakeholders, 
students reflected in it? 

� What is the policy and practice in the HEI regarding 
collecting and use of ESG related information (ESG 
points 1 – 8) and for what purpose is it used (e.g. 
decision-making, corrective action, improvement, 
innovation)? Which kind of information in relation to 
which target groups (society, various institutions, HEIs 
stakeholders, students, employees, etc.) is the object of 
the information policy?  

� Which other quality related information is contained in 
the policy and practice of the HEI? 

� What are the instruments motivating the HEI to create 
and develop their institutional information policy, to 
develop their information systems, to make public 
some kind of information?  

� What is the policy and practice in the HEI regarding 
publishing the information (ESG points 1 - 8). What is 
kept internal and what is published externally?  

� To what extent is the provision of the information 
formalised and checked in the internal quality 
assurance processes? How effective is the institutional 
policy and practice for gathering and using information 
for improvements of  

� What significant changes or improvements were 
implemented in the HEI information policy and 
practice during the recent five years? 

� What is the institution (HEI/faculties/departments) 
satisfied with and what is it not satisfied with in 
relation to provision of information on quality of 
education? Is there any system in place to identify 
needs for changes and improvements in the HEI 
information practice? Are there planned any changes? 

B. Research Results 
The aim of the case studies carried out at the selected 

Slovak HEIs was to identify key barriers and good practices in 
relation to the implementation of the ESG 1.6 and ESG 1.7 
[11] in HEIs’ internal quality assurance processes. 

The main findings resulted from the case studies, together 
with the relevant recommendations can be summarized as 
follows: 
National policy on disclosure of information concerning HEIs 

� Obligation of HEIs to disclosure information is defined 
in a large scope of legislation. 

� Information received from HEIs is analysed and 
processed by the Ministry of Education, Science and 
Sport of the Slovak Republic (further: SR) respectively 
by other competent public institutions, some of their 
aspects (based on the decision of public bodies) are 
made accessible for general public. 

� Based on the national legislation there is a trend to 
motivate HEIs to disclose information related to 
indicators of quality in education.  

Examples of good practice: 
� Creation of national website where information on the 

range of unemployment rate of graduates is published 
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(administered by the Ministry of Education, Science 
and Sport of the SR), 

� List of recommendations which information on HEIs 
should be disclosed to public or published on the web 
site of the Ministry of Education, Science and Sport of 
the SR.  

Barriers: 
� Incompatibility of  information systems, which are 

administered at the national level by various public 
bodies, 

� One-sided communication –  from HEIs provision of 
correct  and on time given information is required by 
the Ministry, but there is a lack of analytical 
information delivered by the Ministry to HEIs (e.g. on 
employability of graduates of particular study 
branches), 

� High level of bureaucracy, duplicity of information 
required to be disclosed to the public bodies by HEIs 
and a lack of criteria to evaluate the usefulness/value 
of the delivered information. 

Recommendations: 
� To simplify the process of obtaining information from 

HEIs, 
� To interconnect existing information systems to 

prevent and eliminate duplicity of information, 
� To interconnect all public information systems 

administered by different public bodies concerning 
employability of graduates, 

� To provide relevant information flow on the results of 
analysis from the information systems to individual 
HEIs. 

Institutional policy on collection, analysis and use of 
information on HEIs 

� HEIs have established relatively powerful IT 
background (IT portals, websites, IT information 
systems), which they use to collect information on the 
key areas (student population profile, student 
assessment, research results), 

� HEIs regularly and systematically collect information 
on the assessment of student progress and success 
rates. 

Barriers: 
� High administration and financial requirements  on the 

monitoring of graduates' employability,  
� Lack of HEI systems enabling provision of information 

on graduates and their employment, 
� Low motivation and engagement of students in the 

processes of study program quality evaluation, 
� Effectiveness of teachers and their quality is assessed 

mainly on the basis of quantitative indicators (number 
of lessons, research/art outputs, and usually depends on 
the criteria of public financing and HEIs' accreditation. 

Examples of good practice: 
� Establishment of Alumni Clubs maintaining contacts 

with the graduates.  

Recommendations for HEIs: 
� To establish systematic procedures on provision of 

information on graduates and their employability,  
� To provide special information on jobs and careers 

HEI's graduates by the relevant institutions, 
� To improve internal communication among different 

levels of HEIs about the measurers improving quality 
of education  which were identified based on the 
results of the students' questionnaires, 

� To optimize the output formats of analyses to ensure 
their better applicability for the decision making 
processes. 

Information disclosure 
� Internal policy of HEIs is currently shifted from the 

disclosure of basic mandatory information to a 
disclosure of a broader scale of different information, 
caused by the growing competition of the HEIs. 

� Disclosure of information on the key activities of the 
HEIs has become a common practice (e.g. information 
on curricula, study plans, expected results and 
graduates` profiles, obtained qualifications), 

� Disclosure of information on graduates in terms of 
their employability is absent. Some information is 
disclosed by the Ministry of Education, Science and 
Sport but it is not on sufficient level. 

Barriers: 
� High administrative requirements related to the 

processes of the information disclosure, 
� Lack of internal systems and methodologies for 

disclosure with links to direct responsibilities.  
Recommendations: 

� To establish a system of disclosure of exceptional 
student`s achievements for potential employers, 

� To establish systems of information disclosure about 
graduates employability with the  accent on the fields 
and areas in which the graduates applied for work at 
the labor market, including information on their 
income levels. This system should be set up without 
any increase of the other administrative load, 

� To develop and implement new information systems 
which will be able to analyze the recorded data and 
process them according to the requirements of the final 
(target) recipients (university management, students, 
employers, etc.). 

Consequently the above mentioned findings were used as 
the input data for the international comparative study [14] 
prepared as one of the main final results of the IBAR project. 

IV. DISSEMINATION OF THE RESEARCH RESULTS 
In European context the Bologna process and its agenda has 

included improvement of the higher education quality from the 
start. Consequently, the importance of higher education quality 
together with the interest in the Bologna process priorities has 
been accepted also in the Central Asia region. All countries of 
this region declared quality assurance processes and 
mechanisms as the national priority for Erasmus+, and Bologna 
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process type reforms were set as the priority at the regional 
level. These facts have been reflected in the project Enhancing 
capacities in implementation of institutional quality assurance 
systems and typology using Bologna process principles (IQAT, 
www.project-iqat.eu/). 

 The newly started IQAT project is co-funded by the 
Erasmus+ Programme of the European Commission and it can 
be perceived as a continuation of the IBAR project having as 
one of its aims dissemination of the achieved results [16]. 

The project is co-ordinated by the Czech University of Life 
Sciences in Prague (Czech Republic) in co-operation with the 
Centre for Higher Education Studies (Prague, Czech Republic). 
The other program countries project partners are University of 
Alicante (Spain), University of Latvia (Riga, Latvia) and 
Constantine the Philosopher University in Nitra (Slovakia). 

Partner countries involved in the project are Kazakhstan 
and Uzbekistan represented by the following higher education 
institutions:: 

� S. Seifullin Kazakh Agro Technical University 
(Astana, Kazakhstan), 

� International Educational Corporation (Almaty, 
Kazakhstan), 

� Karaganda State Technical University (Karaganda, 
Kazakhstan), 

� Tashkent Chemical-Technological Institute (Tashkent, 
Uzbekistan), 

� Samarkand Agricultural Institute (Samarkand, 
Uzbekistan), 

� Andijan State University (Andijan, Uzbekistan).   
General goal of the project is enhancing capacities in 

implementation of Bologna Process reforms at institutional 
level in higher education institutions in the Central Asia region 
(particularly in Kazakhstan and Uzbekistan). This general goal 
of the project is detailed in several specific project aims, which 
are: 

� to map the quality assurance issues at HEIs in the 
partner countries involved, 

� to offer interactive trainings on quality assurance 
issues at HEIs for the representatives of the involved 
HEIs from the partner countries,  

� to develop drafts of internal quality assurance systems 
at HEIs in the partner countries (exploiting U-map 
methodology and typology of HEIs), 

� to carry out a pilot implementation of the new or 
innovated or modified drafts of the internal quality 
assurance systems at the HEIs in the partner countries, 

� to development final versions of the internal quality 
assurance systems. 

A very important innovative feature of the project is the 
suggested exploitation of the methodology of mapping HEIs 
(U-Map). This methodology should enable to develop the 
institutional profiles taking into account grouped institutional 
activities and show the diversification of higher education 
systems in practice. This mapping is closely connected with 
quality in higher education which should not be assessed 
equally in all HE institutions but HEIs´ diversification, 

expressed in their missions, should be seriously taken into 
consideration. The mapping has been in its pilot stage in 
Europe and it will certainly be very interesting to see if, and to 
what extent, the mapping can be successfully exploited outside 
Europe. 

V. CONCLUSION 
Under current conditions in the market of education 

services the investment into education has, similarly as in case 
of other investments, its economic side. Therefore to assure the 
quality of education processes and their management becomes 
a priority task for each higher education institution. That is 
why the HEIs have to reflect the on-going changes in their 
stakeholders´ needs and external environment. 

There is no doubt that currently information systems form 
an integral part of the management and quality assurance 
processes at HEIs in each country. Moreover there is also a 
relatively good knowledge about the quality assurance systems 
at the national levels of the particular countries but there is still 
missing enough information and experience related to the 
internal quality assurance systems at the institutional level. 
That is why projects like the IBAR or IQAR project are so 
important in both national and international contexts ([18], 
[19], [20]). 
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Abstract—Audiovisual technologies are considered to be 
very effective in foreign languages teaching because of their great 
possibilities to use the whole system of the human perception. 
Recently, research activities in this area emphasize on computer 
based foreign languages teaching. In this paper, the basic concept 
of audiovisual technology for foreign languages teaching is 
introduced. According to the types of video information used in 
education process, the technologies are classified into three 
classes: using films; using video courses; using all other video 
information. The effectiveness and the quality of education are 
evaluated by means of two parameters: change of level of 
competence and students’ satisfaction of training methods. 
Finally, a discussion pointing out the current and future 
developments in this area is presented. 
 
Index Terms—Audiovisual technologies, foreign languages 
teaching, higher education, methodology, pedagogics, 
pedagogical algorithms, techniques of teaching, technologies of 
education, video resources. 

I. INTRODUCTION 
Audiovisual Technology represents a new approach to 

teaching methods and techniques and this is the current reality 
in education. Audiovisual Technology dramatically improves 
efficiency and availability of teaching resources [1]. 

There are many definitions and concepts of technology in 
literature. Audiovisual Technology is a term for the abstraction 
of the process of constructing a set of operations, methods and 
techniques based on video resources and resulting in 
competence formation [1]. This technology is based on use of 
human audio and visual channels of information perception. It 
permits to organize the perception in maximal value. This is 
very important for teaching foreign languages. Video 
resources allow to demonstrate the object of studies – a 
foreign language – in real conditions. Video permits to 
demonstrate not only a language but the whole environment 
where it exists including cultural, social, ethnic, and many 
other aspects [2, 3, 4].  

II. MATERIALS AND METHODS 
To consider the problem of audiovisual technologies in 

training it is necessary to recognize that all video materials for 
foreign languages teaching are classified by us as: 1) video 
courses; 2) video films, and 3) other video information or 
information. At work with video courses which represent a 
single whole including the tasks and educational problems, 
created by authors of video courses, the teacher follows 

strictly the structure of educational process offered by authors 
of video courses. The process of work with video films also 
has the specificity. 

 
2.1. Video Films in Foreign Languages Teaching 

 
Use of video films promotes realization of the requirement 

of a communicative technique - to present the process of 
language mastering by comprehension of live culture speaking 
another language; an individualization of training and 
development of motivation of speech activity of students [5].  

Another advantage of video films is their emotional 
influence on students. Therefore the special attention should 
be given to the process of formation of the personal relation to 
the materials used in training process.  It is the main objective 
of the personality focused training paradigm. Successful 
achievement of this purpose is possible firstly at regular 
display of video films, and secondly, at their methodically 
organized demonstration. The use of video films helps to 
develop various kinds of student’s activity, and also their 
attention and memory. At video material viewing there is an 
atmosphere of joint informative activity in audience that 
promotes the increasing in attention concentration. Use of 
various channels of the information perception influences 
positively durability of storing of a regional geographic and 
language material. Psychological features of video films 
influence on students promote an intensification of 
educational process and create favorable conditions for the 
communicative competence formation. The teacher defines, 
whether it is necessary to include a video film consistently in 
educational process, or to use separate episodes taking into 
account conformity of subjects of a video film to a basic word 
stock and the communicative situations included in the foreign 
language program for a concrete grade level. The information 
quantity and character should correspond to quantity and 
quality of the information which the student studying a foreign 
language is capable to acquire at a given time. 

Efficiency of use of a video film in educational process 
depends on exact definition of its position in training system, 
on coordination of educational possibilities of a video film 
with training problems, on rationality of organization of work, 
and on functional features of a video film.  

There are the following functional features of a video film 
used in educational process: 
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Informative and training function – the student is involved 
in the film’s subject line and in the process of information 
transfer simultaneously; this information will be used in the 
course of training; 

Illustrative and evident function – video film shows a 
subject line in the art form; 

Organizational and operational – it is realized in 
concentration and the subsequent management of students’ 
attention by means of a subject line and art features of its 
embodiment; 

Educational – it is embodied in realization of certain ideas 
in the art form and statement of problems which the student 
will discuss further; 

Integrating – in the course of viewing there is a process of 
integration of various kinds of perceptions, and also various 
aspects of language - phonetic, lexical etc.[6] 

There are the following 4 stages in the audiovisual 
technology structure with use of video films [7]: preliminary 
work  –  preliminary removal of language and cultural 
difficulties, statement of an educational task; perception - 
development of skills of the information perception; control of 
understanding of the basic maintenance; development of 
language skills and abilities of oral speech. 

Preliminary work. The students are informed about the 
name of a film and they are offered to come out with 
assumptions of film’s maintenance, time and a scene of action, 
possible characters. Phrases for assumption expression are 
introduced and trained necessarily. Then the new lexical 
material which is necessary for understanding of the 
maintenance of a film is introduced and intended for active 
possession. Introduction of new lexicon precedes 
demonstration of each part of a film. The special attention is 
given to phraseological units. The regional geographic 
comment is given necessarily. 

Perception of a video film (in parts). Before viewing of 
each part students can be offered questions which are 
necessary to be answered after viewing. 

Control of understanding of the basic maintenance. In 
the beginning students answer the questions offered by the 
teacher before viewing. Then the following educational tasks 
are proposed to students: Choose the right answer from the 
offered ones. Arrange the phrases according to the film plot. 
Break the film into logic parts and choose a heading for each 
of them of the offered ones. Associate the following statements 
(remarks) with the film heroes. Associate the following events 
with a place of action. Name participants of the following 
dialogues. Choose one correct variant of the phrase 
continuation etc. 

Development of oral speech skills and abilities. It is 
possible to stimulate communicative activity by means of 
various tasks. It is necessary to begin with usual discussion of 
dynamics of a plot, features of heroes’ appearances, characters 
and actions. The following types of tasks can be used: 
Describe the place and action time. Remember the names of 
the main characters of the film. Describe the appearance of 
the main characters of the film. Express your opinion on 
characters of heroes of the video film. Restore the chronology 

of the film events. Share your general impressions about the 
film. State the problems which were brought up by the authors 
of the film. 

Further we pass to the problem discussion. The teacher has 
to stimulate the students’ oral statements not only about the 
film maintenance, but also about the problems and the ideas 
given by the film. The following types of questions and tasks 
can provide the discussion: How will you characterize the 
action time? What do you know about the scene of action? 
What associations are caused by the given scene of action? 
What emotions are caused by heroes of the film? Why? Whose 
character from heroes of the film is closest to yours? If you 
were on the place of the film heroes what would you do in this 
situation? Predict the further succession of events. Which 
problem do you consider as the most important one? If you 
were the film director how would you illustrate a similar 
problem in your film?  

For the decision of each tasks students should know not 
only the general maintenance of a video film, but also 
remember the details, and also be able to estimate events, to 
give the characteristic to characters, using words and 
expressions from speech support of a video film. Practical 
experience shows that video films in a foreign language often 
represent difficulty for students of technical college because of 
great volume of a language and speech material. As the 
practice shows it is much more effective to use separate video 
information [8]. Technologies of their use will differ from 
ones considered above. 

 
2.2.  Pedagogical Algorithms of Audiovisual Technologies 

Realization  
 

For realization of audiovisual technology of foreign 
languages training with use of video information it was 
suggested to use a pedagogical algorithm. Algorithmization 
represents the process of working out and realization of 
algorithms for the trainee. An algorithm in pedagogics 
represents a sequence of educational operations leading to the 
object in view. Algorithmization of educational process on a 
foreign language is of great importance, in particular, in case 
of tutorials use. It is necessary to notice that application of 
tutorials for foreign languages training represents a well 
developed problem in a teaching technique. Nevertheless, 
occurrence of new tutorials (video, computers) demands 
working out of a special technique of work with them, 
allowing to use them most effectively and to receive a good 
level of results [9, 10].  

We consider any material which is demonstrated in 
educational process with use of video equipment as a video 
material (a video fragment, a video course, a video program 
etc.).  

What matters here is the way in which video materials are 
used in the training process. Their demonstration has to be 
subordinated to the certain educational purposes and, hence, it 
has to be organized in a special way. The expediency of use of 
video in educational process is provided by the following 
facts: 1) availability of video information which can be 
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recorded from various sources; 2) presence of a certain 
experience of using video equipment and a video production; 
3) possibility of more active creative activity of the teacher.  

In realization of audiovisual technology based on video 
information it is necessary to distinguish the following stages 
[1-3, 6]. 
 Previewing - statement of the purpose of viewing, the 

formulation of tasks, removal of lexical and grammatical 
difficulties. 
 Video information presentation - primary viewing; 

viewing repetition if necessary.  
 After-viewing including: 

1) the control of understanding having the various 
purposes and the forms; 

2) formation, development and perfection of the 
foreign language communicative competence on the basis 
of lexical, grammatical and cultural video information 
maintenances; 

3) total control. 
 Actualization of the foreign language communicative 

competence as a result of work with video information. 
The previewing stage has some variants of realization: 
 The formulation of the global purpose of work and a 

specific goal of viewing and statement of an educational 
problem – what exactly should be made by students during 
presentation of a video information and after it? 
 The formulation of the global purpose of work and a 

specific goal of viewing and statement of an educational 
problem, removal of lexical and grammatical difficulties, 
linguistic and cultural comments to a video information, 
having for an object the removal of difficulties of social and 
cultural character. 

Removal of difficulties assumes introduction of a new 
lexical and grammatical material, its training on the basis of 
exercises, and also the linguistic and cultural comment of the 
social and cultural phenomena which will appear in the course 
of viewing. 

The video information presentation can be carried out one 
or many times. It depends on the viewing purpose. The variety 
of video information viewing purposes allows to offer the 
following classification: 
 Illustrative viewing – for the purpose of reception of 

evident illustrations for any language material, for example, 
the grammatical phenomena, the pronunciation skills, social 
and cultural phenomena; 
 Fact-finding viewing – for the purpose of general idea 

reception about a video information and its subjects; viewing 
with the general coverage of the maintenance and 
concentration on understanding of the most essential; the 
minor, insignificant facts and unimportant details can be left; 
synthesis prevails over the analysis; this assumes the ability to 
define a theme, to allocate the basic idea, to find the main 
facts from the text; as a result students get skills of 
forecasting, allocation of semantic marks and support in the 
text, learn to guess value of keywords and to do without the 
words which value is not known to them; fact-finding viewing 
is an indispensable component of studying and critical 

viewing and can precede them. Generation of oral and written 
statements based on video information can be result of 
viewing, for example, fact-finding viewing is carried out with 
concentration on the subsequent transfer of the video 
information basic maintenance in the form of a short oral or 
written statement - the resume, summaries etc; 
 Studying viewing – with extraction of the full information, 

with concentration on full and exact understanding of all basic 
and minor facts, their mental processing and storing; at 
studying viewing the student assumes to reproduce or to use 
the received information subsequently in this or that form: to 
retell orally or in written form, to estimate, to make 
comments, to explain the information, in common to discuss 
the video information maintenance; this kind of viewing is 
considered to be the most difficult, and requires considerable 
efforts and time; 
 Critical viewing – for the purpose of the critical analysis, 

assuming an estimation of the video information maintenance 
and its correlation with the personal point of view, knowledge, 
with own life experience; the estimation is impossible without 
full and exact understanding of a video information, thus, 
critical viewing is based on studying viewing; 
 Search viewing – for the purpose of a fast finding certain 

information in a video material (facts, characteristics, digital 
indicators, instructions, dates, proper names etc.); students 
have to be informed that the video material contains the 
information needed; extraction of the semantic information 
occurs  automatically; search viewing assumes ability 
presence to be guided in logic and semantic structure of a 
video information, to choose from it the necessary information 
on a certain problem, to choose and unite the information of 
several video information on individual questions; search 
viewing is used for work with professionally oriented video 
information. 

Besides, the presentation of video material can be realized 
in the form of the developed or fragmentary exposition. The 
given terms have been offered by I.D. Salistra and, in our 
opinion, till now are the most successful. I.D. Salistra 
suggested to consider exhibiting in corresponding reality 
situations of a certain speech material as the primary goal of 
an exposition [13]. Developed exposition represents the 
complete video information having a subject basis; 
fragmentary exposition contains separate fragments, 
situations.  

The after-viewing stage is the process of studying 
following a video information perception. First of all, this is 
the control having various purposes and forms. Control can be 
carried out in various forms: oral, written, face-to-face, 
individual, question-answer; in different volume - control of 
the plot understanding, control of perception and discussion of 
separate details of a plot. Control can be intermediate and 
total. The after-viewing stage is aimed at formation, 
development and perfection of a foreign language 
communicative competence on the basis of lexical, 
grammatical and cultural video information maintenances. 
This is a question of introduction, training and fastening 
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language, speech and cultural material on the basis of the 
decision of various educational problems. 

Actualization of a foreign language communicative 
competence represents a result of work with video 
information.  It represents actually a stage of realization of the 
global purposes of work with video information.  
Actualization stage continues during all further use of a 
foreign language by the student. Frameworks of this process 
seem hard to be defined exactly. Nevertheless, we consider 
this stage should be necessarily allocated. 

If we consider all stages of work with video information 
mentioned above, a variety of the training purposes, viewing 
types, specificity of the subject "Foreign language", it is 
possible to offer a number of operations sequences. They can 
be presented as algorithms of work with video materials which 
we suggest to use in foreign languages training.  

Illustrative viewing. The main objective is demonstration 
of language or cultural phenomena. For example, we can use 
teaching material containing regional geographic information, 
the basic sights of any city of the studied language country. 
The grammatical phenomenon studied by students is possible 
to be illustrated by a corresponding fragment from speech of 
one of heroes of video information in which this grammatical 
phenomenon appears. Nonverbal ways of the native speakers’ 
dialogues, various gestures, and signs also can be illustrated 
by video information. For illustrative viewing there are some 
algorithms of training technology. They differ in pre-viewing 
work. Fig. (1) shows the algorithm for illustrative viewing. 

Pre-viewing tasks for perception of
phenomenon illustration with or without its

preliminary comments

Video information
presentation

Control

Discussion and actualization of the
phenomenon illustrated

Yes

No

 
Fig. 1. Algorithm of foreign languages training process based on video 

information (illustrative viewing) 

Let us consider the block diagram presented on Fig. 1. The 
algorithms consist of 2 stages uniting 4 blocks. The distinction 
between algorithm’s variants consists in the following. In the 
first variant of algorithm students are offered to fix 
independently the certain phenomenon in the course of 
viewing, and then to pass to its discussion. For example, to 
fix, what sights have been shown during walk on a city. In the 
second variant of algorithm the description of the phenomena 
and objects which they will see is offered to students, 
comments are given, and then the video information is shown. 
For example, sights are listed, their characteristics are given, 
photos and drawings are shown, the background is told, and 
then it is offered to look at all it in video information. The first 
kind of algorithm actually is a version of search viewing, but 

in this case we pay attention to illustrative function of 
viewing.   

Fact-finding viewing. When realizing a fact-finding 
viewing students’ attention has to be attracted to video 
information as a whole without concentration on certain facts. 
The basic educational problem which faces students consists 
in finding out the basic information and problems as a result 
of viewing. The information processing is made consistently 
and involuntarily and results in construction of complex 
images.  

Studying viewing. This kind of viewing provides full and 
exact understanding of all video information as much as 
possible, and its critical processing. There are some variants of 
training technology algorithms based on studying viewing.  

Critical viewing. During viewing of this kind the video 
information actually plays a role of a situational basis for the 
organization of the further discussion. Tasks for critical 
perception are formulated, and then critical viewing is carried 
out. It is followed by the problems understanding control. In 
this way we have a situational basis for discussion which 
follows.  

Critical viewing is a version of illustrative viewing as the 
illustration of a problem which will be discussed is actually 
carried out. We define it as a separate kind of viewing to 
underline the critical relation to a material which is subject for 
viewing. It is an indispensable condition of the further 
discussion organization. Critical viewing promotes formation 
and development of the critical thinking which is considered 
to be very important for a personality development. 

Search viewing is focused on work with video information 
of cultural or special professional character. This kind of 
viewing is aimed at searching some special information.  

The quality and efficiency of education and knowledge 
processing by students based on audiovisual technologies have 
been evaluated in experimental research.  

III. RESULTS 
Experimental research has been carried out in two groups of 

students: control and experimental. Both groups were studying 
foreign languages. The period of studies, the quantity of 
students, the starting level of foreign language communicative 
competence, the program contents were identical. The groups 
were working with the identical books. But experimental 
group was proposed to use video information in education 
process. Control group has never used video materials in 
studies. 

For the communicative competence level estimation we use 
calculation of mastering factor of teaching material [20]. 
Mastering factor is considered to be a unit of measure for a 
communicative competence level. It is measured by the 
following 

k
mQ
k
m

,                                                                            (1)               

where Q corresponds to mastering factor; m  means the 
number of the right answers; k is the number of possible 
answers.  
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Diagram on Fig.2 illustrates a comparison among results of 
the analysis of mastering factor for control and experimental 
groups for three years of training. The measurements have 
been based on complex tests composed by the author.  

 

 
Fig. 2. Diagram of dynamics of mastering factor for control and 

experimental groups  
 
Students’ communicative competence level is considered to 

be an indirect indicator of students’ satisfaction of the foreign 
language teaching technique based on video tools. To compare 
student’s activity results in control and experimental groups in 
the subjective plan we have calculated the index of 
satisfaction by a foreign language teaching technique in these 
groups. The students’ satisfaction by foreign language 
learning represents the subjective plan of activity. The indexes 
of students’ satisfaction and importance factor have been 
defined by means of questionnaires developed by authors. 
Fig.3 shows the dynamics of students’ index of satisfaction in 
the conditions of traditional and video based training.  

The effectiveness and the quality of education are evaluated 
by means of two parameters: change of level of competence 
and students’ satisfaction of training methods. 

 

 
 
Fig. 3. Diagram of dependence of indicators of students’ index of 

satisfaction in the conditions of traditional and video based training from a 
year of group formation 

IV. DISCUSSION 
The analysis of the data of training results allows to make 

the following conclusions: 
1. According to the final language tests results the mastering 
factor after 2 years of training testifies that the offered 
program, both in control, and in experimental groups is 
acquired 
2. The communicative competence level of experimental 
groups is higher than in control groups. Average mastering 
factor is equal to 0,78 - 0,85 in experimental groups, to 0,61 - 

0,63 in control groups. At the end of the first year of training 
mastering factor is higher in experimental groups, than in 
control on the average on 0,2; at the end of the II year of 
training - on 0,23. 
3. Use of audiovisual technologies in foreign languages 
training leads to quantitative increase mastering factor that is 
expressed in qualitative increase of level of students’ 
communicative competence in foreign languages.  

Above descriptions show that the methods of exploiting 
video information in foreign languages training could vary 
greatly in many aspects. Moreover, some techniques can be 
easily integrated into other methods and forms of education 
process.  

While comparing the index of students’ satisfaction with a 
technique of foreign languages teaching in high school we 
should note the following: 
 the students studying foreign languages in high school are 

satisfied by technologies of teaching; it has been proved by the 
fact that the average index of satisfaction is positive in 
general, see Fig.3; 
 the general index of students’ satisfaction with a technique 

of foreign languages teaching tends to increase during all the 
period of studies in experimental group; in control group we 
see an insignificant decrease of students’ satisfaction; 
 the index of students’ satisfaction with a technique of 

foreign languages teaching in experimental group is higher 
than in control group, see Fig. 3; it means that the education 
technologies based on video are more interesting and more 
useful for students. 

Variants of pedagogical algorithms of technology 
realization are applicable for work with any kind of video 
information taking into account possibility of entering of some 
changes connected with depth of perception of a material. 
From the point of view of sequence of actions they consider 
psychological features of video information perception, and 
also methodical features of the organization of foreign 
language educational process. The application of the 
developed algorithms will promote the most rational 
organization of educational process on the basis of the 
maximum use of all advantages of audio-visual synthesis and 
taking into account all stages of communicative competence 
formation. Training process will be even more effective if in 
realization of audiovisual technologies of training style 
characteristics of students about which it was told above are 
considered.  

V. CONCLUSION 
A central idea of this paper is to bring the common sense of 

humanistic thinking to the area of foreign language teaching 
based on video work in accordance with some simple 
principles: 
 the learner is considered to be a center of education 

process as actor, doer, creator, and interpreter of video; all 
education process is organized for learner and is aimed at 
formation and development of foreign language 
communicative competence; 

 the teacher offers the learner video resources of different 
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types in various forms and stages; they are selected by 
teacher and processed for being used in education process; 
the operational part of audiovisual technologies is realized 
by pedagogicas algorithms; their selection is defined by 
purposes of education process; 
since learners (and teachers) are very different from one 
another, they need to be provided with a wide range of 
activities and stimuli; 
all text is produced by the students - when viewing they 
produce their own very particular, internal version of what 
is on the screen; when videoing they make all the decisions 
both behind and in front of the lens; 
even course book material can have life breathed into it by 
letting the students take it over and re-fashion it in their 
own special way; 
experimental research has shown the effectiveness of 
audiovisual technologies use in education process. 

VI. CURRENT AND FUTURE DEVELOPMENTS

This paper has presented a review of the state of foreign 
languages training audiovisual technologies and recent patents 
in this field. We briefly discussed the problem of using video 
in training process. Successively, we focused our attention on 
different types and forms of video information: video films, 
video information and self-made video. Moreover, this study 
allowed us to underline the main features of different types of 
video used in foreign languages training process. The 
experience of teaching with video meets expectations and 
clearly confirms the application and the use of video in 
education .  

Our goal for the future is greater use and further 
development of audiovisual technologies in foreign languages 
training.  Further development of the humanistic environment 
and its effective co-existence with existing traditional tutorials 
requires different approaches and collaboration.  

Our past experiences and current trends in audiovisual 
technologies clearly determine and will determine our future 
directions and activities in this area.  

The current situation in foreign languages teaching [10-13] 
should prompt us to conduct more researches on audiovisual 
technologies, developing new algorithms and tasks to increase 
the effectiveness of foreign languages teaching. 
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Abstract—The paper has analyzed the current methods for 
developing automated adaptive learning systems. The authors 
have proposed the adaptive learning system based on the author’s 
method of the synthesis of a learning path and the set of main 
models (models of subject domain, designer’ profile, test) for 
training designers. The paper has presented the problems relating 
to the development of learning system architecture. 

Index Terms— Automated learning system, model of a subject 
domain, model of a learner, personalized learning process. 

I. INTRODUCTION

Today the promising direction in the computer-based 
learning is the usage of adaptive and multimedia technologies. 

The main purpose of adaptive systems is to realize learning 
management based on user’s personal characteristics. The 
adaptive methods allow making learning process shorter and 
more efficient through creating a comfortable learning 
environment for trainees. For this, the authors propose to change 
the pace of learning process, number of hours, the sequence of 
training materials, assignments, and content. 

The mathematical support of adaptive system includes the 
model of a trainee’s profile and model of a subject domain that 
are a basis for creating a personalized learning path. Using the 
tests for determining the trainee’s current level of knowledge the 
learning system forms the trainee’s profile. The learning system 
should provide both with theoretical and practical training on the 
computer-aided design (CAD) system and make an assessment 
of trainee’s current level of competences and skills. It should 
teach trainees to carry out design activities.  

Despite advances in adaptive learning system development 
the problems of learning systems’ integration into the CAD 
system haven’t been completely solved yet. 

The study is concerned with an adaptive learning system 
based on the author’s method of learning path synthesis. 

II. THE METHODS AND TOOLS FOR ADAPTIVE MANAGEMENT 
OF LEARNING PROCESS IN AUTOMATED LEARNING SYSTEMS

The set of methods and tools for adaptive management of 
learning process [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] have been studied 
by authors. The common drawbacks with these methods and 
tools consist in:  

• the lack of dynamic content of domain model doesn’t
allow the learning system to automatically include hybrid 

knowledge and enterprise’s experience units into training 
process;  

• effort in filling up with training and practical materials.
The analysis has shown that automated learning systems

don’t take into consideration the training specifics of design 
activity; there is no integration of the profile of designer’s 
competences with his (her) design activity and with the 
enterprise design solution database. 

III. DOMAIN MODEL OF MECHANICAL ENGINEERING DESIGN

The domain model is based on the ontology and consists of 
three levels: the scheme level, presentation level and practical 
level. 

The scheme level describes the domain knowledge structure 
and relations among the knowledge units. At this stage the order 
of studying the elements is determined.  

The presentation level is a set of training materials and 
reference books in hypertext form. The reference books are 
additional materials presented as hyperlinks for optional review. 
There are three types of supplementary training materials: 
reference books, glossary, and similar training materials. 

The practical level is a level for designer’s skill testing: the 
ability to perform design activities based on the acquired 
knowledge of automated design and design practice. This level 
is represented by a set of design solutions. 

In subject domain there are the following classes: 
• knowledge atoms;
• terms/concepts are the atoms grouped by any principle;
• training materials are the materials for studying. One

of the types of training materials can be reference
books.

• the purposes of training group atoms that should be
studied;

• competences group the atoms that are included into this
competence. Competences are a subclass of the
purposes of training.

The domain model is given by: 

7O = (PSL, T, R, F, Ax)C7 7<D=7

where PSL is a set of design solutions, T is terms of application 
areas described by ontology. 

A set of terms is given by: 
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 T = {С, InTC7777 777777<H=7

where C = {A, P, D, GOAL, COMP} is a set of ontology classes 
(A is knowledge atoms, P is terms/concepts, D is training 
materials, GOAL is the training objectives, COMP is 
competences), the “Training material” class has a slot of 
“Reference book” with a range of true or false values. 

In is a set of objects of ontology classes. 
R is a set of relations among ontology objects: 

7 7777R = {Rlearn, Rpart, Rnext}. 77777 77777777777777777777<J=7

where Rlearn – is a "be_studied_in" binary relation with 
«connected_to» semantics and connecting objects of ontology 
classes («Atom», «Concept») to the objects of 
«TrainingMaterial» class, 

Rpart – is a "be_a_part_of" binary relation with «part_of» 
semantics and connecting objects of ontology classes («Atom», 
«Concept») to the objects of «Concept», «Thetraining 
objectives» classes, 

Rnext – is "be_studied_after" binary relation with «after_of» 
semantics and connecting objects of ontology classes («Atom», 
«Concept») to the objects of «Concept» and «Atom» classes. 

A set of interpretive functions is given as: 

 F = {Fatom_op, Fpsl_a, Fedu, Fdefine, Fsimilar, T}. (4)  

where Fatom_op: A → {Operation} – is a function of 
displaying an object of the «Atom» class on a set of operations 
of design solution,  

 Fpsl_a: PSL → {A} – is a function of displaying design 
solutions on a set of objects of «Atom» class, 

Fedu: {A} → {D} – is a function of creating an ordered set 
of training materials for studying the certain knowledge atoms, 

Fdefine: P → {D}  –is a function of searching for training 
materials describing a certain concept, 

Fsimilar: D → {D}  –is a function of searching for similar 
training materials, 

T: D → N – is didactic complexity of material. 
A set of axioms is given by: 

 Ax = {AxAHP, AxAHD, AxPAfP, AxPAfA, AxAAfP}. (5) 

where AxAHP – «atoms are part of the terms/concepts», if the 
Y atom is a part_of the X term/concept, which is a part of the Z 
term/concept, the Y atom is a part of the Z term/ concept, in the 
form of Semantic Web Rule Language (SWRL): 
Term/Concept(?x)  Atom(?y)  Term/Concept(?z)  be_a part 
of (?y, ?x)  is_a part of (?y, ?z) → be_a_part of  (?y, ?z). 

AxAHL – «atoms are a part_of  the training objectives», if 
the Y atom is a part_of  the X term/concept, which is a part of 
the training objective of Z, the Y atom is a part of  the training 
objective of Z,  in the form of SWRL: Term/Concept(?x)  
Atom(?y)  the_training_objective (?z)  be_a_part of  (?y, ?x) 

 be_a_part of  (?y, ?z) → be_a_ part of (?y, ?z). 
AxAHD – «atoms are a part_of training materials», if  the 

Y atom is a part_of the X term/concept, which is studied in 

training material of Z, the Y atom is studied in training 
materials of Z, in the form of SWRL: Term/Concept(?x)  
Atom(?y)  Training Material(?z)  be_a_part of (?y, ?x)  be_ 
studied_in(?y, ?z) → be_ studied_in (?y, ?z). 

AxPAfP – «atoms are studied after atoms», if the Y atom is 
a part of the X term/concept, which is studied after the Z 
term/concept, and the C atom is a part of Z, the Y atom is 
studied after C, in the form of SWRL: Atom(?y)  
Term/Concept(?x)  Term/Concept(?z)  Atom(?c)  be_ 
a_part_of (?y, ?x)  be_a_part_of  (?c, ?z)  be_ 
studied_after(?x, ?z) → be studied after(?y, ?c). 

AxPAfA – «terms/concepts are studied after atoms», if the 
Y atom isa part of the X concept, which is studied after C atom, 
and the Y atom is studied after C, in the form of SWRL: 
Atom(?y)  Term/Concept(?x)  Atom(?c)  is a part_of  (?y, 
?x)  be_ studied_after(?x, ?c) →be_studied_after(?y, ?c). 

AxAAfP – «atoms are studied after terms/concepts», if the 
Y atom is studied after the X term/concept and the C atom is a 
part of X, the Y atom is studied after C in the form of SWRL: 
Atom(?y)  Term/Concept(?x)  Atom(?c)  is a part_of  (?c, 
?x)  be_studied_after(?y, ?x)→ be_studied_after(?y, ?c). 

IV. THE DESIGNER’S PROFILE MODEL 
To assess the designer’s knowledge, the authors have chosen 

the overlay model which represents the knowledge as an overlay 
on the developed domain model. Each knowledge atom is 
corresponded to a level of trainee’s knowledge of the certain 
atom and quantity of control measurement of this atom. Each 
knowledge atom is also corresponded to a level of skills and 
quantity of skill control measurement. The levels of knowledge 
and skills are changed after testing. 

The designer’s profile model is given by: 

 U = (UA, P, C, P_AB, C_AB, ACT_G, ACT_C). 7 <U=7

where UA – is a subset of knowledge atoms that should be 
studied, 

P = A → [0 .. 1] –is a knowledge level of the A atom, 
C = A → N – is a number of control measurement of 

knowledge of the A atom, 
P_AB = A → [0 .. 1] – is a skill level of the A atom, 
C_AB = A → N – is the number of control measurement of 

the A atom skills, 
ACT_G = A → N – is the total number of actions when using 

the reference skill of the A atom, 
ACT_C = A → N – is the total number of actions in the 

current use of the A atom skill. 

V. DESIGN TASK MODEL  
To check the designer’s skill level, the practical tasks on 

developing the design solutions are used. The system 
automatically compares the solution with the reference design 
solution and corrects the skills level and the number of control 
measurements of certain knowledge atoms. 

The design task model is given by: 

 PTZ = (pq, std_start, std_finish). <W=7
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where pq is a description of a task, std_start – is an initial design 
solution, std_finish – is a reference design solution. 

The model of the design task solution is given by: 

 UPTZ = (U, PTZ, psl, Ap, An). (8) 

where U – is a designer’s profile, PTZ – is a practical task, psl – 
is a design solution, Ap – is a subset of knowledge atoms for 
which the skills of designer are confirmed, An – is a subset of 
knowledge atoms for which the skills of designer are not 
confirmed. 

After the analysis of the design solution the designer’s 
profile is corrected. A set of knowledge atoms, for which the 
trainee's skills are confirmed, change the skill level and the 
number of control measurements by the formula: 

C_ABafter= C_ABbefore + 1, PABafter= (PABbefore∙CABbefore+1)/             
(CABbefore+1).  (9) 

For which the student's skills are not confirmed: 

C_ABafter= C_ABbefore + 1, PABafter= (PABbefore∙CABbefore-1)/                    
(CABbefore+1).77 <D\=7

VI. THE SCENARIO MODEL 
The scenario consists of stages containing a set of training 

materials, tests and design tasks. For each scenario a subset of 
knowledge atoms that the trainee should study is defined. 

The scenario model is the following: 

ST = (A, P, D, TZ, PTZ, PERIOD, Fd_d, Fphase_tz, 
Fphase_ptz, Fphase_d, Fphase_first, Fnext_phase). <DD=7

where A – is a set of knowledge atoms, P – is a set of concepts, 
D – is a set of training material, TZ  – is a set of tests, PTZ – is 
a set of practical tasks, PHASE – is a set of scenario stages, 
Fd_d = D → D – is a function of training materials sequence, 
Fphase_d = PHASE → D* – is a function of belonging a 
training materials subset to the certain scenario stage, 
Fphase_tz = PHASE → TZ* – is a function of belonging a test 
subset to the certain scenario stage, Fphase_ptz =PHASE → 
PTZ* – is a function of belonging a practical tasks subset to the 
certain scenario stage, Fnext_phase = PHASE → PHASE – is a 
sequence function of scenario stages, Fphase_first = PHASE → 
D – is a function of the first training material at the certain 
scenario stage. 

VII. LEARNING PROCESS MODELING (MODELING THE 
LEARNING PROCESS) 

The algorithm used to generate a personalized scenario in 
detail with mathematical expressions is given in [12]. The 
detailed description of this algorithm consists of the following 
steps. 

1. The choice of the purpose of education. 
2. Download of the basic training scenario. 

3. The designer consistently studies the training material in 
the framework of the stage, including additional information 
assets of an industrial enterprise. 

4. The results of testing correct the level of designer’s 
knowledge. 

5. Testing the skills based on design tasks. 
6.Assessment of the level of knowledge and skills. If the 

level is satisfactory, the designer moves on to the next stage of 
the scenario, on the second step. The learning process is 
concerned to be over if there is no next step. In case of 
unsatisfactory level of knowledge and skills a personalized 
learning scenario is formed on the seventh step. 

7. The choice of the knowledge atoms requiring further 
study. 

8. Generation of a personalized learning scenario. The 
selection of training materials. 

9. The formation of a set of tests and design tasks. 
10. Control testing. 

VIII. THE ARCHITECTURE 

 
Fig. 1.  Learning system architecture 

The learning system architecture is shown in Fig. 1, a client-
server architecture has been chosen as its basis. The customer 
implementation is a web application through which the user 
interacts with the learning environment. The learning system is 
based on the operating system Windows 7. The databases of 
design solutions, domains, trained engineers are stored on the 
MySQL 5.1 server. The generator of the learning path, test 
analysis, subsystem of the analysis of trained engineer’s 
activities, web application is developed on PHP 5.3. The design 
solutions analysis is on C # 2.0. KOMPAS-3D. It is a CAD 
system of "Ascon". Altium Designer is a comprehensive 
computer-aided design system for radio-electronic tools 
developed by the Australian company called Altium. 
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IX. CONCLUSION 
The automated training system using the new ontological 

domain model and a method of creating a personalized learning 
scenario have been developed. The ontological domain model of 
mechanical design is characterized by using the hierarchical and 
ordinal relations as well as by the integrating with design 
solutions. A method of creating a personalized learning scenario 
is characterized by the use of dynamic tools of interaction 
learning space models (trainee, test, test execution, practical 
task, practical task solution, scenario) with the ontological 
domain model and provides the formation of dynamic learning 
paths and reduction of training time. 
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 Abstract – A Loran-C system is a hyperbolic navigation 
system which works based on the TOA methods. The cycle 
identification and ECD estimation accuracies have considerable 
effects on the Loran-C system receivers localization accuracy so it 
is important to estimate the reference point and ECD as precisely 
as possible. White Gaussian noise degrades the performance of 
cycle identification and ECD estimation. Also, the error in cycle 
identification or ECD estimation degrades the performance of 
another one. In this paper two proposed methods for cycle 
identification and ECD estimation are evaluated in presence of 
white Gaussian noise and it will be described the relations 
between the cycle identification and ECD estimation. The 
simulations results show that the proposed methods are robust in 
presence of white Gaussian noise. 
 
 Index Terms – Loran-C, Cycle Identification, ECD 
Estimation, White Gaussian Noise  
 

I.  INTRODUCTION 
 A Loran-C system is a hyperbolic navigation system based 
on the TOA methods. A Loran-C system consists of one 
Master station and at least two secondary stations which are 
organized into a chain. The master station transmits 9 pulses. 
The first eight pulses are 1 millisecond apart from together and 
the ninth pulse spaced 2 milliseconds after the eighth pulse. 
The secondary stations transmit a series of eight pulses, each 
spaced 1 millisecond apart from together too [1]. Once the last 
secondary has transmitted, the master transmits again, and the 
cycle is repeated. The period consists of two series of pulses 
for each station and it is called the group repetition interval 
(GRI) which is an important characteristic of the chain. The 
location of a receiver is computed based on the master and 
secondary stations time of arrival differences. To obtain the 
time of arrival, the reference point of each pulse must be 
detected. The detection accuracy has considerable effect on the 
estimation of the receiver’s location. The process of obtaining 
of the reference point is called cycle identification and usually 
the 3rd zero crossing point is chosen to be the reference point 
[1]. Another important characteristic is the envelope to cycle 
difference (ECD) which indicates that the envelope shifts in 
time which it is illustrated in Fig.1. ECD can cause error in 
cycle identification on condition that it to be more than 2.5 
μsec [2]. The cycle identification is a challenging task in 
presence of white Gaussian noise which usually occurred in 

applications. Most of the receivers use several GRIs to obtain 
a low noise signal. In this paper it is focused on obtaining the 
reference points and ECD without using several GRIs. The 
proposed methods can also be used for the times that a signal 
is obtained from several GRIs. 

The reminder of this paper is organized in the following 
manner. In the section II some cycle identification methods are 
described and the proposed method is introduced. In the 
section III some ECD estimation methods are described and it 
is introduced the proposed method. Then, in the section IV the 
inference of ECD on cycle identification is analysed and in the 
section V the simulations results will be given for different 
SNRs, eventually in the section VI it will be concluded. 

 

Fig 1. ECD = 0 (blue) and ECD = 6 μs (red) 
 

II. CYCLE IDENTIFICATION 
Cycle identification is the process of detecting 3rd zero 

crossing point of a Loran-C signal. This process has 
considerable effect on the accuracy of a receiver localization. 
In [3] the delay and sum method (HCPR) is used which uses 
addition of the signal and delayed version of it to obtain a 
suitable signal to find the 3rd zero crossing point. This method 
is described in section A. 

A. Delay and sum method 
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The delay and sum method is also known as the Half 
Cycle Peak Ratio (HCPR) method. If y(t) is the received signal 
and t is in μsec, the synthetic signal z(t) is created as: 

)5()()( ��
� tytytz 8 .                     (1) 

where α is defined in as: 
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Fig. 2 shows z(t) and the zero crossing points which are 
marked with ‘+’. As it is illustrated in Fig. 2, there is a phase 
reversal at the 3rd zero crossing point which can easily be 
detected by sampling z(t-5) and z(t+5) of supposed zero 
crossing point until z(t-5) and z(t+5) have opposite signs [3]. 
For more information about the delay and sum method see [3] 
and [1]. To investigate other methods, see [5] please. 
 

B. The proposed method for cycle identification 
 In this paper it is proposed a method for cycle 
identification which is robust in presence of white Gaussian 
noise. If y(t) is a LORAN-C single pulse, the match filter of 
the y(t) is defined as: 

)()( tTytg ��                                 (3) 
where T is the maximum value of t. The LORAN-C received 
signal is filtered with g(t) and Hilbert transform is used to 
obtain the envelope of the signal. To remove spurious peaks 
caused by the noise, a hamming filter is used and peak of the 
obtained signal shows the beginning of suitable signal. The 3rd 
zero crossing point is 30 μs after the beginning of this signal. 
The block diagram of the proposed method is shown in Fig 3 
and Q(t) signal is shown in Fig 4. 
 

III. ECD ESTIMATION 
A. ECD Introduction 

 ECD is the varied Loran-C signal’s envelope. Eq. 4 
illustrates Loran-C signal in presence of ECD as: 
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where T is ECD value and PC is the value of the phase coding. 
In normal conditions, the value of ECD is zero. When the 
signal travels, the velocity of the propagation changes slightly 
with frequency and some components of the Loran-C signal 
travels faster than the others which results in ECD [3]. 
 Many researches have been researched about ECD. In [4] 
Peterson and Dewalt used the collected data of some flights to 
estimate the relations between conductivity and ECD. They 
obtained a curve which shows that increasing in conductivity 
decreases ECD in nonlinear form. This Paper focuses on the 
obtaining value of ECD directly from the signal. This paper 
does not intend to model ECD, for ECD modeling see [4] and 
[2] please. 
 

 
Fig 2. The Synthetic signal z(t) and four zero crossing point 

 

 
Fig 3. The block diagram of the proposed method 

 

 
Fig 4. y(t) and Q(t) of Fig 3. 

 
B. ECD Estimation Based on LSE 

 This method is described in [6]. The first envelope of the 
signal is obtained using Hilbert transform after applying the 
minimization algorithm like the steepest descend or the 
Newton-Raphson algorithm which are used to find the 
minimum of the cost function as: 
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where )( isy  is a sample from the given signal and N is the 
number of samples which are used for obtaining the cost 
function. The cost function of Eq. 5 is a convex function which 
means that it has only one minimum. 
 

C. The Proposed Method for ECD Estimation 
 The first signal is detected by the match filter, then the 
envelope is obtained by Hilbert transform. In the next step, 
two different points of the signal (from single envelope pulse) 
are sampled according to Eq. 6 and Eq. 7 as: 
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In Eq. 6 and Eq. 7, only T and A are unknown (the phase 
coding is known). If Eq. 6 is divided by Eq. 7, in the obtained 
equation only T is unknown and after few mathematical 
manipulations, it will be obtained Eq. 8 as: 
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Solving Eq. 8 results two answers, the nearest result to zero is 
the value of ECD. This method has low computational 
complexity and does not need the use of optimization 
algorithms. The values of C1 and C2 should be enough high 
then it can be robust in presence of white Gaussian noise. 
 

IV. INFERENCE OF ECD ON CYCLE IDENTIFICATION   
The cycle identification proposed method uses the 

envelope to obtain the reference point location. When ECD is 
not zero, the location of the reference point is changed and the 
error will be occurred. Alongside with that ECD estimation 
needs exact timing of the signal, so that error in the reference 
detection leads to the error in ECD estimation. To solve this 
problem, it is need to find the exact location of the reference 
point. The location of the exact reference point is obtained as. 

ECDdrefreferencereal 
�                (11) 

In Eq. (11), dref is the detected reference point and the real 
reference point is the exact reference point. If ECD is between 
2.5 μsec and -2.5 μsec, to reduce effect of ECD on the 
reference point detection, the nearest zero crossing point to the 
result of the proposed method for cycle identification will be 
the exact point of the reference point. 
 

V.  SIMULATIONS AND THE RESULTS 
 To evaluate the performance of the proposed methods and 
compare them with the other methods in presence of white 
Gaussian noise, the results are simulated for different SNRs. 
Because of random nature of the noise, the results are 
evaluated 100 times and the average of the results are written 

in the paper. Table I show the values of the different 
parameters.  
 The results of the proposed method and delay and sum 
method for cycle identification are given in TABLE II. It is 
important to note that the error which is caused by the 
sampling frequency is not considered in the results given in 
TABLE II and TABLE III. TABLE II is the result of cycle 
identification on condition that ECD is zero. TABLE II shows 
that the proposed method works well especially for low SNR 
and the improvement is considerable. For SNR above 50 dB 
the both methods work properly. For evaluation of ECD, same 
procedure has been done and the results are shown in 
accordance with the known reference point from TABLE III. 
Although the amplitude of the sample is considered in 
computation of ECD, the proposed method is robust in 
presence of white Gaussian noise. The proposed method for 
estimation of ECD does not have computational complexity 
and it is suitable for implementation. 
 
 

TABLE I. THE VALUES OF THE PARAMETERS 

number 
parameters and values 

parameter value 

1 Type of Loran-C signal simulation 

2 Sampling frequency 2000000 

3 Filter type FIR 

4 Length of filter 57 

5 Noise type white Gaussian 

6 Noise combination method additive 

 
 

TABLE II. CYCLE IDENTIFICATION EVALUATION1 

column 
Cycle identification evaluation 

SNR(dB) Delay and sum(μs) Proposed(μs) 

1 30 1.2 0.83 

2 40 0.8 0 

3 50 0.35 0 

4 60 0 0 

 
 

TABLE III. ECD EVALUATION 

column 
ECD estimation error 

SNR(dB) LSE(μs) Proposed(μs) 

1 30 0.3 0.058 

2 40 0.1 0.017 

3 50 0.03 0.004 

4 60 0.0057 0.0067 

                                                           
1 Error is evaluated without consideration of sampling 
frequency error 
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VI. CONCLUSION 
 A Loran-C system is a hyperbolic navigation system 
which works based on the TOA methods. The cycle 
identification and ECD estimation accuracies have 
considerable effects on the Loran-C system receivers 
localization accuracy so it is important to estimate the 
reference point and ECD as precisely as possible. White 
Gaussian noise degrades the performance of cycle 
identification and ECD estimation. Also, the error in cycle 
identification or ECD estimation degrades the performance of 
another one. In this paper two proposed methods for cycle 
identification and ECD estimation evaluated in presence of 
white Gaussian noise and it described the relations between the 
cycle identification and ECD estimation. The simulations 
results showed that the proposed methods are robust in 
presence of white Gaussian noise. Also, it described that the 
occurred error in ECD or cycle identification can degrades 
another one’s accuracy. The result of TABLE II and TABLE 
III showed that the proposed methods outperform to the 
compared methods. Another point is that the proposed 
methods are stable in presence of white Gaussian noise which 
makes them suitable to use in low SNR conditions. In this 
paper the sky waves and inferences issues were not taken into 
account. The proposed methods are not robust in presence of 
the sky waves. In future, it will be analyzed the methods which 
can be robust in presence of the sky waves and inferences. 
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Abstract— The article presents first step of the modeling of the 
virtual environment and the description of hardware and 
software tools for its development. This environment simulates a 
laboratory for the study of the characteristics of multimode 
optical fibers, which in the future will provide interaction with 
the biophysical objects. This three-dimensional model will allow 
the students of different technical specialities to study the 
automated systems laboratory course productively. 

Index Terms— virtual research laboratory, virtual 
environments, project-based learning 

I. INTRODUCTION  
Improving the quality of highly qualified specialists 

training is an urgent problem because of the constant increase 
in the number of high-tech equipment in various sectors of 
manufacture. Therefore, it is necessary to improve methods of 
teaching students in higher educational institutions of technical 
and natural scientific profile. Thus, the use of virtual reality 
technology opens new possibilities in the organization of 
students learning [1].  

The existing development of the virtual laboratories have a 
number of significant drawbacks. Many of them model only 
simple physical processes, and do not provide the "immersion" 
of the student in the 3D interactive environment of the 
phenomenon under study, with the possibility of natural 
interaction with objects (artificial and/or real) in a virtual 
environment. The second problem is the narrow focus of 
laboratory-based work. These problems can be solved by using 
the proposed virtual reality technology that allow creating a 
virtual environment simulating a laboratory and providing 
interaction with the biophysical objects. The software used for 
the development of this virtual laboratory are described below. 

II. SOFTWARE AND HARDWARE 
Currently, the area of optoelectronics as fiber-optic sensors 

is being actively developed [2]. In this work, the task was to 
create the 3d model scientific laboratory for the study of the 
characteristics of multimode optical fibers used in the 
construction of fiber-optic pressure sensors. Subtasks were: 

� Design of interior of the laboratory for a specific theme 
(from a framework to a full room in the virtual 
environment). 

� Setting up materials (virtual materials are set according 
to properties of real materials – transparency, 
reflection, light diffusion, roughness, topography, etc.). 

� Adjusting the direction, power, lighting spectrum. 
Primarily, the development of the virtual laboratory 

includes the creation of the room in which will be virtual 
hardware.  As well as the actual equipment. At the initial step, 
three-dimensional mathematical model of the scene and the 
objects in it was established.  

For modeling the software package Autodesk 3ds Max was 
used. This is a full-featured professional software system for 
creating and editing three-dimensional graphics and animation 
[3]. It contains the latest tools for artists and professionals in 
the field of multimedia. 3ds Max has extensive tools to create 
various shapes and complexity of three-dimensional computer 
models of real or fantastic objects of the environment, using a 
variety of techniques and mechanisms, including the following: 

� Polygonal modeling that includes Editable mesh 
(editable area) and Editable poly (editable polygon) is 
the most common method of modeling is used to create 
complex models and low polygonal models. Generally, 
modelling complex objects converted to Editable poly 
starts with building a parametric object "Box", and 
therefore, the conventional method of modeling is 
called "Box modeling". 

� Simulation based on heterogeneous rational B-splines 
(NURBS) (it should be noted that NURBS modeling in 
3ds Max is so primitive that nobody uses this method). 

� Modelling based on the so-called "mesh chunks" or 
Bezier surfaces (Editable patch) — suitable for 
modeling solids of revolution. 

� Modeling using built-in libraries of standard 
parametric objects (primitives) and modifiers. 

� Modelling based on splines (Spline) with subsequent 
application of the Surface modifier — a primitive 
analogue of the NURBS which is convenient for 
creating objects with complex flowing shapes that are 
difficult to create by methods of polygon modeling. 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 698 12-14 Oct 2016, Baku, Azerbaijan



� modelling based on splines with application modifiers 
Extrude, Lathe, Bevel Profile, or create based on spline 
objects called Loft. This method is widely used for 
architectural modeling. 

The result was a simulated laboratory room identical to the 
real lab. The laboratory is used to perform the experiment for 
the study of optical fiber characteristics. The result is shown in 
Fig. 1. 

 
Fig. 1. A three-dimensional model of the laboratory 

It is important to note that the laboratory has a particular 
theme, so each object in the three-dimensional scene was 
modeled separately. For example, an optical table, which is 
very rigid and flat base, which accommodates equipment for 
experiments, precise measurements and precise assembly of 
components of complex technical devices and assemblies (Fig. 
2).  

In the model the table structure and materials were reflected 
with high precision. 

In the near future the lighting will be designed and realistic 
renderings of the laboratory will be created. And the camera 
will be set up (it revisualizing object that displays the scene 
view. The location and direction of view is determined by the 
position and orientation of the camera) for a more realistic 
overview of the laboratory for the observer. 

 
Fig. 2. Rendering of three-dimensional model of the optical table. 

III. CONCLUSION 
The organization of any research activities associated with 

the receipt and analysis of the results of the studies. This is a 
complex and laborious process that requires a lot of manpower 
and the unique expensive equipment. The problem of using this 
unique equipment can make the research difficult or even 
impossible at all. The use of a virtual environment that 
simulates the algorithm of the laboratory work is identical to 
the execution on real equipment for training of students of 
higher educational institutions will allow to solve this problem. 
This solution can improve the quality of training.  

As a result of work tasks in hand was performed. The 
ultimate goal is the creation of a full complex of research 
laboratories in various fields of science and technology, 
working in virtual reality. The effect of immersion will be 
provided with the use of manipulators as virtual reality 
headsets in conjunction with the motion controller. The 
proposed environment provides the most realistic 
implementation of the experiment, since the use of additional 
tools provides an immersive experience. 
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Abstract—This paper discusses the impact of pulse shaping
filter on the performance of orthogonal frequency division
multiplexing (OFDM) based visible light communication (VLC)
systems. Particularly, direct current biased optical OFDM (DCO-
OFDM) with square-root-raised-cosine (SRRC) pulse shaping
filters is investigated. The bit-error-rate (BER) performance of
the system is evaluated for different excess bandwidth parameters
(roll-off factors) and compared with the performance with
rectangular pulse shaping filter through Monte Carlo simulations.

Index Terms—Visible light communication, pulse shaping filter

I. INTRODUCTION

Visible light communication (VLC) has recently attracted

considerable attention due to its ability to convert every light-

emitting-diode (LED) based luminary into a wireless data

transmitter [1]. It is also considered as complementary tech-

nology [2] to radio frequency (RF) based wireless systems due

to not only providing low-cost and energy efficient solutions

but also its spectrum (430 − 770 THz) is not regulated and

does not interfere with RF signals. VLC is expected to find

place in many applications such as for indoor short-range

communications, vehicular networks, aircraft cabins, hospitals,

underground mines and underwater communications.

Intensity modulation and direct detection (IM/DD) schemes

are used for VLC due to the non-coherent characteristics of

LEDs. In IM/DD, the information is encoded by modulating

the intensity of light and a simple photodetector (PD) at the

receiver reconstructs the emitted information waveform. The

main constraints on IM/DD schemes are that the transmitted

signal must be real and positive valued. Therefore, VLC

was initially started with simple pulse modulation techniques

such as on-off keying (OOK) and pulse position modulation

(PPM) [3] where the data rate was mainly limited by the

bandwidth of the LEDs. Recent studies [4]–[8] have adopted

orthogonal frequency division multiplexing (OFDM) which

provides reliable transmission and achieves high data rate

over wideband channels. Due to the constraints of IM/DD

transmission, conventional OFDM structure, that has been in

use for RF systems, cannot be directly applied to VLC. In

order to overcome these constraints, different methods such

as direct current biased optical-OFDM (DCO-OFDM) [4],

asymmetrically clipped O-OFDM (ACO-OFDM) [5], flip (or

unipolar) OFDM [6], [7] and enhanced unipolar OFDM [8]

have been proposed. These methods differ in their spectral and

power efficiencies. In this work, we consider DCO-OFDM due

to its simplicity and considerably higher spectral efficiency.

Optical OFDM suffers from high peak to average power

ratio (PAPR). The amplitude levels that exceed the dynamic

range of the LEDs are usually clipped and the transmis-

sion is distorted. In the literature, several works investigate

the performances of different OFDM based systems with

clipping distortion [9]–[12]. None of the works, however,

considers the effect of pulse shaping filter. In this work, we

investigate the impact of pulse shaping filter in the context

of VLC, particularly when the OFDM waveform is clipped.

We consider rectangular pulse shaping filter as a benchmark

and compare its bit-error-rate (BER) performance with square

root raised cosine (SRRC) pulse shaping filters considering

different excess bandwidth parameters (roll-off factors). We

perform our analysis with a realistic indoor channel model

that has been adopted as a IEEE 802.15.7r1 VLC reference

channel model (Scenario III) [13].

The remainder of this work is organized as follows. In

Section II, we briefly summarize the IEEE 802.15.7r1 channel

model. In Section III, we present the transmission model of

DCO-OFDM based VLC. The BER performance results for

different pulse shaping filters are presented in Section IV.

Finally, we conclude the paper in Section V.

Notation: ||.||2, (.)∗ and [.]T denote Euclidean distance, com-

plex conjugate and transpose, respectively. ⊗ is convolution

operator and F{.} denotes Fourier transform.

II. CHANNEL MODEL

We use the reference channel model (see Fig. 1) adopted by

IEEE 802.15.7r1 Task Group “Short Range Optical Wireless

Communication” [13] where a living room environment with

the dimensions of 6 m x 6 m x 3 m is considered. The

environment includes table, chairs, couch, coffee table and

human bodies. The locations of 9 LEDs, which work at the

same power level and transmit the same information, are

shown in Fig. 1 (a). In the model, 8 test points (see Fig. 1 (b))
are chosen which are categorized into four groups. The groups

are: (a) PD with the location of D1 on the coffee table at a
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height of 0.6 m with with 45◦ rotation, (b) PDs with the

locations of D2 and D3 that are next to the wall at a height

of 1.7 m with 45◦ rotation, (c) PDs with the locations of

D4-D7 on the table at a height of 0.9 m and (d) PD with the

location of D8 on the top of couch at height of 1.1 m with 45◦

rotation. All PDs are presented by black color in Fig. 1 (b)
and the coordinates are D1: (0.6,−1, 0.6), D2: (−2,−2, 1.7),
D3: (2, 2, 1.7), D4: (−1.8, 1.5, 0.9), D5: (−0.2, 1.5, 0.9), D6:

(−1, 1.85, 0.9), D7: (−1, 1.15, 0.9) and D8: (1.7,−1.8, 1.1).
All the related parameters of the model are given in Table I.

(a)

(b)

Figure 1: Indoor room environment [13].

We represent the optical channel impulse response (CIR) for

each PD by ci(t) where i ∈ {1, ..., 8}. The CIR for each PD

is obtained by ray tracing simulations using Zemax R©. In this

work, we consider D1 as our destination terminal and Fig. 2

presents the obtained CIR with 1 nsec resolution. It can be

noticed that the root mean square (RMS) value of delay spread

is 9.64 nsec and the channel DC gain is 1.82 x 10−4.

III. SYSTEM MODEL

The block diagram of DCO-OFDM transmission is depicted

in Fig. 3.

In DCO-OFDM, binary information is first mapped to

complex symbols s1 s2 ... sN/2−1 based on the deployed

TABLE I: LIVING ROOM PARAMETERS.

Materials
Walls: Plaster, Ceiling: Plaster
Floor: Pinewood

Objects
Table with 4 chairs, Couch
Coffee Table, 4 human bodies

Object Specifications

Tables: Wooden
Chairs: Wooden matched with table
Couch: Cotton, Coffee table: Glass
Human body:

Shoes: Black gloss paint
Head & Hands: Absorbing
Clothes: Cotton

LED Specifications
Brand: CR6− 800L Cree Inc.
Half viewing angle: 40◦

Receiver area 1 cm2
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Figure 2: Optical channel impulse response (CIR) for D1.

constellation scheme such as M−order phase shift keying

(PSK) or quadrature amplitude modulation (QAM) where N is

the number of subcarriers. To ensure that the output of inverse

discrete Fourier transform (IDFT) is real-valued, Hermitian

symmetry is imposed on the transmitted signal which yields

XS =
[
0 s1 s2 s3 ... sN/2−1 0 s∗N/2−1 ... s∗3 s∗2 s∗1

]T
. (1)

The output of N− IDFT can be written as

xS [n] =
1√
N

N−1∑
k=0

XS [k]e
j 2πnk

N . (2)

A cyclic prefix whose length, denoted by NCP , is greater

than or equal to the delay spread of the channel is appended

to beginning of each OFDM frame and the parallel streams

are converted to serial. Before the digital-to-analog conversion

with the rate of TDAC , the discrete signals are upsampled

with a factor of TU and passed through transmit pulse shaping

filter which is denoted by gT [n]. A DC bias (VBIAS) is added

to shift the band-limited signal into operation range of LED

which is limited by turn-on-voltage (VTOV ) and maximum-

allowed voltage (VMAX). Fig. 4 illustrates the DCO-OFDM

waveform within the dynamic range of the LED.
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Figure 3: Block diagram of (a) transmitter and (b) receiver

sides of DCO-OFDM transmission.

V
tov

V
max

V
bias

Figure 4: DCO-OFDM waveform.

The amplitude levels of time domain continuous waveform

(xS(t)) beyond the dynamic range will be clipped such as

x̄S(t) =

⎧⎨
⎩
VMAX if xS(t) ≥ VMAX

xS(t) if xS(t) ∈ (VTOV , VMAX)
VTOV if xS(t) ≤ VTOV

(3)

The time domain received signal by PD can be written as

y(t) = Rx̄S(t)⊗ c(t) + v(t) (4)

where R is the responsivity of PD (A/W) and v(t) is additive

white Gaussian noise (AWGN) with zero mean and σ2
N

variance calculated by N0W where N0 is noise power spectral

density and W denotes the system bandwidth. We can also

write (4) as

y(t) = R(xS(t) + d(t))⊗ c(t) + v(t) (5)

where d(t) denotes the random distortion noise term with zero

mean [14]. Its distribution and power depend on the selected

pulse shaping filter and transmitted signal power.

After analog-to-digital conversion with the rate of TADC ,

the received sequence is passed through matched filter (gR[n])
and sampled with TU . Note that the symbol rate or sampling

interval (TS) is equal to TADC/TU under the assumption of

TDAC = TADC . The signal is converted to parallel streams

and cyclic prefix is removed. The signal on the kth subcarrier

at the output of N− DFT can be written as

Y [k] = R(XS [k]GT [k] +D[k])C[k]GR[k] + V [k]GR[k] (6)

where Y [k] = F{y(t)}, XS [k] = F{xS(t)}, D[k] =
F{d(t)}, GT [k] = F{gT (t)}, C[k] = F{c(t)}, GR[k] =
F{gR(t)} and V [k] = F{v(t)}. Let H[k] denote the fre-

quency domain bandlimited electrical channel impulse which

can be written as H[k] = GT [k]C[k]GR[k]. The output of

Maximum Likelihood (ML) decision rule is then written as

X̂[k] = argmin
x∈Φ

[
‖Y [k]−RH[k]x‖2

]
(7)

where Φ denotes the symbols in deployed constellation scheme

with the average symbol energy of EX . Then, the subcarrier-

based SNR can be written as

SNR[k] =
R2EX |H[k]|2

σ2
N +R2σ2

D |C[k]GR[k]|2
(8)

where σ2
D denotes clipping distortion term and depends on

pulse shaping filter selection.

IV. NUMERICAL RESULTS

In this section, we present the effect of pulse shaping filter

selection on the BER performance of the VLC system. All

simulation parameters are defined in Table II. It is assumed that

perfect channel state information is available at the receiver

side.

TABLE II: SIMULATION PARAMETERS.

Optical-to-electrical conversion loss (R) 1.0 A/W
Turn-on voltage (VTOV ) 2.75 V
Maximum-allowed voltage (VMAX) 4.00 V
Bias voltage (VBIAS) 3.375 V
Upsample factor (TU ) 50
Number of subcarrier (N) 1024
Length of cyclic prefix (NCP ) 24
Modulation 16−QAM
Sampling interval (TS) 50 nsec
Noise power (σ2

N ) −57 dBm

We consider square-root-raised-cosine (SRRC) pulse shap-

ing filter with different roll-off factors (α). The time domain

responses of considered pulse shaping filters are presented in

Fig. 5 and their frequency responses are available in Fig. 6. It

can be seen that SRRC filter with α = 0.1 has the lowest

peak value, however, it has high side lobes. In contrast,

SRRC with unit α has the highest value and relatively, its

side lobes are lower. In terms of bandwidth efficiency, SRRC

with α = 0.1 requires the lowest bandwidth. On the other

hand, rectangular filter has an infinite bandwidth which leads

inefficient frequency spectrum usage.

In Fig. 7, we present the BER performance of the DCO-

OFDM based VLC system with the channel model presented

in Section II. When the signal power level is low (up to

30 dBm average OFDM signal power), there is no clipping

distortion and the BERs for different pulse shaping filters are

almost the same. When the signal energy is further increased

(> 30 dBm), the SRRC pulse shaping filter with α = 0.1
outperforms the others since it has the lowest peak value

and accordingly suffers less from clipping. The SRRC pulse

shaping filter with α = 1.0, on the other hand, that has the

highest peak value gives the worst performance. Furthermore,
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Figure 5: Time domain responses of considered pulse shaping

filters.
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Figure 6: Frequency responses of considered pulse shaping

filters.

it is observed that increasing the excess parameter leads not

only inefficient bandwidth usage but also higher clipping

distortion.

V. CONCLUSION

In this paper, we have investigated the impact of pulse

shaping filter on the performance of DCO-OFDM based VLC

system under a realistic indoor environment. We compare

the BER performances of SRRC filters with different excess

parameter values, especially in the clipping region of LEDs,

through Monte Carlo simulations. Our results reveal that

selection of excess bandwidth parameter determines not only

bandwidth usage but also leads different clipping distortion.
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Figure 7: BER performances of different pulse shaping filter.

REFERENCES

[1] S. Arnon, J. Barry, G. Karagiannidis, R. Schober, and M. Uysal, Ad-
vanced optical wireless communication systems. Cambridge university
press, 2012.

[2] S. Wu, H. Wang, and C.-H. Youn, “Visible light communications for 5G
wireless networking systems: from fixed to mobile communications,”
Network, IEEE, vol. 28, no. 6, pp. 41–45, 2014.

[3] T. Komine and M. Nakagawa, “Fundamental analysis for visible-light
communication system using LED lights,” IEEE Transactions on Con-
sumer Electronics, vol. 50, pp. 100–107, Feb 2004.

[4] J. Armstrong, “OFDM for Optical Communications,” Journal of Light-
wave Technology, vol. 27, pp. 189–204, Feb 2009.

[5] J. Armstrong and A. J. Lowery, “Power efficient optical OFDM,”
Electronics Letters, vol. 42, pp. 370–372, March 2006.

[6] N. Fernando, Y. Hong, and E. Viterbo, “Flip-OFDM for Unipolar Com-
munication Systems,” IEEE Transactions on Communications, vol. 60,
pp. 3726–3733, December 2012.

[7] D. Tsonev, S. Sinanovic, and H. Haas, “Novel Unipolar Orthogonal
Frequency Division Multiplexing (U-OFDM) for Optical Wireless,” in
Vehicular Technology Conference (VTC Spring), 2012 IEEE 75th, pp. 1–
5, May 2012.

[8] D. Tsonev, S. Videv, and H. Haas, “Unlocking Spectral Efficiency in
Intensity Modulation and Direct Detection Systems,” IEEE Journal on
Selected Areas in Communications, vol. 33, pp. 1758–1770, Sept 2015.

[9] R. Mesleh, H. Elgala, and H. Haas, “On the Performance of Different
OFDM Based Optical Wireless Communication Systems,” IEEE/OSA
Journal of Optical Communications and Networking, vol. 3, pp. 620–
628, August 2011.

[10] S. Dimitrov and H. Haas, “Optimum Signal Shaping in OFDM-Based
Optical Wireless Communication Systems,” in Vehicular Technology
Conference (VTC Fall), 2012 IEEE, pp. 1–5, Sept 2012.

[11] J. Armstrong and B. J. C. Schmidt, “Comparison of Asymmetrically
Clipped Optical OFDM and DC-Biased Optical OFDM in AWGN,”
IEEE Communications Letters, vol. 12, pp. 343–345, May 2008.

[12] S. Dimitrov, S. Sinanovic, and H. Haas, “A comparison of OFDM-based
modulation schemes for OWC with clipping distortion,” in 2011 IEEE
GLOBECOM Workshops (GC Wkshps), pp. 787–791, Dec 2011.

[13] M. Uysal, T. Baykas, F. Miramirkhani, N. Serafimovski, and V. Jung-
nickel, TG7r1 channel model document for high-rate PD commu-
nications. doc: IEEE 802.15-15/0685r0, September 2015. Avail-
able: https://mentor.ieee.org/802.15/dcn/15/15-15-0746-01-007a-tg7r1-
channel-model-document-for-high-rate-pd-communications.pdf.

[14] R. C. Kizilirmak, O. Narmanlioglu, and M. Uysal, “Relay-Assisted
OFDM-Based Visible Light Communications,” IEEE Transactions on
Communications, vol. 63, pp. 3765–3778, Oct 2015.

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 703 12-14 Oct 2016, Baku, Azerbaijan



The Influence and Role of CAD and Computer 
Mathematics in Engineering Education 

 
S.T.Huseynov 

Faculty of Air Transport, Dept. of Flying Apparatus and Aviation Engines,  
National Academy of Aviation (NAA) of Azerbaijan and 

 Faculty of Mathematics & Informatics, Dept. of Informatics, 
Ganja State University (GSU),  

  Ganja city, Azerbaijan Republic, 
  huseynovsahib@gmail.com 

 
 

   Abstract - The paper mainly has devoted to the important 
fields of modern engineering education in the aerospace fields, 
particularly in such disciplines as structural mechanics and 
application of computer modeling there. The author shares his 
experience in teaching and scientific research on some 
important issues about the role of modern software, which are 
concern to two different fields: CAD and computer algebra. In 
the paper it has been showed relevant original graphical results 
of computer modeling in aerospace structural mechanics via 
Ansys CAD software and number of examples with original 
cods in Maple computer mathematics system for analytical 
researches in theory of mechanical equilibrium. 

   Keywords – CAD applications, computer mathematics, 
computer modeling, engineering education. 

   
I. INTRODUCTION 

 
    The CAD already on stretch more than thirty years is the 
most major and very important instrument of research for the 
engineers and researchers, which are busy in projection of 
and high tech machines and apparatus in various areas of the 
modern technics, [1]. It so happened that the first CAD 
system increasingly used in aerospace technology, and 
especially in the structural mechanics. Therefore, the 
preparation of the University in the field of specialists 
(engineers and researchers) is always the basic requirements 
have been brought to the teaching methods the appropriate 
CAD software. I myself can confirm that in the 80s of the 
last century (I was still a student of MSTU named after 
N.E.Bauman) in the education system of the former USSR 
while considerable attention was also paid to the 
mathematical training of students. Along with the study skills 
of working with CAD systems there were given the big 
attention for training of future engineers and researchers in 
programming methods too, though it was obvious very big 
gap with the US in computer technology. When I use the 
term mathematical training, really I mean not only the 
general theory of mathematical analysis and etc. (of very 
important parts of higher mathematics). But first of all, I 
mean the very important mathematical apparatus, which is 
the main mathematical tool of any modern CAD software 
even still these days - this is a finite element method (FEM), 

[2]. It's no secret that this the numerical discrete 
mathematical method which is a main computations tool of 
all CAD systems, it has applied in so many (if not all) 
engineering areas - including even in microelectronics. But, 
if not strange, due to the rapid development of computer 
technology (I mean the latest advances in hardware and 
software of modern PC) in the above areas of engineering 
education I personally watched some negative trends. I have 
a feeling that in a system of engineering education this 
negative trait in varying degrees in the widespread form 
exists in so many other engineering universities. When I 
have conducted a series of lectures and laboratory workshops 
on structural mechanics with the appropriate discipline for 
CAD, I came to the conclusion that the students which are 
absolutely unaware with mathematical foundations of the 
FEM (or they know this method very superficially) they 
may, with the help of an experienced teacher quite 
successfully to cope with the decision of quite complicated 
technical problems. Besides, worse of all, that the average 
student does not even have the necessary prior knowledge 
and techniques in the field of programming. To eliminate (or 
at least for reducing) these, in my opinion, negative 
phenomena I believe that it is necessary to add or increase 
computer mathematics application in engineering disciplines, 
for instance in case of solving of specific applied engineering 
problems. The goal of the present article consists to show 
strength, the capacity of these two different modeling tools 
and their essential features in engineering education: the 
methodical use of CAD and computer mathematics in 
solving of specific technical problems. 
 

II. APPLICATION OF CAD SOFTWARE IN STRUCTURAL 
MECHANICS   

 
     Below are the results of calculation in the Ansys software 
(this software is classified as CAD) a rectangular wing 
aircraft flying at subsonic speed. In Ansys Workbench (this 
is an application of Ansys, where there's a possibility of so-
called visual programming) the students solved this problem 
with my help on a practical training on the use of CAD in the 
structural mechanics, [3] and [4]. In the fig. 1 it is shown the 
geometric model of the object, which was built in a special 
module under name Geometry (this is Ansys Workbench 
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application). Although during first time of research the 
design of a rectangular aircraft wing may seem simple, but in 
fact this design in terms of structural mechanics is 
complicated enough. As it can be seen from fig. 1, the 
structure of this construction consists of 4 elements (it is 
known from aerospace engineering): we can see here 
stringers, spars, ribs, and wing skin. I have found that about 
60 - 70% of the total work time students spend in the CAD 
environment Ansys Workbench is in the construction of this 
geometric model of the object (aircraft's wing structure with 
internal strengthening elements). 
 

 
Figure 1. 3D graph of the plane wing with only inside strengthening 

constructive elements. 
 
    In the fig. 1 the wing's surface hasn't been shown (this was 
done for good visibility of structure of the all construction).  
But in the fig. 2 we can see the surface of the wing - now it is 
seem in semi-transparent form for a good visibility of 
internal reinforcement elements. 

 
Figure 2. 3D graph of the plane's wing with outside and inside constructive 

elements of strengthening. 
 

 In the fig. 3 we can see result of automated discretization of 
the air volume, which is flowing surrounding of the wing's 
rigid body (we have chosen geometrical model of this air 
volume in form of rectangular parallelepiped). This 
procedure is carried out in the Fluid Flow (Fluent) module 
for modeling aerodynamic processes using the finite element 
method. More in detail, but in a 2D graph this discretized 
part of air which is flowing surrounding of the airfoil of wing 
is shown in fig. 4. 
 

 
Figure 3. 3D graph of the automatically discretized (by FEM in Fluent Flow 
(Fluent) module in Ansys Workbench) air environment enclosed plane wing, 
which is geometrically has been modelled as the rectangular parallelepiped. 

 

 
Figure 4. 2D graph of the discretized part of air which is flowing 

surrounding of the airfoil of wing.    
  

   Some of the results of aerodynamic calculations presented 
below in Fig. 5 and 6. In the fig. 5 we can see a 2D graph of 
the redistribution of the field of aerodynamic pressure on the 
airplane's airfoil in the cross-section at the attachment to the 
fuselage. 2D graph of the vector field of flow of velocity of 
the air around the airfoil in the same region of cross-section 
part of wing is shown on the fig. 6. 
  

 
Figure 5. 2D graph of reallocation of a field of aerodynamic pressure on a 

plane wing airfoil section in a region at fixing with a fuselage. 
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Figure 5. 2D graph of a vector field of velocity of the air stream, which is 
flowing around an airfoil section of the plane in a region at fixing with a 

fuselage. 
 
    After the end of the simulation of aerodynamics in module 
Fluid Flow (Fluent), in automatic mode, data is transmitted 
(the boundary conditions, etc.) to the module under name 
Static Structural, where according to the setting, which 
should be done preliminary by user, automatically will be 
solved the strength problem. In the fig. 7 shows a part of an 
airplane wing, which was fully discretized (with all the 
internal parts of reinforcement) according to automatic mode 
in an module Static Structural with using FEM analysis for 
modeling of structural mechanics problems (obtaining the 
stress-strain state of  researched the construction). 

 

 
Figure 6. 3D graph of the part of a plane wing, which is completely 

discretized (with all internal parts of constructive durability elements) by 
FEM meshing procedure in an automatic regime.     

 
   The user (student) must previously to set the module Static 
Structural: firstly to select the appropriate approach for the 
FEM computations, and secondly to obtain (calculate) the 
most interesting options and the results of the simulation in 
graphical output. Below, in the fig. 7 is shown in 3D image 
form of the total deformation of the wing with the color 
palette according to the range of values of deformations 
along the wing surface. 
  

 
Figure 7. 3D graph of a plane wing’s total deformation with color palette of 

computed values on the wing surface. 
 

   The computed equivalent stresses along wing surface are 
shown in the fig. 8 (by color palette of these values on the 
wing surface). 

  
Figure 8. 3D graph of a plane wing’s equivalent stress with color palette of 

computed values on the wing surface. 
    
   I think that it is possible to express it in simple terms, our 
problem considered in the category of multiphysics, you can 
imagine how a certain formula in the form aeromechanics = 
aerodynamics + static structural. To implement solution of 
this rather complex simulation problem in Ansys 
Workbench, it is necessary to make connection and 
adjustment of the above described modules for modeling of 
aerodynamics and the mechanical strength of the wing of the 
aircraft according to the diagram in fig. 9. 
 

 
Figure 9. Diagram for modeling of multiphysics problem a plane wing’s 

aeromechanics. 
 
    To get interesting results of simulations for researchers in 
the CAD environment of the Ansys Workbench (Ansys 
software application), of course, we have great opportunities, 
but under the theme and scope of this article, many other 
very important results aren't possible to show here. I think 
important to remind, that the considered problem actually is 
quite complex and time consuming, both in terms of 
mathematical content and in terms of continuum mechanics. 
In fact, about 10 or 15 years ago, computer simulation of 
such problems were available only for very few advanced 
researchers with access to the computers which have 
sufficiently performance and the appropriate software, and 
these conditions were not available to most technical 
universities. 
 
III. APPLICATION OF ANALITICAL METHODS FOR SOLVING OF 

EQUILIBRIUM PROBLEMS IN STRUCTURAL MECANICS VIA 
COMPUTER ALGEBRA COMPUTATIONS  

 
    In this chapter we will try on the basis of linear 
formulation to solve with using analytical method the 
problem about equilibrium of the rod, which is loaded by 
longitudinal distributed load. We will adhere in accordance 
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with analytical methods, which are the author suggested in 
[6], fig. 10. In the problem is necessary to determine the 
critical load at which the rod loses stability. 

 
Figure 10. Buckling of the rod under longwise distributed load 

 
    To solve this problem analytically, we will use of 
advantages of computer algebra with symbolic programming 
in Maple. According to [1] we have the following linear 
ordinary differential equation (LODE) with one variable 
coefficient and let us write this equation directly via 
symbolic programming in Maple, [5]: 
Rod_Eq_1:=diff(v(xi),xi,xi)+a^2*xi*v(xi)=0; 

 

                            (1) 

    Let’s denote  - as angle displacement of 

the rod cross section;  - as transverse linear displacement 
of the rod;  - as the dimensionless the lengthwise 
coordinate of the rod (or lengthwise axis of the rod);  - 

length of the rod;   - constant coefficient; p – the 

lengthwise distributed load; E  - is Yung’s elasticity module 
of material; J  - is moment of inertia of cross section of the 
rod. 
    Let's to solve ours LODE (1) analytically in Maple (in 
obtained symbolic solution (2) we can see Airy function): 
Ans_Eq_2:=dsolve(Rod_Eq_2);  
 

     (2) 
  Where,  and  are the integration constants. 
     
   Now we can find the first derivative of obtained analytical 
function  (really this derivative is the third derivative of 
transversal displacement of the rod).    
nu(xi):=diff(w(xi),xi);  
 

                                  (3) 
 
 Our boundary conditions we can present in the following 

form: , at the point  and  

 at the point . Or in dimensionless 

coordinates  we have   - the angle 

displacement of the rod’s cross section;  – the transverse 
linear displacement of the rod. Thus, we can rewrite above 
described boundary conditions in the following form:   
   at the point  the boundary condition   

and at the point  the boundary condition  . 
Eq1_BVP1:=eval(w(xi),xi=1)=0; 
 

.                                                                      
(4) 
      
Eq1_BVP2:=simplify(eval(nu(xi),xi=0))=0; 
  

                      (5) 
  
Ans_Int_Const:=solvefor[C1,C2](Eq1_BVP1, Eq1_BVP2); 
 

 
 
 We have two alternate solutions: 
1)    and  ,  but we can't agree with all of them 
(with the solutions) because of physical and geometrical 
properties of the problem (this is so called trivial solution); 
2)   and    aren’t all of them equals to zero, but we know 
from the theory of linear algebra, that linear algebraic 
equations system (4) and (5) should have determinant with 
nonzero value. That is why we should to build a following 
determinant: 
with(LinearAlgebra): 
V:=Matrix([[AiryAi(-z),AiryBi(-z)],[3^(1/6),-
3^(2/3)]]); 
 

       .                    (6) 

 
Where we denote following expression   .  
We should equalize determinant (6) to zero. 
Eq1:=Determinant(V)=0; 
 

       (7) 
 
  Thus, we have obtained transcendental equation               
(7). Let’s solve this transcendental equation by using 
powerful features of Maple. To estimate probable range of 
numerical solution, we could plot this function, fig. 11. 
plot(Eq2, z=0..10, linestyle=0, color=blue,  
thickness=4, axesfont = ["HELVETICA", "ARIAL", 20], 
title="Transcendental equation solution", titlefont 
= ["ROMAN", 24]); 
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Figure 11.  2D graph of the transcendental function.  
 
   Now we can solve numerically in Maple the equation 
within convenient for us diapason. In other terms we should 
choose minimal root among of these numerically solved 
roots. z[min]:=fsolve(Eq1=0, z, 0..3); 
 
                                         (8) 
 
     We have obtained minimal value of root of the equation.  
Now, at last, we can find critical value of lengthwise 
distributed load p due to result (8) and expressions 

                          ,       .   
   To symbolically carry out it, we should use the following 
Maple algorithm: 
a:=(p*l^3/E/J)^(1/2); 

 

 
Eq3:=Eval(z[min]) 

 
 
p[cr_exact]:=solvefor[p](Eq3); 
 

          .             (9) 
 
    The analytical result (9) equal to the result in [1] and 
according to the author this result is exact solution of the 
problem.     
                  
 

CONCLUSIONS 
 

   The main purpose of this article, as it was mentioned in the 
introduction - was to show how and for what purpose in the 
learning process of students of engineering universities in the 
fields of mathematical modeling should be applied, these 
two, very different in their characteristics, software: software 
with CAD environment and software in computer math. 
Problems which often arise on this subject in the educational 
process in some of the engineering universities, has been 
discussed in the same section of this article. In the first 
chapter of the article was set out a methodical approach to 
the use of Ansys software in the study of the quite complex 
task in the field of aeromechanics (synthesis of aerodynamics 
and structural mechanics) - definition of internal stress-strain 
state of rectangular wing of the aircraft, which is flying at 
subsonic speed. In the second chapter of this article was 
given analytical approach for solutions of another task in 
Maple (software of computer math) - the study of stability of 
rod under longitudinal compression. But a second, more an 
easy task, also belongs to structural mechanics. Hopefully, 
the attentive reader will understand that the first problem 
can’t be solved using the software Maple, which is belong to 
the category of computer mathematics. On the other hand, 
here not exists an important reason to solve the second 

problem with using only Ansys software. But in this context 
it should be noted that although in theory this approach is 
possible, but is conjugate with very great difficulties. Ansys 
this is CAD system, which is adapted only for numerical 
simulation on the basis of FEM analysis, but Maple belong to 
another category, although it has quite powerful tools for 
numerical simulation, but this program has perfect 
advantages, mostly just for analytical calculations. Thus, the 
Ansys is a very powerful CAD system and, as we have seen 
it, this software does not have the versatility to research or 
study of all engineering problems (and it can’t be limited to 
such applied engineering science as structural mechanics). 
Therefore, the neglect of some students, that analytical 
methods obsolete and they have not of no use (and 
sometimes some teachers and specialists are expressing this 
position) - this is absolutely not true. Because there is other, 
more rational approach, and I think this way is more 
objective. In the engineering education should be to 
maximize the opportunities in both directions: CAD systems 
(software such as Ansys), using a discrete numerical analysis 
of FEM and analytical calculations with using computer 
mathematics (for example, similar to using Maple).  
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Abstract — In this paper, the authors focus on the using of web 

applications in informatics education. Applications are part of a 
new model of learning in Discrete Mathematics course in the study 
program in Applied Informatics. The knowledge that students 
acquire in the subject are key. Learning and acquiring new 
knowledge is one of the priority skills for personal development of 
every person and thereby directly affecting the other direction. In 
teaching, we should lay stress on that students not only memorized 
knowledge but understand them and then they would easily be 
able to use in practice. 

Keywords—learning methodolog; web application; informatics 
education 

I.  INTRODUCTION 
The proposed methodology is intended to support and 

stimulate students' interest and to show them that math is 
necessary for their further studies. The first step in solving was 
to determine the merits of the various thematic units that are 
taught in Discrete Mathematics. These units have subsequently 
confronted with thematic units at other universities that have 
similar focus. Current teaching the runs support of established e-
learning course. Based on the results of the authors of the report 
proposed a new structure for e-course and adapt content Discrete 
Mathematics requirements arising from the survey in the study 
program in Applied Informatics. During the design e-course 
experiences were utilized with the formation of branched 
tutorials. Linear training programs prescribe firm and binding 
sequence of steps in one line for all students.   The curriculum 
takes over the small portions of information, but preferably only 
one in each step. Branched (nonlinear) tutorial allows in solving 
problems procedure varied [1]. Alternatives of the program 
ultimately lead to successful by tackling the problem. Every 
student passes through its own way, while length of the 
individual parts of the e-course corresponds to his personality, 
skills and talents. The attractiveness of materials also contributes 
newly designed web applications in which a student can directly 
test their theoretical knowledge. Based on the experiment, we 
verify the accuracy of us proposed methodology. The 
experiment was attended by 107 students. To evaluate the 
procedures and the used instruments we will use the method pre-
test [2]. Upon completion of the course, learners have completed 
post-test. The results of both tests are statistically analysed and 
evaluated. We expect that this designed and created educational 
practices will have a significant impact on the level of acquired 
knowledge of students from different subjects. This would thus 

acquire knowledge had become longer-lasting. It should result 
in the updating of skills of students of informatics curricula. 

II. REQUIREMENTS SPECIFICATION 
LGraph is us developed a web application based on client-

server architecture. Requirements for application LGraph us 
define methods MoSCoW. MoSCoW is a kind of numerical 
assignment and it is mentioned by DSDM Consortium [3], 
Hatton [4] [5], Tudor and Walter [6]. MoSCoW currently 17 
incorporates into the software development methodology 
DSDM (Dynamic Systems Development Method). The idea of 
MoScoW is that it groups all requirements into four priority 
groups “MUST have”, “SHOULD have”, “COULD have”, and 
“WON’T have”. 

� "Must Have", which means that this type of requirement 
must be met in the project, otherwise the project is 
deemed to have failed,  

� „SHOULD have“ is a type of requirements that should 
be met in the project,  

� „COULD have“ also means that this type of 
requirement should be met in the project, but the 
requirement of this type has a lower priority than a 
"Should Have",  

� „WON‘T have“ requirements are not met in the project 
but can be implemented in the future versions. 

III. LOGICAL ARCHITECTURE 
LGraph is an application consisting of a presentation, 

application and data layers.  

 
Fig. 1. Logical Architecture LGraph 
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A. Presentation layer 
Presentation layer of application LGraph will represent only 

one document written in HTML, to which are attached two 
cascading style sheets and six script written in JavaScript. 
Emphasis will be placed on the simplicity of the user interface, 
so the page itself is divided into three parts only. The upper part 
will serve as a container for the main application menu, the 
bottom of which is their dimensions identical to the top, will be 
used to display short text, which provides information on the 
application itself. The third main part is further divided into two 
parts, on the toolbar, and container for HTML canvas, that space 
where the user will work with diagram graph. For the application 
and user interaction will serve modal dialog boxes that the user 
will be given an error or information messages or the user will 
need to enter the input data. The creation of a variety of visual 
effects that will make interactive application will be used 
scripting language JavaScript. In order to increase efficiency and 
transparency, the code will be used in a project known 
application framework "JQuery". 

For applications and user interaction will serve modal dialog 
boxes that the user will be given an error or information 
messages or the user will need to enter the input data. 

The main application menu will be placed in the upper right 
of the page and will be implemented as vertical pop-up menu. 
The menu will consist of three items, which will enable the 
creation of a chart, graph algorithm selection and display of help. 

Toolbar that will allow the user to work with the diagram 
chart and play animations of graph algorithms will be placed 
over the container, in which will be located HTML canvas. 

The main, and as regards the dimensions of the largest part 
of the user interface will form the container in which it will be 
located HTML element called "Canvas". In this area the user 
will be allowed, after selecting a suitable instrument to 
implement the proposal or modification of diagram chart to then 
be able to view an animation of the selected graph algorithm. 
The elements embedded in this space are objects created with 
the assistance of the application of the 'Raphael', which is used 
to facilitate work with vector graphics in the web browser. To 
each such object will dynamically, according to the needs that 
arise during the course of the application instance assigned 
Event Manager, which will be functions mostly having to worry 
about change in the appearance of these objects. Change the look 
of these objects in the occurrence of various events will make 
the application more interactive but mainly will play a key role 
while playing, which will demonstrate the different steps of 
graph algorithms. 

B. Application layer 
LGraph is a web application based on client-server 

architecture. The client will be implemented as a thin client, 
which will not know the logic of the application located on the 
server. 

On the client side will be located six scripts, of which the 
four scripts embedded code that will be in charge of 
functionality and user interface management server 
communication. The other two scripts are freely available 
application framework that offered functionality will be used in 
the above four scripts. 

Client-side script:  

� "jquery-1.8.3.js" is now often used, freely available 
application framework that offers many features such as 
selectors, displaying animation, event management, 
AJAX and many others. Application will use mainly 
selectors and event management,  

� "Raphael.js" is more freely available application 
framework designed to facilitate the work with vector 
graphics in the web browser, the functionality offered 
by the framework will be used to draw the vertices and 
edges of the graph chart and change their attributes,  

� "websocket.js" script which will be implemented the 
coating object over WebSocket object, an instance of 
this object wrapping will offer a method for sending 
data to be parameters of this method on the server and 
will also implement a function which, when a message 
arrives from the server, based on type of report, sends 
management features designed to process this type of 
report. This script will also contain a function that will 
be responsible for creating an instance of the coating 
object and thus establish a WebSocket server 
connection, 

� "menu.js" is a short script that will implement the 
functionality of the main application menu,  

� "graph.js" will include the implementation of three 
objects:   

1. the coating object "Vertex", which will represent 
the top of the charts and graphs will be responsible 
for the parameters received in the constructor for 
creating an instance of the object type Raphael and 
display it in the canvas and at the same time 
offering functions enabling change the appearance 
of the object and functions implementing its 
behavior in the occurrence of various events. These 
so-called "event handlers" will be dynamically as 
appropriate object type raphael added or taken 
away, what will be possible by calling functions 
wrapping object. 

2. the second object implemented in this script will be 
also the wrapping object and will be named "Edge". 
The functionality instance of this object will be 
similar to the object "Vertex" unless they have to be 
adjusted to represent the edges of the graph chart. 

3. the last object will be called "Graph" and will 
represent a data structure to store a reference to an 
object instance of type Vertex and Edge. The 
methods of this object will be allow adding and 
removing instances of objects of the two types from 
the data structure and at the same time will be also 
be involved in the addition and removal from the 
canvas. This data structure will not be responsible 
for verifying whether or not it is possible to perform 
the operation selected, it is only a kind of container 
for the graph vertices and edges, but not the full 
implementation of the data structure, serving to 
represent a particular type of graph, 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 710 12-14 Oct 2016, Baku, Azerbaijan



� "application.js" script which will include objects and 
functions assigned to matching "event handlers" each 
object according to the needs that arise during the 
application, showing step of animations, currency 
dimensional objects constituting the user interface. In 
addition, it will also include features that will be in 
charge of carrying out the necessary actions before 
formulate the rule which will be sent to the server and 
functions which will be the type of news that arrives 
from the server management sold to subsequently 
implement appropriate action. 

The server will be deployed freely available server Apache 
Tomcat container that implements the Java Servlet and 
JavaServer Pages specifications and provides an environment 
for running Java code based purely on the Java platform. Code 
implemented on the server will represent applications and data 
application layer. This code is organized into three packages that 
still contain their sub package. 

The package titled graph.web will consist of four packages: 

� "servlets" will consist of classes that will be responsible 
for creating WebSocket connections with clients and 
create an object that will be the responsibility of selling 
the management object classes contained in the package 
handlers, upon arrival of the request from the client,  

� "interfaces", will include interfaces that will be 
implemented by classes in the package handlers,  

� "jsonmessages" will include classes that will be used by 
classes in the package handlers to deserialize strings in 
JSON format,  

• "handlers", will include the implementation of the class 
whose instance on the type of request from a client 
before another instance of the management, the 
implementation of which is in the package and is 
designed to process this type of request from a client. 

The main mission of the classes in these packages graph.web 
of package will be establish a connection with the client and on 
arrival requirements, create an instance of the object, which is 
intended for processing that type requirements and that this 
requirement creates an adequate response. The whole process is 
shown in the diagram in Fig 2. 

 
Fig. 2. The comunication process of the classes in package graph.web 

After the arrival of the requirements for establishing a 
connection is created instance of the class 
"ComWebSocketServlet", which is inherited from class 
"WebSocketServlet", which is an implementation of WebSocket 
specification provided by Tomcat. Subsequently, creates an 
object of type "ClientMessageInbound" whose single attribute 
will be object of class "ClientMessageHandler". Class 
"ClientMessageInbound" will be implement the method 
"onTextMessage", which in its body will use the object class 
"ClientMessageHandler", namely the method of 
"GetResponse". If the connection is established successfully, the 
client can send the server requirements. Upon arrival 
requirements, which will be always text string in JSON format, 
will be called the method "onTextMessage" object class 
"ClientMessageInbound" in which the body to be called the 
method of the object "GetResponse" belonging to the class 
"ClientMessageHandler", which receives as a parameter the text 
string in JSON format. Method "GetResponse" of the object 
"ClientMessageHandler" after deserialization JSON string 
generated from the type of requirements instance one of the 
classes implementing the interface "MessageHandlerInterface" 
and give it the data necessary to construct a JSON string, which 
will be actually answer that clients expect. After receipt of the 
reply in the form of a text string in the method body 
"onTextMessage" object class "ClientMessageInbound" sends 
the reply to the client. 

Classes in the package handlers will implement the interface 
"Message Handler Interface" that defines methods 
"getResponseData" and "getResponseType". Each such class in 
the method body "getResponseData" will work with object 
instances of classes contained in package of package 
lgraph.graph subpackage. During the execution of the body of 
the method object is created in one of the classes contained in 
package "jsonmessages", which will converted to string in JSON 
format, which in this form will contain data for the client. Then, 
determine the type of responses produced over yet code 
execution method "getResponseData". 

The second package called lgraph.graph, will consist of five 
packages: 

� "factory", will consist of one class which instance will 
be a factory for creating objects of classes contained in 
package "implementations",  

� "interfaces", will include interfaces that will implement 
the factory and abstract classes from which will inherit 
classes in package "implementations",  

� "datastructures" will consist of classes that will 
represent the data structures used by classes in packages 
"implementations" and "algorithms",  

� "implementations", will consist of two classes will 
inherit from the abstract class in a package "interfaces", 
which will be an abstract representation of the data 
structure of the graph, the two classes will be concrete 
implementation of data structures, graph and digraph,  

� "algorithms", will consist of classes that will implement 
the behavior of graph algorithms. 
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These packages under package of jgraph.graph will be 
subject to the exceptions contained classes in packages "factory" 
and "algorithms" create a Data Access Layer. Classes included 
in the package "algorithms" will implement graph algorithms 
and also will offer methods to obtain references to objects whose 
attributes will be data structures containing the steps carried out 
the algorithm. 

The last package called "lgraph.test" will have no 
subpackage. This package will be space for classes that need to 
be established for the purposes of testing the functionality of 
other classes in the project. 

C. Data layer 
Data Access Layer will be located on the server. When 

connected to the clients and the creation of an instance of class 
"ClientMessageHandler" will also create an instance of the class 
"UserWorkspace" will throughout the connection with the client 
to serve as a container for references pointing to instances of 
objects that store data with which the client works. Object of 
class "UserWorkspace" will therefore be as one of its attributes 
to store a reference to the object of one of graph structures, 
which create runtime instances of the client application requests. 
The class of which instances will form data layer applications 
will be included in the package "lgraph.graph.datastructures" 
and "lgraph.graph.implementations". The package 
"lgraph.graph.interfaces" will present the definition of abstract 
class from which they inherit classes in package 
"lgraph.graph.implementations". 

IV. ACTUAL OR ANTICIPATED OUTCOMES 
The environment in which to display the user interface of is 

a web browser. The entire user interface consists of a single 
HTML document. When designing the emphasis was on its 
simplicity and intuitiveness to enable the user to control the 
application did not lead to a chaotic and quickly learn how to 
work with it. The actual environment is divided into three parts: 
the main application menu, toolbar and desktop. Desktop forms 

the main part of the user interface. In essence, is a desktop 
canvas element, which is part of the HTML5.  

Application Design, we also tried to create so that in future, 
its possible extension achievable without major complications. 
For high priority application we consider that allows the user to 
design a chart of graph or digraph according to its own ideas. 
The user has the opportunity to view an interactive animation of 
the selected graph algorithm on several different diagrams, 
which can help them to understand the philosophy of the 
algorithm. 

A. Application environment LGraph 
The entire user interface consists of a single HTML 

document. When designing the emphasis was on its simplicity 
and intuitiveness, so that when you first use the application to 
control the user did not lead to a chaotic and quickly learn how 
to work with it. The main menu of the application is 
implemented as vertical pop-up menu. 

The application LGraph allows creating a new chart, change 
how will be transferred any of its vertices move from one place 
to another desktop. Another functionality of this application is 
that user can choose which graph algorithm would like to apply 
to his designated diagram. 

The application Graph offers a choice of four graph 
algorithms. Browse in depth, width, Dijkstra's algorithm (fig 3), 
Kruskal's algorithm. Assuming the user is proposed diagram for 
wishing to apply algorithms and features of the diagram meet 
the conditions for applying the selected graph algorithm on this 
diagram, the user will be informed through a dialog box, which 
inputs awarded, so that the implementation of graph algorithms 
successful. If all the conditions are met and the user entered 
correct entries will be able to run the animation. Animation can 
be suspended for an arbitrary period of time and then in her 
resume. During playback the animation is not allowed any user 
to manipulate the diagram, which suggested. 

 

 

Fig. 3. Demonstration of Dijkstra's algorithm 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 712 12-14 Oct 2016, Baku, Azerbaijan



V. DISCUSION 
Experiment is divided into several consecutive steps [7], [8]. 

The actual implementation of the experiment was conducted at 
Constantine the Philosopher University in Nitra. In winter 
semester students completed the subject DM1 and DM2 in 
summer semester. For the teachers were prepared complete 
materials (input and output tests for students questionnaire) 
while inform them about the conditions of the experiment (not 
to disclose to the students that are involved in the experiment; 
the final test; the experimental class prepared to use e-course 
(form could choose discretion and availability)). 

For the development of the pre-test students had one lesson 
(90 minutes), at the beginning we dealt with the necessary 
instructions for drafting questions and organizational issues. 
This has reduced the time to prepare questions for 80 minutes 
playing time. Pre-test consisted of the 15 questions. The correct 
answers students should mark or circle from the options 
available to them. 

Posttest 1 students graduated after waking all thematic units 
from subject DM1 within the examination period at the end of 
the winter semester the first year of study. Posttest 2 students 
completed again after waking all thematic units from subject 
DM2 at the end of the summer semester of the first year. The 
aim posttest 1 and posttest 2 was to verify that students can use 
various subjects discussed in thematic units DM1 and DM2. 

The lowest percentage students achieved in the pre-test and 
vice versa the highest in the second posttest. Statistically 
significant differences were demonstrated between pre-test and 
posttest. Graph average and confidence interval (Figure Test) 
visualizes point and interval estimation of the mean. We can see 
that the lowest percentage students achieved the pre-test and the 
highest percentage was in the second posttest. 

 
Fig. 4. Categorized graph - point, interval estimate of average; y-axis is 

the score, the x axis represents the type of test. 

VI. CONCLUSION 
For verification of knowledge was used with repeated 

measures experiment, that is, we tested not only the differences 
between independent samples but also between related samples. 
The same experiment was used by authors in works [9] and [10]. 
The experiment was conducted using pre-test and two post-tests. 

Pre-test students completed in the first year. Post-test 1 
completed at the end of the first year and post-test 2 at the end 
of the second year of. In the experiment, a total of 107 of 
students participated. The lowest percentage was reached in the 
pre-test and vice versa the highest in the second post-test. 
Statistically significant differences were demonstrated between 
pre-test and post-test. This confirmed the natural assumption 
that completing the pre-test and two post-tests increasing the 
level of knowledge. 
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Abstract— The most important task of the modern education 
system is implementation of individual educational trajectory of 
each student. In this regard, adaptation of the educational 
process to personality development of each student becomes 
extremely necessary. One of the ways of tackling the ensuing 
problem is e-learning as a model of organization of interaction 
between the teacher, student and information technologies. 
Currently, there are developed plenty of distance learning 
courses personifying learning process. This article describes the 
use of e-learning courses on the example of such disciplines as 
"Economic Informatics" and "Numerical Methods", their 
influence on the construction of individual educational trajectory 
of students; as well the paper analyses the impact of e-learning 
courses on the quality of students’ academic achievement. 

Index Terms— individual educational trajectory, distance 
learning, e-learning course. 

I. INTRODUCTION 
In modern education the student’s personality becomes of 

primary significance. Therefore, it is important to adapt 
learning process in educational institutions to the student’s 
personality development peculiarities. "The Concept of 
Modernization of Russian Education” states that the most 
important task of education is formation of spirituality and 
culture, initiative, independence, tolerance, the ability of self-
education and self-development, successful socialization and 
active adaptation in the labor market." 

Therefore, the priority of modern education is 
implementation of individual educational trajectories based on 
personality, interests and needs of students. 

Individual educational trajectory is a personal way of 
fulfilling each student’s personal potential in education [1]. 

Implementation of individual trajectory is determined by 
ongoing training activities. There are three directions of 
individual educational trajectory [2]: 

1. Informative direction, i.e., formation of individual 
educational trajectory providing the student with an 
opportunity to choose the content of education and its level that 
best suit his or her abilities, needs and interests. 

2. Activity-oriented direction, i.e., forming individual 
educational trajectory based on modern pedagogical and IT 
technologies. 

3. Procedural direction, i.e., organizational aspects of the 
educational process. 

Due to the active use of modern information technologies, 
the most relevant direction for implementation of individual 
trajectories is activity-oriented, carried out via information 
technologies. 

Various types of information technologies can be used in 
educational activities, but the most popular one among them is 
e-learning technology. This article will consider the impact of 
e-learning on the construction of individual educational 
trajectory of students, as well as the peculiarities of their 
application in the educational process. 

II. THE INFLUENCE OF E-LEARNING TECHNOLOGIES ON THE 
CONSTRUCTION OF INDIVIDUAL EDUCATIONAL TRAJECTORY OF 

STUDENTS 
E-learning technologies are understood as educational 

technologies implemented mainly using information and 
telecommunication technologies in indirect (distant) or partly 
mediated by interaction of the student and the teacher (Article 
32 of the Law of the Russian Federation of July 10, 1992 № 3 
266-1 «On Education "). 

E-learning technologies are used by the educational 
institution for the purpose of giving students the possibility of 
mastering educational programs directly at the student's place 
of residence or location. 

Nowadays institutions of higher education widely use e-
learning courses in various disciplines [3, 4]. Of course, their 
use does not exclude laboratory and practical lessons, 
monitoring, intermediate and final certification by direct 
interaction of the teacher with the students. 

Learning groups in higher education institutions can be 
heterogeneous. The following groups of students can be 
distinguished: 

• students with a faster pace of development; 
• students with poor health; 
•students with low learning motivation and learning 

difficulties; 
• gifted students. 
E-learning helps each student of a particular group to 

design their own individual trajectory. For each category of 
students, the teacher can distribute tasks of a certain difficulty 
level. Depending on the student’s success teacher can use 
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individual teaching methods, offer additional educational 
materials, links to information resources [5]. The fact that the 
student can take the course in accordance with his/her specific 
rate of learning the material at any convenient time proves to 
be very advantageous. The teacher sets deadlines to complete 
certain sections (units) and during that time (before testing) the 
student must study the material of the chapter and do all the 
necessary tasks. This is the way individual educational 
trajectory of the student is built up –  in accordance with the 
student’s rate and inclination to a given subject area. 

The use of e-learning courses doubtlessly helps to activate 
students' self-sufficient work [6], to increase their interest in 
the discipline, to form skills of independent analysis of the 
material and problem statement and solution, abilities for self-
education. Thus, e-learning contributes to the formation of 
undergraduate students' competencies, providing a competitive 
advantage as the young professionals. 

Another important function of e-learning courses is the 
possibility of monitoring - the teacher can always monitor the 
activities of each student (his accomplishments, academic 
achievement) in real time mode. [7] 

III. PECULIARITIES OF E-LEARNING COURSES USE IN 
EDUCATION ON THE EXAMPLE OF ‘ECONOMIC INFORMATICS’ 

AND ‘NUMERICAL METHODS’ 
The authors of the article have developed such  e-learning 

courses as "Theoretical foundations of the Information 
Society", "Economic Informatics", "Numerical Methods", 
"Economic and Mathematical models", "Mathematics", etc. on 
LMS Moodle platform. Obviously, the use of distance learning 
course in this or that discipline has certain peculiarities. 

As an example, let us consider the use of e-learning course 
in   "Economic informatics" discipline. This discipline is 
studied by the first year students in the direction of training 
38.03.01 Economics (profile: accounting and auditing). 

The main purpose of the discipline is acquaintance of 
students with software and hardware used by economists; 
forms and methods of their use in various spheres of activity. 
Students receive practical skills of work with modern hardware 
and software tools. 

 
Fig. 1.   “Economic Informatics” e-learning course homepage 

The specific feature of this discipline is the absence of 
lectures; here, laboratory work and self-study are carried out 
only. In this regard, the use of e-learning course in the study of 

this discipline is well reasoned. After learning the unit of the 
discipline, students do a test (if it is a theoretical unit), or 
laboratory work and tasks for self-study (if it is a practical unit) 
and send them for checkup. In this case, they can send not only 
text documents, but also graphics, presentations, videos, etc. 
Students are allowed to do the tasks at any convenient time 
before the deadline specified by the teacher. In the study of 
each unit, students are provided guidelines, material for study, 
a glossary of relevant terms, a checklist of questions and tasks 
for laboratory work. The teacher checks the laboratory work of 
students and grades them. 

It should be noted that in case of any problems aroused, the 
student may seek the assistance of the teacher. For that 
purpose, the ensuing e-learning course uses a tool named 
"Forum".  

Tasks for self-study are creative in nature and every student 
performs them individually in accordance with his/her 
preferences regarding the topic and level of training. The tasks 
offer such kinds of activity as development of the business plan 
of a company (unit "Tools and Techniques of Text Documents 
Preparation "), development of the advertising the company 
(“Presentations Software"), designing the company database 
(“Database Management Systems"), etc. 

The e-learning course allows the student to get acquainted 
with the proposed material in advance (laboratory works, tasks 
for self-study) and to begin their performance. This course does 
not exclude classroom teaching in which the student can 
consult the teacher on the topics of discipline in case they have 
any difficulties. 

Also the e-learning course provides the student with the 
possibility of having videoconferences, using Skype, when the 
teacher conducts the lesson online. It is very convenient in case 
a student is unable to attend classes for health reasons. 

When studying of the discipline is completed, the authors 
conducted a study to determine the impact of the e-learning 
course on the academic performance of students. For this 
purpose, the students were divided into two groups. 

The first group had studied the discipline in the traditional 
form performing laboratory work in the classroom, and 
individual assignments for self-study, but without the use of a 
distance (e-learning) course, while the second group had 
studied the discipline with the use of a distance course, 
classroom lessons had been used to assist students in arising 
difficulties.  

After completion of the discipline in both groups, the 
students did a test that contained questions on all units studied, 
and a practical assignment.  

In Fig. 2 we can see a comparative analysis of the quality of 
academic performance of the two groups in all the studied 
units. Fig. 2 shows the number of students in each group who 
have done at least 70% of the tasks of the unit correctly. 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 715 12-14 Oct 2016, Baku, Azerbaijan



 
Fig. 2.  A comparative analysis of the quality of academic performance in two 

groups – students who studied the discipline without the e-learning 
course, and with it, in the study of the discipline "Economic 

Informatics" 

The students were offered to do practical tasks in text 
documents processing, presentations, developing databases, 
working with spreadsheets. They were evaluated in percentage 
terms (0-100%) according to the degree of their performance.  

In Fig. 2, you can see that the quality of academic 
performance of the group, who studied the discipline with the 
use of an e-learning course, in all units exceeds the quality of 
the group, who studied the discipline in the traditional form. 
This is due to the greater autonomy of students, who studied 
the discipline distantly, and personification of the learning 
process when using an e-learning course. 

The discipline “Numerical methods” is related to solution 
of applied mathematical problems. For its studying, the authors 
also have developed an e-learning course. It is intended for 
second-year students of the direction of training 09.03.03 –  
Applied Informatics, and can also be used by students of other 
specialties, studying the discipline "Numerical Methods". The 
course provides basic information about classical numerical 
methods for solution of various applied problems: direct and 
iterative methods for solving systems of linear algebraic 
equations; of nonlinear algebraic and transcendental equations; 
interpolation; differentiation and integration; solution of 
differential equations. 

It should be noted that this discipline has a mathematical 
focus and is quite difficult for students. However, the distant 
course contains sources of additional information, allowing to 
study a particular material in detail. In addition, there is a 
summary of the course, full and short variants of lectures, a 
glossary with basic terms on the discipline, methodical 
recommendations for teachers and students, the list of 
electronic resources, a news forum, a laboratory work forum, 
and examination questions. 

In studying each unit of the discipline students are provided 
with lecture material, assignments for laboratory work and 
samples of their performance, a checklist, glossary, guidelines 
for the study of this topic.  

Obviously, this course allows classroom activities, where 
after students’ preliminary study of the material, the teacher 
can assist students in most difficult issues and tasks. 

After finishing this discipline there has been conducted a 
study to determine the impact of e-learning course on the 
quality of students’ academic performance.  

Initially, the students were divided into two groups. The 
first group studied the discipline in a traditional form, without 
using an e-learning course: took a course of lectures and did 
laboratory work in the classroom. The second group on the 
contrary studied the discipline using an e-learning course, 
classroom sessions were used to assist students in most 
difficult issues. 

Later on, the students took an examination which included 
a test containing questions on key topics, and a practical task. 
Fig. 3 shows a comparative analysis of the quality of academic 
performance between the two groups in all the studied units. 
The figure shows the number of students (in percentage terms) 
in each group who have performed at least 70% of the tasks in 
the unit correctly. 

 
Fig. 3.  A comparative analysis of the quality of academic performance in two 

groups – students who studied the discipline without the e-learning 
course, and with it, in the study of the discipline "Numerical Methods" 

The practical task presupposed development of different 
programs:  

• numerical solution of equations with one variable by 
various methods (by trials, bisection, chords, tangents, Newton, 
iteration, apportionment, combined method);  

• numerical solution of linear equations system;  
• interpolating by splines; 
• integration; 
• solution of differential equations by the Euler and Runge-

Kutta methods; 
• processing of experimental data using least-squares 

method, mean-value method. 
The practical task was evaluated in percentage terms (0-

100%) in accordance with the degree of its performance.  
It can also be seen that the academic performance of the 

group, who studied the discipline using a distance course, in all 
units exceeds the performance quality of the group, who 
studied the discipline in the traditional form. 

The students studying disciplines "Economic Informatics" 
and "Numerical Methods" using e- learning courses were 
surveyed to assess the efficiency of e-learning courses use in 
the learning process.  

The results of the study are the following: 
• 95% of students’ state that they are ready to learn with the 

use of e-learning courses; 
• 100% of students are completely satisfied with the 

possibility of permanent access to learning materials / tasks; 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 716 12-14 Oct 2016, Baku, Azerbaijan



• 90% of students feel free in communication with 
classmates and teachers on the forums. 

Thus, students are positive about the effectiveness of the 
use of e-learning courses in the learning process. 

IV. CONCLUSION 
Studying a discipline using a distance learning course helps 

to design an individual educational trajectory of each student in 
accordance with his/her capacity to learn, level and rate of 
training indeed. Individual rate and ability to work at 
convenient time for students, self-statement of potential 
problems and their solution – all of these have a positive 
impact on learning, contribute to formation of abilities for self-
education that is one of the fundamental criteria for selection of 
staff by modern HR managers. An ability for self-education 
characterizes an employee as a person working for the result, 
striving to find the most effective and more cost-efficient ways 
of achieving the goal. Nowadays, people with high levels of 
abilities for self-education are more valuable and competitive 
in the labour market. 

Thus, introduction of distance learning elements in the 
traditional educational process is one of the most important 
directions of education system modernization. Thanks to the 
support of the teacher who recognises the right of each trainee's 
personal learning objectives, students will be able to set a 

specific goal of their work on an individual educational 
program and to express it in the form of the intended result [8]. 

REFERENCES 
[1] A. V. Khutorskoy, "Didactic heuristics. Theory and technology 

of creative teaching", Moscow: MSU press, 2003, 258 p. 
[2] S. A. Vdovin and I.M. Kungurova, The Nature and directions of 

individual educational trajectory implementation, Science, 2013. 
(Viewed on: 20.08.2015). 

[3] A. A. Andreev, Didactic basis of distance learning, Moscow, 
1999. 

[4] A. A. Babaev, Informatization of learning courses maintenance, 
Problems of Economy and New Technologies of Teaching. 
Proceedings of the VIII International scientific-practical 
conference, vol. 1, Saint Petersburg: MBI, 2009, pp. 69-71. 

[5] A. S. Belkin, “The Situation of Success. How to create it", 
Moscow: Education, 1991, 176 p. 

[6] N. V. Volzhenina, "Organization of self-sufficient work of 
students in the learning process", Barnaul: Publishing house Alt. 
University press, 2008, p. 59. 

[7] E. S. Polat, M. Yu. Buharkina, and M. V. Moiseyev, "Theory 
and practice of distance education", Moscow: Academy, 2004, 
416 p. 

[8] A. P. Trapezina, "Educational program – the student’s route", 
Saint Petersburg, 2000, 228 p. 

 
 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 717 12-14 Oct 2016, Baku, Azerbaijan



Professional Training in Embedded Systems and its 
Promotion 

 

Alena Hašková 
Faculty of Education 

Constantine the Philosopher University in Nitra 
Nitra, Slovak Republic 

ahaskova@ukf.sk 

Dirk Van Merode 
Technology and Design, Campus de Nayer 

Thomas More Mechelen-Antwerpen University College 
Sint-Katelijne-Waver, Belgium 

dirk.vanmerode@thomasmore.be 
 
 

Abstract — Tendency to eliminate man´s intervention in the 
controlling processes in different hardware applications as much 
as possible supports implementation of embedded systems in a 
broad scale of industry sectors. Consequently this leads to an 
increased demand for embedded system specialists at the labour 
market and at the same time to increased requirements on their 
competences. Issues related to curricula topics and professional 
training methodology in embedded systems at higher education 
institutions have been investigated in the international European 
Tempus project with a consortium of partners from the 
European Economy Area and target partners in Ukraine, 
Georgia and Armenia (DesIRE - Development of Embedded 
System Courses with implementation of Innovative Virtual 
approaches for integration of Research, Education and Production 
in UA, GE and AM, 2013 - 2016). In the paper there is presented a 
description of the project content together with an overview of 
the carried out activities and achieved main results. 

Index Terms — Embedded systems, tertiary education, 
training courses, curricula innovation, international co-
operation.  

I. INTRODUCTION 
To eliminate man´s intervention in the controlling 

processes in different hardware applications as much as 
possible currently so-called embedded systems are used. These 
systems are used in various sectors, starting from aerospace 
industry, through automobile industry, logistics, automation, 
medical devices up to consumer electronics such as cameras, 
mobile phones, microwaves, washing machines, television 
including satellite facilities. In principle they consist of 
combination of software and hardware components. 

An embedded control system is specially designed and 
produced for a particular electronic device. Logically, a 
specially designed system cannot be taken off and simply used 
in other devices. Its usage in other electronic devices requires a 
completely new design and programming of the system, i.e. 
creation of a new embedded system.  

Nowadays, two main branches of the embedded system 
development are recognised: 

� adjustment of classical PC sets with high computing 
power and their use as embedded systems 
(embedded control systems for CNC control 
machines and production of assembly lines, 

industrial computers with PLC control functions, 
special HMI modules for industrial production), 

� significant increase of computing power of hardware 
components primarily designed and developed for 
embedded systems (Raspbery PI 3, Arduino, Udoo 
X86). 

Both development trends have extended possibilities of 
using embedded systems in practice. At the same time, they 
increased a demand for programmers able to unify operational 
systems as well as software development tools for these 
systems with programming aids developed for programming 
the desktop, internet, or mobile applications. Issues tackling 
this area of technology applications have been reflected in the 
four-year international project 544091-TEMPUS-1-2013-1-
BE-TEMPUS-JPCR Development of Embedded System 
Courses with implementation of Innovative Virtual approaches 
for integration of Research, Education and Production in 
Ukraine, Georgia and Armenia (DesIRE, 2013 – 2016) 

II. BACKGROUND OF THE PROJECT 
Similarly to its title – Development of embedded systems 

courses with the implementation of innovative virtual 
approaches focused on the integration of research, education 
and production in the Ukraine, Georgia and Armenia – 
activities of the DESIRE project have been aimed at teaching 
courses (subjects) covering the embedded system topics at 
higher education institutions in Ukraine, Georgia and Armenia.  

The main coordinator of the DESIRE project ([1], [2], [3]) 
is Thomas More Mechelen-Antwerpen University College 
(TMMA, Belgium). Other project partners are:  

� Ilmenau University of Technology (IUT, Germany), 
� Constantine the Philosopher University in Nitra (UKF, 

Slovakia), 
� State Technical University in Zaporizhzhya (Ukraine), 
� Crimean Engineering and Pedagogical University, 

Simferopol (Ukraine), 
� Donbass State Engineering Academy, Kramatorsk 
� (Ukraine), 
� Boris Grinchenko Kyiv University (Ukraine), 
� National Polytechnic University of Armenia, Yerevan 

(Armenia), 
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� Yerevan State University of Architecture and 
Construction (Armenia), 

� Yerevan Telecommunication Research Institute 
(Armenia), 

� Georgian Technical University, Tbilisi (Georgia), 
� Ivane Javakhishvili Tbilisi State University, (Georgia). 
 
 
 

 
 

Fig. 1.  The DesIRE logo 

The DesIRE project has got together all the involved 
partners to mutual co-operation supported by EU. The project 
has been aimed at modernization of tertiary education in 
countries neighbouring with the European Union (West Balkan 
Area, Area of East and Central Asia, North African Area and 
Area of Middle East). It should contribute to the intensification 
of synergy between HEIs and business enterprises in the 
partner countries and at the same time also to the extension of 
co-operation in the field of science, research and education 
among the countries involved. 

The main aim of the project is to introduce a change from 
theoretically oriented teaching of technical subjects relevant to 
embedded system issues at the HEIs in the partner countries to 
practice-oriented and competence-based teaching ([10], [9], 
[6], [5], [8]). 

III. PROJECT METHODOLOGY 
The main general aim of the project, a change from 

theoretically oriented teaching of some technical subjects to 
practice-oriented and competence-based teaching at the HEIs 
in the partner countries, has been intended to be achieved 
exploring good practice and expert activities of the partners 
from the European Economy Area. But because teaching 
courses in embedded systems design and production requires a 
very specific, qualitative and substantial knowledge growth in 
the target HEIs (which ensure inflow of high-skilled people to 
the labor market), to keep this knowledge relevant to the local 
and international labor market, the HEIs have had to strengthen 
their links with relevant branches of industry. This is the reason 
why the main, general aim has been concretized in following 
particular specific aims:  

� to produce a comparative analysis of current curricula 
of the relevant subjects (courses) taught at the target 
HEIs and competences expected by the labor market in 
embedded systems,  

� to develop relevant and up-to-date course study 
materials,  

� to supply supporting hardware for a physical 
embedded systems laboratory, virtual and remote 
laboratories in the target HEIs, Ukraine, Georgia, and 
Armenia, 

� to train teachers in both the EU and partner countries 
institution to develop their skills to train students to 
work with embedded systems required by the labour 
market, 

� to run a pilot teaching period with the new material and 
to assess its results. 

Achievement of the stated specific aims has been supported 
by activities structured into five project workpackages (WP): 

WP1: Analysis of current curricula and competences in 
Embedded Systems in the target countries, 

WP2: Curricula modification and courses development, 
WP3: Implementing a (virtual) learning environment in 

embedded systems design engineering, 
WP4: Retrain university teachers in embedded systems 

design engineering and virtual learning platforms, 
WP5: Pilot teaching/operation. 
The workpackage WP7 Dissemination and Enterprise 

Collaboration has served partially also as a supporting 
workpackage to the workpackages WP1 and WP2 and the other 
two project workpackages have been designed completely for 
the project operation activities (WP 6 Quality Assurance and 
Quality Control, WP8 Management of the project). 

IV. PROJECT RESULTS 
Although the project has not been finalized yet and some of 

its activities have been still under development and checking, 
most of the specific aims can already be referred as achieved 
and completed. 

WP1 Analysis of current curricula and competences in 
Embedded Systems in the target countries 

The aim of this workpackage was to elaborate an analysis 
of the current curricula of the subjects dealing with embedded 
systems engineering in the target higher education institutions 
(project partner institutions in UA, GE and AM). The analysis 
was performed based on content (what has been taught in the 
embedded domain) and competences (which of the 
competences are priority to be developed) criteria. At the same 
time surveys were carried out to find out requirements of 
stakeholders in embedded systems engineering in the partner 
countries and European Economic Area. For the purposes of 
these analyses as stakeholders were chosen local industry, 
teachers and students. Outputs of these activities were reports 
with recommendations on competences expected in embedded 
systems in labor market. Consequently it was agreed to renew 
and upgrade existing curricula using the newly developed 
teaching material in the target HEIs. An overview of the main 
points resulting from the agreements can be summarized as it 
follows [7]: 

� All HEIs from all countries involved in the project 
decided to collaborate closely. 
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� Each partner HEI has the necessary human, education, 
information and logistic support for a high-quality 
training of students in the field of embedded systems.    

� Analyses of the labor market show the importance of 
training of specialists in embedded systems.  

� University students are familiar with contemporary 
approaches in education, however, they are rarely used, 
and, in general, virtual labs are better known than 
remote experiments.  

WP2  Curricula modification and courses development 
Following the findings and conclusions resulting from the 

activities in the WP1 and expected competences by 
stakeholders, within the WP2 the project partners from the 
European Economic Area had the task to develop relevant 
course materials for different subject topics in embedded 
systems engineering. 

The project partner TMMA (Thomas More Mechelen-
Antwerpen University College, Belgium) was responsible for 
formal theoretical and practical approach to different domains 
of embedded systems (embedded hardware, embedded 
software, CAD/CAM/CAE for embedded systems, digital 
signal processing, legislation on and certification of embedded 
end products, quality engineering). The intention was to 
develop modular courses which will allow external 
stakeholders to get certificates in the specific subjects. 

The project partner IUT (Ilmenau University of 
Technology, Germany) was responsible for the development of 
course material in e-learning, virtualization and remote 
laboratories. 

The project partner UKF (Constantine the Philosopher 
University in Nitra, Slovakia) was responsible for the quality of 
the methodology used in the curricula and the educational 
process and its main task was to provide course material on 
teaching technical studies and soft skills for engineers [4]. 

The task of the target HEIs in the partner countries was to 
adopt the developed teaching materials and incorporate them 
into the syllabi and curricula of relevant subject courses taught 
within different bachelor and master study programs. 

Finally three main thematic modules with courses and 
teaching materials for related subjects were developed. 

The first module Hardware for Embedded Systems consists 
of a mixture of  ordinary classroom teaching and practical 
exercises using the new equipment. Courses in this module are: 

� Microcontrollers, 
� Digital Electronics, 
� Digital System Design, 
� Embedded Communication, 
� Sensors, Actuators and Interfacing. 
The second module Software for Embedded Systems 

consists as well of a mixture of theory and practical exercises 
structured into the following courses: 

� C for Embedded Systems, 
� Embedded Software Development, 
� Embedded Operating Systems, 
� GUI Development, 

� Multicore Programming, 
� Software Testing. 
The third module CAD/CAM/CAE for Embedded Systems 

train students in ECAD electronic design, ALTIUM, MCAD 
structural design and Pro Engineer.  

In addition to the three main thematic modules, seven 
additional courses were developed: 

� Digital Signal Processing, 
� Remote Labs and Virtualization, 
� Legislation on and Certification of Embedded End 

Products, 
� Management and Marketing of Embedded End 

Products, 
� Quality Engineering, 
� New Teaching Approaches in Engineering, 
� Soft Skills for Engineers. 
For the target HEIs in the partner countries to be able to 

plan the implementation of the new teaching materials, the 
project partners have at first developed syllabi for each course 
stating the topics, the amount of students` work, the aims, the 
learning outcomes, the prerequisites and so on [1]. 

WP3 Implementing a (virtual) learning environment in 
embedded systems design engineering 

Within the WP3 the target HEIs have received supplies of 
the new equipment for training in embedded systems design 
engineering. The key role was hold by the project partner IUT 
(Ilmenau University of Technology, Germany). Its task was to 
plan, coordinate and implement a virtual learning environment 
for teaching and studying embedded systems design 
engineering, in particular by means of remote labs and 
virtualization. 

List of materials and equipment to be ordered by the project 
coordinator (Thomas More Mechelen-Antwerpen University 
College, TMMA Belgium) was prepared in co-operation with 
the project partners IUT and UKF (list of materials and 
equipment for ESD was prepared mainly by TMMA, for 
remote labs mostly by IUT). Determining key performance 
parameters were stability and accessibility of the remote lab, 
active students and teacher usage. Other success indicators 
were the number of key competences which can be trained 
with the e-learning environment and the self-studying results of 
students. 

As follows from the above-mentioned in frame of the WP3 
the target HEIs were provided with the new equipment for both 
hands on training (so-called Embedded Systems Design Lab) 
and remote and virtual training (Goldi Remote Lab). The target 
HEIs received this up-to-date equipment and additional 
computers, network and server equipment, to support 
implementation of the newly developed teaching materials and 
innovated syllabi. In each target HEI 8 set-ups were supplied, 
with one PC and five different embedded systems. In addition, 
two HEIs invested in a low-entry robot system, to teach 
students principles of embedded programming, to make them 
enthusiastic about STEM (sciences, technology, engineering 
and mathematics). Other universities also invested in a 3D 
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printer, to support the work in CAD-systems and to completely 
close the loop to a functional prototype of a real product. 
 

 
 

Fig. 2.  Embedded systems delivered to the target HEIs 

WP4  Retrain university teachers in embedded systems design 
engineering and virtual learning platforms 

To make the academic staff in the target HEIs aware and 
able to implement the required changes in the learning 
environments of their home institutions was one of the specific 
aims of the project. To achieve this aim – to make the 
academic staff able to train students to work with embedded 
systems in accordance with the labor market`s requirements -
several training activities for the university teachers both in the 
EU and target institutions in the partner countries on the use of 
the newly created courses on embedded system design and the 
virtual environment were planned. 

Within the WP4 teachers of the target institutions from the 
partner countries were trained in the EU. Training on teaching 
methods was carried out at UKF, training on virtual learning 
systems and remote labs setup at IUT and training on 
embedded systems design at TMMA. 

Training on teaching methods New teaching approaches in 
Engineering was held at Constantine the Philosopher 
University in Nitra (Slovakia) on September 14 – 21, 2014. 
The program of the training consisted of activities covering the 
following topics: 

� The Bologna Process and European Higher Education 
Area, 

� Interactive forms of learning supported by computer 
technology, 

� E-learning methods in education, 
� Information technologies in the remote experiment, 

� Informatics minimum for users of remote experiments 
in LMS, 

� Interactive forms of learning supported by computer 
technology, 

� Use of remote labs and interactive forms of learning, 
� Experiences with the use of the remote experiments in 

the university technology education, 
� Demonstration of Flow Code Buggy and Lego 

Mindstorms. 
Trainings in virtual learning systems and remote labs setup 

The hardware for embedded systems and Remote and virtual 
labs were held at Ilmenau University of Technology in Ilmenau 
(Germany) on April 13 – 25, 2015. The program of the whole 
training consisted of activities covering the following topics: 

� Presentation of DesIRE lab components, 
� Introduction to Quartus II (Altera), 
� Hardware-oriented design with Quartus II, 
� Introduction to Arduino and Arduino shields, 
� Demonstration of Arduino applications, 
� Usage of Arduino shields with other components, 
� Introduction to the Remote Lab Management systems, 
� Requirements for the design of online labs compliant 

with ISA, 
� Examples of labs running on ISA, 
� GOLDi components and installation, 
� GOLDi – online experiments, 
� GOLDi – usage of different web-control units, 
� GOLDi – security and safety aspects in online labs, 
� Overview of the main drawbacks concerning labs and 

RLMSs. 
Training in embedded systems design was held at Thomas 

More University College in Sint-Katelijne-Waver on June 04 – 
20, 2015. The program of the training consisted of activities 
covering the following topics:  

� Formula Flowcode Buggy, 
� Creo Workshop, 
� Altium Workshop, 
� Altium Academic Roadshow, 
� C for Embedded Systems, 
� Embedded Communication, 
� Embedded Software, 
� EmSys Research Group, 
� Digital Signal Processing, 
� Multicore Programming, 
� Embedded Operating Systems. 
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Fig. 3.  Fig. 5 – Photo from TMM summer course 

WP5  Pilot teaching/operation  
The final output of the whole project should be 

implementation of the new curricula and modules in the study 
programs in the target higher education institutions. To enable 
fast and efficient dissemination of the course material, master 
classes were planned for a contact group of relevant 
stakeholders (teaching staff, students, external stakeholders). 
The goal of the master classes, which are still being delivered 
(as the project has not been finished yet) has been presentation 
and demonstration of the new teaching infrastructure (ESD, e-
learning, virtualization, remote laboratories) and to it related 
teaching processes and teaching materials. To facilitate the 
institutional transition to the new curricula and course modules, 
train trainers sessions have been organized in the target HEIs 
by the attendees of the trainings held in Slovakia, Germany and 
Belgium for efficient dissemination of the gained knowledge.   
                                                                  

V. CONCLUSION 
The biggest obstacle for smooth life of the project has been 

the political destabilization in Ukraine, which has had serious 
consequences on the project processes. The most serious 
impact of the destabilization on the project processes has been 
change in the legal status of the organizations located in the 
illegally occupied and annexed Crimea and Sevastopol area by 
the Russian Federation. These facts caused that Crimean 
Engineering and Pedagogical University, Simferopol (CEPU, 
Ukraine) was excluded from the project by the EACEA. This 
has been, of course, very regrettable not only for the excluded 
partner but also for the rest of the project partners and mainly 
for the project management (e.g. a part of the budget was 
frozen). Another consequence of the political destabilization in 

Ukraine with a serious impact on the project life are obstacles 
regarding running business in Ukraine (because of the unstable 
currency and difficult import regulations which are factors 
strongly influencing e.g. payments for mobility and staff costs 
and supplies of the relevant equipment and material to the 
Ukrainian target HEIs). 

Despite of the above-mentioned obstacles the project 
management believes in successful completion of all project 
activities and the whole project, too. 
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Abstract—This paper proposes a new version of impact factor. 

The proposed version penalizes JCR IF by journal self-citations. 
The penalized IF was experimented on 26 journals from 
Thomson Scientific JCR for 2013 and compared with the 
JCR IF. For these journals rank correlation between 
penalized IF and JCR IF is equal to 0.63.  

Index Terms—Impact Factor, weighted IF, journal self-
citation, penalized IF 

I.  INTRODUCTION  
Currently the most popular indicator for journal evaluation 

is impact factor. Impact factor (IF) is a fraction, where 
numerator is the total number of citations in the current year to 
articles published in this journal in two previous years and 
denominator is the number of articles published in the two 
previous years [10]: 

21IF �� 

� t

j
t
j

t
jt

j AA
C

,                               (1) 

where t
jIF  is the impact factor of the journal j  in the year t ; 

1�t
jA  and 2�t

jA  are the total number of articles published in 

journal j  in the two previous years 1�t  and 2�t ; t
jC  is the 

total number of citations received by journal j  in the year t .  
In spite of impact factor’s popularity there are many 

adverse effects of ranking journals by IF. Neuberger & 
Counsell [16] have counted several limitations regarding the 
use of impact factors, as manipulations by authors and editors, 
disambiguation with peer-review process, distinction between 
the qualities of journal articles, etc. Ways for boosting the 
prestige of a journal, in other words, “tricks” of engineering 
and IF manipulating which increases nominator and decreases 
denominator in equation for IF calculation were pointed by 
Falagas & Alexiou [7]. Unweighted citations also have been 
noted as main disadvantage of IF, so in IF calculation the 
weights for all citations is one and it does not depend on impact 
of cited journal [17]. Different modifications of IF, weighted 
by cited journals’ IF were proposed by Habibzadeh & 
Yadollahie [11], Sombatsompop  et al. [23], Alguliyev et al. [1, 
2], and Buela-Casal [5]. In [9] constructed mathematical model 
of generalized weighted impact factor. 

Besides unweighted citations in calculation of impact factor 
not considered following factor: Weight fractions of self-
citations – in certain cases, authors are forced to cite articles 
from the same journal. Although some of self-citations may be 
legitimate, they can distort the scientific literature and opinion 

of science policy-makers [3]. Fassoulaki et al. [8] found that 
high rate of self-citations actively influences on impact factor 
of journal. In this paper, penalized IF (PIF), considering weight 
fractions of self-citations is proposed. 

II. RELATED WORK 
Self-citations of journal are citations to the journal by 

articles published in the same journal. Yu & Wang [26] 
analyzed that journal editors may distort value of impact factor 
by increasing the number of self-citations. In [18] has been 
stated that coerced journal self-citation is unethical and if 
unchecked it will continue to falsify the value of IF. 
Campanario [6] had analyzed journals selected from list of 
Journal Citation Reports  during 1998-2007 years and reported 
that, 54% of IF increases and 42 % of IF decreases depend on 
number of journal self-citations. It is has been found that in 
some journals number of self-citations is the main part of all 
citations. In these cases, self-citation has the potential to distort 
the real influence of the journal in given subject [25]. 
Demanding of authors by journal editors to use citations for 
articles published in this journal during previous years [4, 20, 
22]. Gonzales & Campanario [14] noticed that journal editors 
publish many editorial materials with large number of self-
citations and by this way they increase IF value. Also large 
amount of review materials published in journal and decreasing 
number of other articles increases IF value [21]. Krauss [12] 
offered to take self-citation rates into account for journal 
rankings to prevent further intentional increasing journal self-
citations. Seglen [19] remarked selective journal self-citation as 
one of problems associated with the use of journal impact 
factors. Cases of coercive self-citation by peer reviewers also 
have been analyzed [24]. 

One of the most important values for determining the 
journal impact is distribution of citations among citing sources. 
Leydesdorff & Bornmann [13] offered calculating fractional 
citations for normalizing journal impact by cited sources. 
Fractional impact calculation of journal is important for 
defining differences between small and large sets of cited 
sources. The audience factor proposed by Zitt & Small [28] is a 
fractional indicator of journal citations which takes into 
account cited journal impact and affecting measures. It is a 
weighted impact factor which addressed to field-discrepancies 
by citing-side normalization, in contrast both with post-facto 
field-normalization and influence measures [27]. For solutions 
of the problem related by citation frequencies between different 
sciences in [15] proposed Scopus’s Source Normalized Impact 
per Paper.  
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III. PROPOSED IMPACT FACTOR 
Distortion cases of IF by self-citation have been noticed 

above. For more adequate ranking of scientific journals in this 
section we proposed a new impact factor penalized by self-
citation (PIF) which decreases by increasing self-citations: 
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where t
jsC  is the number of self-citations of journal j  in the 

year t  to the articles published in the two previous years  1�t  
and 2�t . 

IV. EXPERIMENTS 
The proposed PIF is calculated for 26 journals from 

Thomson Scientific JCR for 2013 and compared with the JCR 
IF. Table 1 describes bibliometric characteristics of the 
journals. 

TABLE 1. BIBLIOMETRIC CHARACTERISTICS OF JOURNALS 

# Journal Self-citations 
Number of 
citations in 

2013 

Number of articles 
published in  

2011 and 2012 
1 Applied Numerical Mathematics 4 259 241 

2 Scientometrics 146 800 497 

3 Pattern Recognition 161 2391 513 

4 Pattern Recognition Letters 57 1276 542 

5 IEEE Transactions on Pattern Analysis and Machine Intelligence 82 3806 401 

6 Neural Computation 26 448 226 

7 Swarm Intelligence 6 62 27 

8 Neural Processing Letters 7 130 77 

9 Artificial Life 1 74 48 

10 Cognitive Computation 11 112 89 

11 Computer Speech And Language 6 168 68 

12 Fuzzy Optimization and Decision Making 14 82 46 

13 Genetic Programming and Evolvable Machines 8 91 45 

14 International Journal of Applied Mathematics and Computer Science 45 255 136 

15 Journal of Ambient Intelligence and Smart Environments 12 92 74 

16 ACM Transactions on Applied Perception 4 78 40 

17 ACM Transactions on Knowledge Discovery from Data 1 102 37 

18 ACM Transactions On Information Systems 3 152 42 

19 ACM Transactions on the Web 5 196 39 

20 ACM Transactions on Sensor Networks 2 144 54 

21 ACM Transactions On Software Engineering And Methodology 2 165 37 

22 IEEE Transactions on Computational Intelligence and AI in Games 11 169 50 

23 IEEE Transactions on Dependable and Secure Computing 2 395 143 

24 IEEE Transactions on Autonomous Mental Development 15 107 54 

25 World Wide Web: Internet and Web Information Systems 17 119 59 

26 Journal of Informetrics 93 459 145 

In experimental analysis was calculated penalized IF for selected journals and created new ranks were compared with their 
ranks by JCR IF’s (Table 2). 
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TABLE 2. INDICATORS OF JOURNALS AND THEIR RANKS 

# Journal 
2013 JCR IF  PIF 

Value Rank Value Rank 

1 Applied Numerical Mathematics 1.036 25 1.876 13 

2 Scientometrics 2.274 4 1.680 15 

3 Pattern Recognition 2.584 3 3.028 3 

4 Pattern Recognition Letters 1.062 23 1.434 17 

5 IEEE Transactions on Pattern Analysis and Machine Intelligence 5.694 1 9.490 1 

6 Neural Computation 1.694 8 2.094 12 

7 Swarm Intelligence 1.833 6 1.859 14 

8 Neural Processing Letters 1.237 16 1.570 16 

9 Artificial Life 1.930 5 3.608 2 

10 Cognitive Computation 1.100 20 1.109 23 

11 Computer Speech And Language 1.812 7 2.622 6 

12 Fuzzy Optimization and Decision Making 1.000 26 0.768 26 

13 Genetic Programming and Evolvable Machines 1.065 22 1.125 22 

14 International Journal of Applied Mathematics and Computer Science 1.390 13 1.047 24 

15 Journal of Ambient Intelligence and Smart Environments 1.082 21 0.957 25 

16 ACM Transactions on Applied Perception 1.051 24 1.356 20 

17 ACM Transactions on Knowledge Discovery from Data 1.147 18 2.304 10 

18 ACM Transactions On Information Systems 1.300 15 2.216 11 

19 ACM Transactions on the Web 1.595 10 2.541 8 

20 ACM Transactions on Sensor Networks 1.463 12 2.717 5 

21 ACM Transactions On Software Engineering And Methodology 1.472 11 2.821 4 

22 IEEE Transactions on Computational Intelligence and AI in Games 1.167 17 1.385 18 

23 IEEE Transactions on Dependable and Secure Computing 1.137 19 2.610 7 

24 IEEE Transactions on Autonomous Mental Development 1.348 14 1.150 21 

25 World Wide Web: Internet and Web Information Systems 1.623 9 1.372 19 

26 Journal of Informetrics 3.580 2 2.482 9 

Rank correlation between proposed indicator and JCR IF is 
not so high, is equal to 0.63. 

Let’s compare journals from the same disciplines.   

� Journal of Informetrics and Scientometrics the take 2nd and 
4th positions according to their IFs calculated by Thomson 
Scientific. According to PIF ranking they have transferred 
to the 9th and 15th positions, respectively. The high penalty 
for self-citations of these journals associated by the few 
number of journals investigated scientometrics problems. 
On the other hand, all scientific disciplines can be analyzed 
by scientometrics methods; it explains the high positions 
by the distribution of citations.  

� Swarm Intelligence (6th) and Artificial Life (5th) – the first 
journal have penalized by self-citations and have lost 8 
positions, besides the second journal have moved forward 
3 positions, because of insignificant number of self-
citations.  
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Abstract – In the article the development of the virtual physical 
laboratory using the example of one of the laboratory works is 
presented. The choice of the development platform is justified; 
the structure of the application and the user interface is 
described. 

Index Terms – Virtual physical laboratory, virtual 
experiments, physics, XNA Framework. 

I. INTRODUCTION 

Currently, the modernization of education is carried out 
very actively in Kazakhstan. This process, apart from 
transition of the universities to academic freedom and 
autonomy, introduction of polylingual education, updating the 
educational programs, includes the wide use of information 
and communication technology (ICT) within secondary and 
higher education. This implies development of the global 
information network, application of distance learning 
technologies, providing education institutions with ICT tools 
and others. Thereby, the majority of the universities in 
Kazakhstan implement the named technologies, which 
significantly change the nature of acquisition, development 
and transferring of knowledge.  

Study and use of ICT in educational process allow students 
to get the skills and qualifications, which are essential in the 
modern society. Besides, wide use of ICT makes education 
more accessible and provides the foundation for the Life Long 
Learning (LLL-paradigm). Moreover, ICT is an effective tool 
for the development of new teaching methods and techniques, 
which improve the quality of education.  

One of such new learning tools, which is used more and 
more often, is virtual laboratories [1]. They allow conducting 
different types of experiments and simulations, if a real 
laboratory is unavailable for some reasons [2]. Physics is one 
of many other sciences, where such virtual simulations are 
possible.  

In the International Information Technology University 
(Almaty, Kazakhstan) at the Department of Computer 
Engineering and Telecommunications the authors develop a 
Virtual Physical Laboratory (VPL), which is designed to help 
the students to study physics by providing the experimental 
support for the theoretical learning [3]. At the moment, the 
Laboratory consists of six laboratory works from various 

sections of physics, according to the sample program for 
physics from the standard of higher education for the technical 
universities in Kazakhstan. The distinguishing feature of the 
laboratory is that the laboratory works are presented in three 
languages, namely Kazakh, Russian and English.  

In this article the one of the virtual laboratory works, 
namely “Franck-Hertz Experiment”, is presented.  

II. PHYSICAL DESCRIPTION OF THE EXPERIMENT 

The aim of the virtual laboratory work “Franck-Hertz 
Experiment” is to study the excitation of the inert gas atoms 
by electrons, to determine the excitation energy of inert gas 
atoms, the wavelength and the mass of the emitted photon.  

Franck-Hertz Experiments, the aim of which was to 
measure the ionization potentials of the atoms, confirmed 
experimentally the Bohr postulates. For this work in 1925, 
they were awarded the physics Nobel Prize for establishing 
laws in collisions of electrons with atoms.  

The experiments of Franck and Hertz were as follows. 
Through the test gas the electrons, accelerated by an electric 
field, were passed. At the collision with the atoms of the gas 
the electrons could move into new excited states with a 
definite value of the energy, more than the ground-state 
energy. Moreover, if the energy levels of the atom are 
discrete, the kinetic energy of the electrons should not be less 
than a certain minimum value that can excite the gas atoms. 

In the experiments a tube, and three electrodes: cathode, 
grid and anode, were used (Fig. 1). The tube was filled with 
mercury vapor at a pressure of p Ï 1 mm Hg. Art.  

 

Fig. 1. Schematic diagram of measuring the current voltage 
characteristics of a gas-filled triode. 
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Fig. 2. The dependence of the current in the anode circuit on the voltage 
between the cathode and the grid. 

 
The electrons are accelerated by the potential difference U 

between the cathode and the grid. This potential difference can 
be changed using the potentiometer P. Between the grid and 
the anode there is a retarding field 0.5 V (the method of 
retarding potential). 

The dependence of the current through the galvanometer G 
on the potential difference between the cathode and the grid U 
was measured. During the experiment the dependence, shown 
in the Fig. 2, was obtained. Here, U = 4.86 V corresponds to 
the first excitation potential. 

According to the Bohr's theory, each of the mercury atoms 
can get a well-defined energy, turning into one of the excited 
states. Therefore, if in the atoms the stationary states really 
exist, the electrons, colliding with mercury atoms, should lose 
energy discretely, by defined portions equal to the difference 
between the energy of the corresponding stationary states of 
the atom. 

Thus, the experiment has shown that the electrons transfer 
their energy to the atoms of mercury in portions, and 4.86 eV is 
the smallest possible portion, of which may be absorbed by the 
mercury atoms in the ground state. Therefore, Bohr idea of the 
existence of atoms in stationary states brilliantly stood the test 
of experiment. 

III. DEVELOPMENT OF THE VIRTUAL LABORATORY WORK 

A. Technological Basis  
The choice of the development platform was based on the 

review of the existing game engines, such as XNA 
Framework, Unity 3D Engine and Unreal Development Kit 
(UDK). The main criteria in selecting a game platform to 
create the virtual laboratory work were the support of 3D and 
the speed of project development. After the analysis the 
choice was made in favor of the XNA Framework.  

XNA Framework is a set of tools with a managed 
environment (.NET), which is designed for rapid 
development and simplified control of computer games for 
Windows, Windows Phone and Xbox 360. XNA offers a set 
of tools that is designed to avoid a repetitive pattern code 
«Code Reuse» and join the different aspects of game 
development in the same environment. A special feature of 
XNA is the ability to easily convert code between Windows 
and Xbox 360 applications. 

XNA Framework is divided into three main sections: 
graphics engine, model of game applications, and conveyor of 
the content. In order to use all the parts, it is necessary to 
connect the libraries of the Microsoft.XNA.Framework 
package written on C#. XNA Framework provides good 
support for 3D and many different types of images, as well as 
small memory consumption for the image based games 
development. Great performance during the work with the 
elements is caused by a built-in GPU- acceleration. The 
application development is carried out with C# language, 
using Visual C# Express development environment. The 
advantages of C# programming language are:  

• speed of project development; 
• cross-platform; 
• code performance and resource requirements; 
• support of libraries; 
• convenience of debugging and assembly. 
Another important factor in choosing the XNA Framework 

is the full support for classes and object-oriented programming, 
and full access to the .NET base classes’ library. 

B. The Structure and the Implementation of the Laboratory 
Work 
From the software point of view a virtual laboratory work 

is a project collected using C# language, which is run firstly. 
The project consists of a set of parts, but generally they can be 
divided into two groups. They are game resources and 
program code. The game resources of the project are the 
graphical, musical or other resources that are necessary to 
make a scene realistic. Classes and procedures written in the 
C# language, which are responsible for interaction between 
the resources, belong to program resources. The term class 
refers to a certain program unit, where data, their structure and 
possible functions are strictly defined. Classes are combined 
in software libraries. In case of work with XNA Framework 
there is an opportunity to connect third-party libraries, and 
also to program and use the own ones. 

Scenes make the basis of the project. A scene processes 
and includes all resources of the project. During development 
of the project in two-dimensional space 3D realism is 
achieved using art tools. 

«Franck-Hertz Experiment» laboratory work includes six 
user classes. The structure and the relationships between the 
classes are shown in the Fig. 3. 

The start of the application is carried out through the 
Program class. ScreenForm is the main class, which interacts 
with the Launcher class. The Launcher class connects the 
elements from the following classes: ModelGame, Camera and 
ModelFrankAndHertz. ModelFrankAndHertz class is 
responsible for the experiment itself. This class is used to 
launch the form and draw all the main elements. Camera and 
ModelGame classes are required for the creation of realistic 
environment in the experiment. The ModelGame class 
processes all graphics representation in the laboratory work 
using vector graphics and data arrays. This class contains all-
important components of game, graphic device, parameters of 
a window and the dispatcher of contents. 
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Fig. 3. Class diagram of «Franck-Hertz Experiment» laboratory work. 
 

C. User Interaction 
Execution of the virtual laboratory work represents 

implementation of a certain sequence of actions, which 
includes input of initial data, start of the experiment and 
registration of the results. «Franck-Hertz Experiment» virtual 
laboratory work contains five main steps for a successful 
completion. Information about the content of the work and the 
reference about implementation are attached in the form of 
methodology of the laboratory work. Figure 4 shows the 
sequence of steps of user interaction with the «Franck-Hertz 
Experiment» laboratory work.  

 

 
 

Fig. 4. Activity diagram of «Franck-Hertz Experiment». 
 

After initiation of the virtual physical laboratory the main 
window is opened, in which user has access to the following 
sections: «Test», «Theory» and «Laboratory Work». Sections 
«Test» and «Theory» contain test tasks to consolidate the 
knowledge and methodology of the experiment. The section 
«Laboratory Work» allows starting implementation of the 
experiment. 

The user interface is used to control functional capabilities 
of the virtual laboratory work. The full reference on how to 
work with the application is available for students. The home 
page interface of the «Franck-Hertz Experiment» laboratory 
work is presented in the Fig. 5. 
 

 
 

Fig. 5. Home page interface of «Franck-Hertz Experiment» laboratory work. 
 
Figure 6 shows the interface of the running experiment. 

First, a user should select the type of the gas from the provided 
list: argon, helium, mercury, krypton, neon or xenon. Second, 
the user can configure the filament voltage (V) and enter data 
values of a marker. Finally, after all the necessary data are 
entered by the user, data table will be displayed with the 
following information: calculated peaks and minimum points. 
Also a graph will be shown. The sequence of steps can be 
repeated for the different values of V and marker, according to 
the given task. 

 

 
 

Fig. 6. Interface of the experiment of «Franck-Hertz Experiment» laboratory 
work. 

IV. CONCLUSION  

The development of ICT inevitably affects the way we 
teach and study. Virtual libraries are the good example of how 
ICT can facilitate and improve the learning process, if real 
laboratories are inaccessible. In the article the authors present 
the virtual laboratory work “Franck-Hertz Experiment”, which 
is a part of the Virtual Physical Laboratory. The Laboratory is 
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introduced into the process of teaching physics in the 
International Information Technology University (Almaty, 
Kazakhstan). As the future work new laboratory works are 
planned to be developed and integrated into the VPL. 
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Abstract—The goal of this work is to automatically annotate 

manual and some non-manual features of sign language in video. 
To achieve this we examine two techniques one using depth 
camera Microsoft Kinect 2.0 and second using simple RGB mono 
camera. In this work, we describe strength and weaknesses of 
both approaches. Finally, we propose the  semi-automatic web-
based annotation tool based on second technique, which uses 
hand and face movement detection algorithms. Furthermore, 
proposed algorithm could be used not only for annotating clean 
training data, but also for automatic sign language recognition, 
as it is works in real time and quite robust to variability in 
intensity and background. Results are presented in our corpus1 
with free access. 

Index Terms — Sign language recognition, annotation tool, 
hand detection, hand tracking. 

I. INTRODUCTION 
The objective of this research is to reduce time for 

annotation videos containing Sign Language (SL).  
A sign consists of two types of features: Manual features 

contains gestures made with the hands, Non-manual features 
such as facial expressions or body posture, which can both 
effect to meaning of a manual sign. According to studies of 
both Liddel, Johnson [1] and Skokoe [2], manual features can 
be separated into 5 main visemes2: shape, placement, 
movement, orientation and arrangement. Non-manual features 
have more visemes like eyebrow position, lip shape, body shift, 
twisting shoulders, etc. According to this, annotation process 
needs much time and human resources. Whereas most of 
current research [3], [4], [5], [6], [7] in automatic SL 
recognition uses only manual features, our approach mainly 
focus on automatic annotation of them and in addition on some 
non-manual features like head movement. Therefore, our work 
mostly related with hand detection, tracking and classification. 

Most of the state-of-the-art approaches detect the hands in 
sequence of frames and then classify the path that they take. 
This causes difficulties as the hands move quickly (and are 
often subject to motion blur), have high degrees of freedom 
(and therefore vary in appearance) and often occlude each 
other. In addition, tracking often employs skin color, which 
means that the face and hands can be easily confused and the 
clothing worn by the signer must be of a contrasting color and 
have sleeves. All of these issues effect on the success of 
tracking approaches. 

                                                             
1 Kazakh sign language corpus - https://kslc.kz 
2 visemes much the same as phonemes in speech 

The proposed hand detection and tracking approach can 
handle with specified limitations. Finally, we have developed 
web-based annotation tool, which embeds all developed 
algorithms. The full annotation process consist of manual 
annotation of frame ranges in video for each sign and 
succeeding automatic annotation of features. 

II. RELATED WORK 
There are various approaches for hand detection in SL. 

Most accurate results could be achieved using data gloves to 
acquire 3D position and trajectory of the hands [8]. In some 
vision approaches used gloves were single colored, one for 
each hand, which makes it easy to detect and segment hands 
when they occlude each other [4], [9]. A more natural approach 
is to use a skin color model [11]. Depth used to simplify the 
issue of background segmentation and increase accuracy of 
hand shape classification. Old approaches use stereo camera 
pair [12], modern ones use depth cameras [13]. 

ELAN3 is an annotation tool, which is commonly used for 
manual SL annotation. There are additional interface to it that 
can handle automatically generated annotations by sign 
language recognition [15]. The state-of-the-art in automatic SL 
annotation and in general automatic SL recognition can be 
considered the work of Buehler et al. [14].  

III. METHODOLOGY 
In this section we in detail describe annotation process and 

each part of proposed algorithm.  

A. Annotation process and web-interface 
We have developed our own annotation tool, which uses 

web-interface to involve more people to process. Tool allow to 
signers record videos using their own web-cameras, evaluate 
records for quality and annotate them. 

For data collection, we use two approaches. First then 
signers record videos in their homes using their own computers 
and web-cameras. This allows us collecting big dataset with 
different conditions (quality of video, background, intensity). 
Second, we record so called clear videos in our studio with 
almost ideal conditions (black background and signers wear 
dark clothing with sleeves), see examples in Fig 1. For 
annotation process videos only with good qualities are allowed. 
Those are all videos recorded in our studio and videos with 
good quality according to the first approach.  

                                                             
3 https://tla.mpi.nl/tools/tla-tools/elan/ 
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Fig. 2. Body points of Kinect with dismissed positions of joints while 

showing signs. 

Fig. 1. Examples of recorded videos, a) videos recorded in studio with 
ideal conditions, b) in homes using standard webcam. 

Proposed annotation method is semi-automatic. Key 
frames, in which a sign starts and stops, are done manually. In 
parallel our algorithm annotating manual features: a) bounding 
boxes of hands for future shape classification; b) placement; c) 
movement. We are not annotating arrangement, because it 
could be easily calculated from placement and orientation, as it 
is task of hand classification. 

Because of variety in recoding conditions, we propose two 
robust algorithms for automatic annotation of manual features. 

B. Using Depth Cameras 
As a depth camera, we used Microsoft Kinect 2.0 (Kinect). 

According to our previous experience [16] it can calculate 
depth pretty well. New version of Kinect has better accuracy, 
resolution and can recognize new features like facial 
expression and hand status (open or closed). 

We assumed that joints of skeleton, which produced by 
Kinect could be used as points of hands, head and body 
position. Our preliminary experiment showed that hands joints 
are missing their positions when hands occlude each other, see 
Fig. 2. Body joints have the same problem as signs usually 
occurs in from of chest. However, body position can be 
calculated from shoulders joints, as body joint is exactly in the 
middle of them and hands usually do not overlap shoulders. 
Head joint as facial expression recognition have quite stable 
accuracy and used directly for automatic annotation. 

For our final experiment, we used skin segmentation and 
HOG classification (algorithm described in details in next 
section) applied to color map produced from Kinect to detect 
hand. After hands were detected, we used coordinate mapping4 
to find average depth for each hand segmented according to a 
depth map. 

We still have a problem with frame synchronization in 
video. As we are using almost all feature recognition of Kinect, 
it needs very high computational resources. At the same time in 
parallel, we are trying to record the video, because of 
overloaded system program sometimes skipping frames, so that 
finally we could have less frames in second than needed. 

C. Using Mono Camera 
The main problem of building semi-automatic annotation 

tool is to find hands at every frame of a video. The detection of 
hands is implemented using the method that combines skin 
color and motion detection algorithms [18]. In our algorithm, 
skin color elements are classified with the rules, which describe 
the skin cluster in the RGB color space [19]. This method 
illustrated better results compared to the skin probability 

                                                             
4 Embedded function of Kinect SDK 2.0 to synchronized depth, color or body 
maps to with other. 

algorithm in [18].  In order to distinguish hands from face the 
motion detection algorithm is applied to images where pixels 
of skin color were labeled.  The motion is detected by taking 
the difference of two consequent frames. Then, we cover hand 
candidate areas with the rectangles of fixed size. Rectangles 
can intersect, but none of them includes the center of another 
rectangle [18]. To prepare data for hand detection, we need 
preprocessing step that segment pixels of interest from 
background. The segmentation algorithm is done using graph 
cuts [20]. In this algorithm image pixels and relationship 
between the pixels will be considered as a graph nodes and 
edges, respectively. A minimal cost cut on the graph produces 
an effective segmentation [20]. After applying graph cut, we 
extract features of every rectangle window represented by 
HOG descriptor. 

Implementing all the above-described steps for every frame 
of video is time consuming. Therefore, after the first detection 
of hands, we find interesting points and track them. Since, 
borders of hands contain many points of interest, we extend the 
hand areas using the OpenCV dilate function with kernel of 10.   
To find points of interest we use dense sample algorithm 
proposed in [21]. Also, we track points by optical flow 
algorithm implemented in OpenCV library. The main problem 
of tracking is lost points. In other words, some points remain 
outside of the hand region. To avoid this problem, every 10 
frames, we check points. As soon as we find a small part of 
points that are static, we remove them from the trajectory list. 

During the video time the configuration of hands changes 
multiple times. For this reason, at every new configuration we 
need to reinitialize points of interest. We propose an algorithm 
based on the stops of the interest points and variations of 
trajectory. If the number of points that stop is greater than the 
70% of all points, then we reinitialize points in that frame. 
Moreover, between every frame we plot a graph of variances of 
trajectories and choose local peaks as frames of interest. 

Finally, on that interesting frames we draw rectangles on 
detected hands, to identify the shape component of sign, see 
Fig. 3. The size of rectangles are equal to the size of head that 
is computed using detector that constructs a classifier by 
selecting a small number of important features using AdaBoost 
[22]. To identify the movement component of sign, we 
calculate the average speed of hand on the whole video. Then, 
we compare the speed between two frames of interest with this 
average speed and identify its type. 
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Fig. 4. Placement of hand on the body [10]. 

Fig. 3. Pipeline of hands tracking. a) original image, b) skin segmentation map, c) 
motion map, d) intersection of skin and motion maps, e) covered hand candidate 

areas with the rectangles of fixed size, f) founded hands using graph cut and HOG 
classification, g) getting points of interest, h) tracking the points of interest, i) 

founded hands using tracking algorithm. 

To find placement component of sign, we divide the image 
into grids and label them according to the position of the head 
[10] Therefore looking at the position of hands we identify its 
type of placement, Fig 4. 

IV. EXPERIMENTS 
In this section, we evaluate the performance of our semi-

automatic annotation tool and hand detection algorithm. We 
also determine the influence of different parameters to HOG 
descriptor. 

A. Datasets 
There are 8 fingerspelling or gesture datasets we have faced 

in the very beginning such as Jochen Triesch Static Hand 
Posture Database, Jochen Triesch Static Hand Posture 
Database II, Sebastien Marcel Static Hand Posture Database 
[23], Thomas Moeslund's Gesture Recognition Database [24] 
and Polish Sign Language Dataset [25] and Massey 
University's HumanHand [26]. In our experiment, we have 
used Polish sign language fingerspelling dataset, from which 
we took 220 positive and 1633 negative images of size 
128*128 pixels.  
    For evaluation of semi-automatic annotation algorithm, we 
recorded 50 videos in ideal conditions (on dark homogeneous 
background).  

B. Experimental Setup. 
After several experiments with Polish sign language 

dataset, we have found out that the shadows of hands on the 
train data images had huge impact on HOG classifier 
perception. Therefore, we eliminated shadows manually in the 
whole dataset, which improved hand detection. Then, we tried 
the descriptor on these cleaned data with 9, 18 orientation bins, 
a cell size of 4, 8, 16, 32 pixels and block size of 1, 3, 5, 7 
cells. 

To compare results of semi-automatic annotation tool we 
have manually annotated 50 videos. On each video, we drew 

rectangles on hands to mark the shape, calculated the 
movement velocity and denoted the placement. Then, we run 
our algorithm on the same videos, which automatically 
determined these sign components. The accuracy of our 
algorithm for different sign components is evaluated as 
follows: 

• Shape. We calculate the percentile of intersected   area 
of manual and automatic annotation. 

• Movement. We describe movement with three types of 
velocity such as fast, normal, and slow. Then, we take 
the percentage of matches as accuracy. 

• Placement. For each frame of interest, we compare 
positions of hands determined by two types of 
annotation. 

B. Results. 
For hand detection, we got our best results of 93.2% with 

the following HOG descriptor parameters: 9 orientation bins, a 
cell size of 8 pixels, and block size of 1 cells. 

Results of placement, movement, and orientation of hand 
for different types of camera presented in Table 1. Overall, the 
results for Mono Camera videos outperform the results for 
Kinect videos in all three components of signs. 

V. CONCLUSIONS AND FUTURE WORK 
Usage of Kinect may look attractive at first time, but taking 

to consideration that joints are missing their positions when 
hands are moving in front of chest and head, annotation will be 
not accurate, as needed, which we could see from the results.  
In addition, usage of Kinect imposes limitations to recording 
process, as all videos should be recorded only in studio. 

TABLE I.  COMPARISON OF SHAPE, MOVEMENT, AND PLACEMENT ON 
VIDEOS FROM KINECT, MONO CAMERA.

visemes of sign Types of camera 
 Kinect Mono 

Shape 83.2% 93.2% 

Movement 76.5% 84.1% 

Placement 91.3% 92.3% 
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On the other hand, second approach showed promising 
results and does not have limitations as previous one. This 
algorithm could be applied for already recorded videos from 
other datasets and integrated to existing annotation tools.  

In future, we are planning to make our algorithm more 
robust to make it possible for wider application and add facial 
feature annotation by integrating algorithm of Zhu et al. [17]. 
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Abstract—Various research, experience and insights of 
teachers has shown that appropriation of information and 
communications technology (ICT) lead to improved learning of 
students and they are also suitable teaching methods. With the 
rapid advances in technology and the prevalence of various ICT 
in schools, schools must have thought-out work for good 
integrating ICT and visualization into the teaching of 
mathematics. In this article we show the possibility of using 
certain a mathematical system MATLAB in solving math 
problems.   

Index Terms—Education, graphs, simulation, examples, 
MATLAB. 

I. INTRODUCTION  
Educational process is a system of three main components, 

which are in constant mutual interaction. These components 
are namely the teacher, the curriculum, and the learner. 
Nowadays it is a customary convention that the curriculum is 
prepared exclusively by the teacher who, using various 
teaching methods and organizational forms of instruction, 
exposes the curricular content to the learners. Afterwards, 
learners try to learn the curricular content and they are 
expected to be able to present their newly acquired knowledge 
in written and/or oral form. Finally, the teacher assesses the 
learners, especially to what extent they are able to reproduce 
the curriculum [1]. 

Education of math is a practical discipline and the mainly 
goal of this education is to promote better learning of 
mathematics by students [2]. 

National Program of Education is official document for all 
Slovak schools in which are included main goals and 
requirements of the math education. This program for Upper 
Secondary Education in Slovakia named ISCED 3A specifies 
standards for lessons of mathematics in Slovak schools . In this 
document is also states : (1) throughout studies to try include 
the problematic tasks for pupils, (2) during the study of 
mathematics contributes to the development of key 
competencies for solving of problems, it means to apply 
appropriate methods to solving these problems, using different 
and innovative practices for solving problems and to correctly 
formulate arguments and proofs pupils´ results [3].  

 In last several years is evidence that various appropriation 
of ICT help to improve the efficiency and effectiveness of 
education at different school levels, in formal or non-formal 
settings, too [4]. 

Using of ICT is essential in mathematics teaching and also 
learning. Teaching process of mathematics we can make more 
effective with using of ICT. These appropriations can enhance 
the capabilities of students and also better understanding the 
basic mathematical concepts [5].  

In the paper we show the possibility of using certain a 
mathematical system MATLAB in solving math problems. We 
focused especially on teaching of goniometric functions with 
MATLAB, because for numerical modelling some properties 
of functions is  this mathematical system very good tool and 
also for teaching them. 

II. EDUCATION OF GONIOMET RIC FUNCTIONS 
According to ISCED 3A the mathematics content is divided 

into five thematic areas, while goniometric functions include in 
area named Relations, functions, tables, diagrams. Students 
learn to dependence and functional relations  of goniometric 
functions, specifically:  

( Generally information of functions, specifically term 
of function, definition scope and range, graph of 
function and its properties. 

( Goniometric functions. 
( Relationship between the goniometric functions. 
( Determination of goniometric functions. 
( Properties of goniometric functions. 
Pupils have knowledge of the thematic units as triangles, 

namely their types as right sided, isosceles or equilateral 
triangle and surface shapes (quadrilaterals - square, rectangle 
and trapezoid). After these units pupils learn according to 
ISCED 3A these facts about goniometric functions : 

( Definition in the right sided triangle. 
( Calculation in the different types of this triangle. 
( Calculation of the various lengths in the right sided 

triangle. 
( Calculation of angles in this triangle. 
( Using goniometric functions in the application tasks . 
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( Using Pythagoras' theorem in solving various 
geometric problems. 

( Drawing goniometric graphs. 
( Properties of goniometric function. 

Teacher can use frontal teaching or problem-oriented 
learning, maybe conversation with the pupils, different 
activities with suitable tools (PC, calculator, interactive 
whiteboard, software …), also used problem solving worksheet 
or collection task from recommended textbooks of mathematic.  

Educators present that the main problems for the successful 
understanding of this thematic unit are:  

( Pupils incorrectly work with tables in mathematics. 
( Ignorance curriculum for given problematic (plane 

figures, Pythagoras theorem …). 
( Pupils obviously know apply their knowledge in right 

sided triangle). 
( Pupils do not work with calculators properly. 
( Pupils have limited skills in drawing graph or solving 

geometric problems (many of these shortcomings 
come from primary schools). 

So in the next part of article we present teaching selected 
examples of how pupils can present specific knowledge of the 
issues with using software MATLAB. We have selected a few 
specific tasks.    

III. TEACHING EXAMPLES WITH USING MATLAB 
For working with numbers use the basic elementary 

mathematical functions, we provide an overview of 
goniometric functions in the table I. 

TABLE I.  GONIOMETRIC FUNCTIONS 

Goniometric functions 

Function Meaning of function 

sin Sine function 

sinh Hyperbolic sine function 

asin Inverse sine function 

asinh Inverse hyperbolic sine function 

cos Cosine function 

cosh Hyperbolic cosine function 

acos Inverse cosine function 

acosh Inverse hyperbolic cosine function 

tan Tangent function 

tanh Hyperbolic tangent function 

atan Inverse tangent function 

atanh Inverse hyperbolic tangent function 

sec Secant function 

sech Hyperbolic secant function 

asec Inverse secant function 

csc Cosecant function 

Goniometric functions 
csch Hyperbolic cosecant function 

acsc Inverse  cosecant function 

acsch Inverse hyperbolic cosecant function 

cot Cotangent function 

coth Hyperbolic cotangent function 

acot Inverse  cotangent function 

acoth Inverse hyperbolic cotangent function 

 
We deal with these functions as a mathematical function, 

which means that the function has determined the definition 
scope and range. For goniometric functions argument is 
entered and displays the result in radians . The arguments are 
always given in brackets . All functions and their descriptions 
can be obtained directly from Prompt, for example with using 
command doc elfun.   

A. Example 
Calculate: sin 60°, eln 4, cos 45° - sin 45°.   
>> sin (60/180*pi) 

ans = 
0.8660 

>> exp(log(4)) 
ans = 

4 
>> z = 45/180*pi; 
>> cos (z)-sin(z) 
ans = 

1.1102e-016 
>> tan (30/180*pi)/(tan(pi/4)+tan(pi/3)) 
ans = 

0.2113 
Result of the difference cos 45° - sin 45° is the number 0, 

which was shown as a 1.1102e-016. It´s number no less 
than accuracy eps in MATLAB and it reflects the accuracy 
with which the calculation was made. 

B. Example 
Create a graph of function y = sin (t), t�)0, 2π*. 
First we define in the Prompt a row vector axis of the 

independent variable. Then we define the second row vector 
for the dependent variable. 

 
>> t = 0:0.1:2*pi; 
>> y = sin(t); 
 

With basic commands plot we are created a two-
dimensional connected graph which causes an automatic 
opening of Figure window with graph. Figure window is 
automatically numbered, but this numbering can be changed 
with command figure (+figure window,. This command 
is before the command of graph.  

 
>> plot(t, y); 
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In the command plot the parameters can change color of 

graph, the type of line or can place different symbols on the 
graph. In MATLAB is appropriate to set a range of graph axes, 
also enable grid of auxiliary lines, to create a headline and 
describe the graph axes.  

 
>> axis([0 2*pi -1 1]); % Sets the axes 
>> grid on %Grid view 
>> title('Graph of function sine'); %Title 
of graph 
>> xlabel('t', 'Fontsize', 16);  
% Description of the x-axis 
>> ylabel('y', 'Fontsize', 16);  
% Description of the y-axis 
 

Very useful characteristic is the description of the graph by 
chains. One of the key possibilities is to use the command 
text (or gtext) and so the text placed on the certain 
position. 
 
>> text(2.3, 0.8, 'Function 
{\ity}=sin({\itt})'); 
 

In the same way we add function y = cos t (red colour with 
dots). If we want to draw more curves into one graph so we use 
the command hold on. This command will ensure that the 
original curve (function) not lost.   
 
>> hold on 
>> y = cos(t); 
>> plot(t, y, '-r.'); 
>>text(1.6, 0.1, 'Function{\ity}=cos({\itt 
})'); 
 

The following command adds a legend yet. 
 
>> legend ('sin', 'cos', 2); 
 

The last parameter of the legend determines the position of 
its location, for example 2 mean that legend is arranged at top 
left in the picture. 

The final graph is shown in Fig 1. 

 
Fig. 1. Graphs of goniometric functions y = sin t  and y = cos t 

Now we construct a function that draws the time course of 
harmonic function sine with variable average value. Input 
parameters of the function are the number of periods and 
translation.  

 
Function Graph_fun_sine(No_periods, Trans) 
t = 0:2*No_periods*pi/100:2*No_periods*pi; 
y = Trans + sin(t); 
plot(t, y) 
if Trans >= 0 %for better representation 
 ymin = -1; 
 ymax = Inf; 
else 
 ymin = -Inf; 
 ymax = 1; 
end 
axis([0 2*No_periods*pi ymin ymax]) 

 
 Call function from Command window while 4 is the 

number of periods and 0.5 is translation (Fig. 2).  
 

>> Graph_function_sin(4, 0.5)  
 

   
Fig. 2. Graphs of goniometric function y = sin t  + 0.5, t  �)0, 8π*    
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IV. CONCLUSIONS 
Various appropriation of ICT is occurring in almost of 

educational levels . In Slovak classrooms at different levels of 
education, there are in the context of teaching and learning of 
mathematics studies on the use of ICT. 

From our experience we can say that use of ICT in 
education is good way as to teach or learn mathematics and use 
it in relation to other subjects in the school's environment. In 
the classroom the teachers themselves  have to see what is 
appropriate for their pupils. Appropriations of ICT are 
interesting of technology tool for pupils´ work. So they have 
opportunity for active learning and development of knowledge 
or skills. In educational process the teachers and various 
educational methods create very important part. The 
educational outcomes depend on co-operation between student 
and teacher or student and student, also other appropriate 
methods or forms which are chosen by their teachers.  

We focused on the implementation of software MATLAB 
to selected theme of mathematics. We are aware that the 
lessons of mathematics with using MATLAB can be made 
much more interesting or clearly for pupils and teachers too. 
Also can to present new approaches and so to develop better 
understanding of the needs mathematical concepts for pupils. 
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Abstract: In this paper we focused on some advantages of 
software Cabri 3D based on idea of comparisons students 
incorrect results of the stereometric tasks and visualization 
via software environment. In the theory of mathematics 
education which is concerned with development of spatial 
and geometric imagination, some experts and researchers 
agree in opinion that these imaginations are for a long-time 
underdeveloped in high school students in Slovakia. Based 
on the theory of didactic constructivism we present a few 
research excerpts from brief probes and studies which 
inquiries are face to face with possibilities of using geometric 
software to eliminate the problems’ results.  

Index Terms: geometry, teaching, dynamic geometry software, 
Cabri 3D  

I. INTRODUCTION 
The National Curriculum for Upper Secondary Education in 

Slovakia (ISCED 3A) specifies the mathematical standards in 
Slovak high schools. One of the major topic in ISCED 3A is 
stereometry-the geometry of the 3-dimensional Euclidean space. 
The stereometric curriculum is focused to the teaching of solids 
and to solution of positional and metric tasks of linear figures. 
This inclination has its origin in historical context of the last 
century. The main role of education in geometry and 
mathematics was goal oriented to a development of geometric 
imagination and spatial imagination of the students as one of the 
most important ability for their future profession like engineers, 
architects, structural engineers, etc.   

Over the years, it has been develops a detailed methodology 
for teaching geometry, which was built on the systematic 
pedagogical research native and foreign experts in didactic of 
mathematics and mathematics education. It turned out that the 
ability of students to manage stereometric curriculum are 
conditional upon the level of psychological predispositions, 
such as spatial imagination and geometric imagination. Their 
development can be greatly influenced by a work with models. 
Static models of solids were available traditionally in the past. 
Currently, courses in stereometry are supported by introducing 
ICT in schools, especially by using interactive geometric 
software e.g. Cabri 3D. This kind of 3D software supports the 
constructive thinking of students and plays an important role in 

the educational process.  We illustrate some applications of 3D 
software in solutions of specific stereometric tasks in this paper.  

II.  PROBLEM OVERVIEW 
A lot of Slovak and Czech researchers oriented to the theory 

of mathematics education diverge in exact definition of the 
spatial imagination. In agreement of the most of them, the spatial 
imagination can be characterized as an ability how to perceive 
space, to imagine geometric planar or 3-dimensional objects in 
different positions; to characterize shapes, their properties and 
relationships among their elements [1, 2, 3, 4, 5, 6]. 

Geometric imagination is considered as a higher form of the 
spatial imagination. It is stated that geometric imagination is the 
specific ability to work with geometric objects in human mind 
at situations, which are based on the own vision of figures and 
its imagination; to use the knowledge necessary to determine 
relationships; to deduce geometric shapes of real objects; to 
represent shapes graphically in different positions and finally, to 
solve geometric problems of real life in plane and space [7].  

The definition is not exhaustive. The researchers are not in 
the definition of united, but it seems to agree in opinion that the 
both levels of imagination are for a long-time underdeveloped in 
high school students in Slovakia due to various reasons. This 
general conclusion is confirmed by several studies [6, 8, 9, 10, 
11, 12, 13, 14].  

It turns out that one of the main reasons of the undeveloped 
geometric and spatial imagination is formalism in geometry 
knowledge and mathematics education in generally. In fact 
formalized knowledge in mathematics well stated A. J. 
Chintchin [15].  

It states that knowledge of the pupils are memorized only in 
formal and symbolic representations of mathematical 
knowledge as well as knowledge itself remains unknown, not 
associated with any imagination or projection of the figures [16].  

In the theory of constructivism the learning is presented like 
knowledge construction based on the assumption that learners 
actively create and restructure knowledge in highly individual 
ways, through experiences. Specially, theory of didactic 
constructivism is based on ideas of constructivism which are 
implemented in math education. In this theory to diagnose of the 
formalism are used conventional diagnostic tools such as tests 
and exams. It is recommended to test the students’ knowledge 
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via non-standard tasks which difficulty is at an appropriate level 
to the student's knowledge structure [17].  

 
a)                                                     b) 

 
c)                                                          d) 

Fig. 1.  A few samples of mistaken students‘results of solutions of 
extraordinary stereometric tasks. 

Based on the ideas of the didactic constructivism described 
above, in years 2013-2016 we have performed several research 
probes, in which we have demanded the high school graduates 
to solve extraordinary positional stereometric tasks [12].  

From outcomes we select a few absolutely in-correct 
samples for illustration the statements about un-sufficient level 
of geometry knowledge some students. In the tasks we asked the 
students to cut the cube buildings by plane given with three 
points K, L, M (Fig. 1).  

We remark that in generally 65% of all respondents did not 
solved the tasks correctly. In this count we cover the cases where 
the students had evident a poor geometrical thinking or low 
spatial imagination what they demonstrated in their results shown 
in Fig. 1a- d, Fig. 2a or Fig. 3a.  

        
a)                                                                b) 

 
c)                                                           d)  

Fig. 2.  Student’s result with an inadmissible sketch of parallel lines passed 
through the points P, R and conter-example with correct construction in 

software Cabri 3D. 

These respondents also have stated in running commentary 
that this kind of tasks were difficult and they have not considered 
the Geometry for their favorite subject, too.    

III. STEREOMETRY VIA DYNAMICAL GEOMETRY SOFTWARE 
CABRI 3D 

Lack of adequate geometric ideas, projection of the 
stereometric solids or linear figures is a reason why the teacher 
should use some 3D dynamical geometry software in teaching of 
stereometric curriculum [18].  

In this section we present some advantages of software Cabri 
3D based on idea of comparisons students incorrect results of the 
task and  visualization in Cabri 3D.  

It is a general pedagogical observation that the students whose 
have a problem to solve stereometric tasks, used to approach to 
problem via algorithmic way or mostly by analogy. They do not 
use logic, but they aim their attention to some specific procedure 
or familiar words in an assignment of task. This phrase activates 
some method of construction.   

In the theory of didactical constructivism is this approach 
called “anti-signal” because may mislead the student how to 
solve mathematical problem. The anti-signal is a suitable tool to 
diagnose the formalism in mathematical knowledge.  

In Fig. 2 is demonstration of the procedure when the student 
used anti-signal “construct parallel line” through points P, R. 
Student obtained any intersection point the parallel line with the 
edge in the front face of the cube. In the usage of the software 
Cabri 3D this situation must not arise due to the skew lines. The 
student has a possibility to change a view or add the front face of 
the cube for the better visualization, too.  

In Fig. 3a one can see that the student has no idea about the 
section of the cube building. There is any incorrect “copying of 
the edges” of the solids at the bottom, side and back planes. The 
software can be helpful in elimination of problem with graphic 
visualization.   

In the cases when the student has knowledge and skills to 
complete the solution without any problems, can be the software 
Cabri 3D useful, too. The direct construction of the lines of the 
cutting plane, polygons, construction of the intersection points, 
etc.  presents a strong motivational factor in the geometry 
teaching [20, 21, 22].  
 

 
a)                                                     b) 

Fig. 3.  Student’s result with a wrong sketch of planar section which is   
copying the edges and conter-example with correct construction in 

software Cabri 3D. 
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a) 

 
b) 

Fig. 4.  Partial construction of planar section via software Cabri 3D. 
Visualization of the solution from another perspective is presented, too.   

The visualization of the model in 3D space and the possibility 
to change the position of model in many directions can 
significantly increase of the level of the spatial imagination and 
help students to be successful in solutions of stereometric task.  

By the usage of special tool „Cut solid“, which has Cabri 3D 
implemented, one can solve the problem automatically. A teacher 
can integrate this tool in teaching in two ways. 

First, when the student is familiar with the solution. It can be 
used like a feedback. 

Second, it is also suitable as an instruction when the student 
has no idea how to construct the solution or how the result looks 
like in generally (Fig. 5). 

 

 
Fig. 5.  Final visualization of the solution in Cabri 3D 

IV. DISCUSION 
In the traditional approach to teaching stereometry teachers 

use some representation of the 3D objects in the plane of the 
blackboard. It is requiring that students will solve stereometric 
task like planar geometric problem in assumption that they are 
able to imagine the situation in the space. It is important to 
remark that the significant graphical representation of the 3D 
objects in the plane need to imply from mental images about the 
solids [10, 18]. 

The probe realised in a continuance of a few years indicates 
that the majority of the graduates of the high schools have not 
sufficient level of the spatial imagination, the errors in results of 
the tasks are cardinal.  Some pedagogical researches validate 
that the spatial imagination is developed in pupils 5 - 6 year old 
and in students 16 – 18 year old.  

From this reason we believe that this mental ability of 
student can be increased using 3D interactive geometry 
software.  

Of course, the progress of society call for new methods of 
teaching, newiest curriculum and it also enforces an 
implementation of the ICT in teaching in generally. Technology 
of visualization 3D space brings to students and their teachers 
great opportunity to individualize learning, to eliminate 
formalism in maths teaching, to present examples, to choose 
their own method and tools for solving stereometry problem.  

The dynamical geometry software such Cabri 3D are softly 
implemented in mathematics teachig, any technical obstruction 
like hardware, licences, preparedness of the teachers are step-
by-step overcome in Slovak schools and will be investigate like 
current didactic research problems.  
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Abstract—This article is devoted to questions of mathematical 
modeling of the process of pollution of groundwater.  

The article describes the results of the work on the practical 
implementation of modeling algorithms. Work carried out by 
experts of the East Kazakhstan State Technical University. 
D.Serikbaev as part of a research project. 

The main objective of the project is the development of 
information-analytical system of monitoring of the condition of 
groundwater contamination.  

Index Terms—groundwater pollution, transfer of pollutants, 
modeling, mathemateical model, information-analytical system. 

I.  INTRODUCTION  
The specialists of the East Kazakhstan State Technical 

University D.Serikbaev (East Kazakhstan, Ust-Kamenogorsk) 
now, as part of a research project, work on the development of 
information-analytical system of groundwater contamination 
Monitoring [1].  Defining and testing of effective methods of 
mathematical modeling, which allow to transcribe 
contamination of groundwater authentically, have crucial 
meaning in the concept of development of IAS (information-
analytical system) [2]. 

II. DESCRIPTION OF THE COMPLEX OF MATHEMATICAL 
MODELS 

To achieve the target there was used such mathematical 
models as: 

� Mathematical model of groundwater geofiltration 
described by partial derivatives; 

� Model with a three-layer filtration region [3]; 
� Mathematical model of pollutant transport in 

groundwater in stationary mode [4]; 
� Mathematical model of groundwater contamination 

using the transport equation in porous media [5]; 
� Mathematical model describing the spread of chemical 

and radioactive contamination [6]. 
For practical implementation of the mathematical model of 

the spread of contamination in groundwater was used three-
dimensional numerical method which is called MIF [7], created 
by RFNC-VNIITF. MIF methods is designed to solve the 
three-dimensional migration equations and filtering on 
arbitrary hexagonal grids. This technique has a set of 

conservative difference schemes, which allows to get 
monotonous solutions for various classes of problems. 

In the article [8] on a row of model problems the MIF 
technique is compared with technique, which is widely used in 
the US to solve the three-dimensional migration equation. 
Soltuing the three-dimensional problems, results, which are 
obtained by different methods are close to each other, but the 
MIF technique gives more monotonous distribution of 
radioactivity in the area. Based on the MIF method has been 
created numerical method, which calculates contamination 
concentration spread of geofiltrational underground stream 
using the finite difference method, method of alternating 
directions and sweep method. 

For the calculation of the mathematical model requires the 
following input data: 

k – filtration coefficient 
Qist � volumetric power sources within the body of water 
Qst � volumetric power drains 
�ist � density of the solution in the sources 
h- grid spacing 
$ - the time step 
n- elastic reservoir capacity factor 
z – the average depth of the formation of the earth's surface 
" - water-retaining layer factor 
/i - radioactive decay constant (a substance applies) 
�i - dimensionless coefficient of interphase distribution 
n- effective porosity 
" - water-retaining coefficient of layer 
�wist  – density of water at the source 
� – the density of pure water 
-L - longitudinal coefficient of dispersion 
-Т - transverse coefficient of dispersion 

Keeping the above values of parameters provided in the 
IAS database developed within the framework of a research 
project. 

Fragment database with data necessary for the calculation 
of the mathematical model shown in Figure 1 
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Fig.1.  Information and logical database model 

The table "City" contains basic information on the 
mentioned city. In this table it is determined by how many 
cells the city map will be divided. 

The table "Cell" stores information about the formation 
and volumetric activity of radioactive substances in the rock. 

The table "Water intake" keeps the information on water 
intake, its productivity and efficiency. 

The table "Well" identifies the source, which will be used 
in calculation of spread of radioactive substances. This table 
also contains important information about the power of well 
and the density of water in the well. 

The table "Radioactive substance" contains a constant of 
radioactive decay and the MPC of radioactive substances, 
which is necessary in comparisons with results. 

In the process of modeling, grid with given dimension is 
superimposed on the local map (Ust-Kamenogorsk), where 
each grid cell has certain values for the required data. In 
calculations grid of 10 by 10 is superimposed on the map of 
city of Ust-Kamenogorsk. 

The model is implemented using the finite difference 
method, method of variable directions. The system of linear 
equations is solved by the sweep method. [10] 

For the test calculation there was used a mathematical 
model which describes the hydrodynamics geofiltration 
underground stream that includes equation of motion and the 
equation of continuity, also the uniqueness of conditions 
consisting of initial and boundary conditions. 

Firstly, the calculation of hydrodynamic pressure is 
performed, neglecting the spatial variability of the properties 
of aqueous solutions. 

Coefficient of filtration is calculated according to the 
formulas of linear interpolation. Interpolation is carried out 
along and by depth of profile section. 

The next step is the calculation of distribution of pressures 
at the filtration flow. 

The values obtained for the hydrodynamic pressure on the 
X and Y coordinates are used in the equation of filtrtion flow. 

The next step is the calculation of filtration flow velocity. 
The calculation is performed for a constant density flows 

with zero power drains. 
The last step - calculating the spread of the radioactive 

components. The spread of contamination initially calculated 
tensor hydrodispersion. First, the transposed matrix is 

calculated and multiplied with the original. Thereafter, the 
resulting matrix is  divided into module of velocity vector of 
the matrix. The cross ratio is multiplied by the unit vector. 

After that, the obtained values of hydrodispersion are 
substituted into the formula for calculating the concentration 
of pollution.  

Concentration measured in mg / l. 
General modeling algorithm is presented in Figure 2.  

 
Fig.2.     General algorithm of model 

To test the algorithm calculations were performed for a 
point source of radioactive material located inside the plant. 

In the calculations it was assumed that the concentration of 
the substance is equal to 20 mg / l, which is 200 times higher 
than normal. 

The values are calculated as 100 meters, and only the last 
step value recorded in the table. The calculation is performed 
for a constant flux density with zero power of effluent. 

Figure 3 shows the visualization of the model of 
contamination spread from industrial site UMP, which is 
superimposed on a map of the city of Ust-Kamenogorsk. 

 
Fig.3.  Visualization of uranium contamination from a point source 
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Also there were reviewed pollution modeling of wells, in a 
contact with radioactive substances in the form of uranium.  

The calculation was made for three intakes in Ust-
Kamenogorsk city. 

Data for visualizing is represented by three columns with 
the values of X and Y for concentration, and Z for time. The 
time step is equal to days. On the scale on the right there can be 
seen the change in the spread of contamination within 10 days. 

Approbation of numerical algorithms and algorithms of 
visualization the groundwater contamination process has been 
performed for a number of wells, located in the city of Ust-
Kamenogorsk. 

The following figure (Figure 4) you can see the 
visualization of the simulation results obtained on the basis of 
the well named October. 

 
Fig.4 Imposition of the model of pollution from the well of the October. 

III. RESULTS 
The works were carried out in accordance with the 

schedule, compliance with the principles of the system 
approach in modeling and constructing mathematical models 
[11]. 

The main result is: 
� database was designed and developed, which is 

necessary for the implementation of the mathematical 
modeling of process of groundwater contamination with 
radioactive substance; 

� numerical scheme has been developed and was 
presented the algorithm for calculating the 
hydrodynamic pressure and radioactive contamination; 

� was simulated a process of spread of radioactive 
substance from a point source; 

� was modeled process of uranium spread by ingestion 
into water wells. 

CONCLUSION 
Mathematical modeling of groundwater pollution processes 

is being an important task in the development of information-
analytical system of groundwater monitoring. It is important to 

note that the developed modeling algorithms will significantly 
enhance the analytical subsystem IAS, receive qualitative 
results of evaluation and prediction of pollution level of the 
groundwater. 
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Abstract—The article is devoted to topical problems of e-
science project carried out in the Republic of Azerbaijan. In 
the context of information society the essence of e-science, its 
goals and objectives are clarified, international experience and 
challenges, scientific-theoretical and practical problems are 
analyzed. Conceptual problems of e-science are considered, its 
modern state and perspective trends for the republic are 
presented. 

Index Terms—information society, e-science, AzScienceNet, 
internet services, cloud technologies. 

I. INTRODUCTION 
The forming of Information Society (IS) in the Republic 

of Azerbaijan (RA) is considered as a priority target and its 
legal-normative basis, the coverage and problems it solves 
are continuously expanding and developing. 

General concept of IS was adopted at World Summit on 
Information Society (WSIS) held in 2003 (Geneva) and 
2005 (Tunisia), its main principles and goals were specified. 
Herein, the use of information-communication technologies 
(ICT) for improvement of people’s living standards and 
reduction of digital divide was adopted as the main target 
and the motive force of development. Application and 
development of ICT in different fields of activity in the 
country during the past years have become an integral part 
of an everyday life in acceleration of the socio-economic 
growth and sustainable development, as well as increase of 
transparency and accountability. 

It is known that in the C7 activity direction of WSIS 
Action Plan (AP) application of ICT in all spheres of life is 
considered and this covers seven diverse fields such as e-
government, e-business, e-education, e-health, e-
environment, e-agriculture and e-science. The principles 
proposed in C7 and State Programs carried out in the field 
of IS formation in Republic of Azerbaijan (RA) has set forth 
specific duties before appropriate bodies of Azerbaijan 
National Academy of Science (ANAS), IS ideas are being 
successfully implemented in science alongside the 
mentioned fields of activity (state governances, education, 
healthcare, etc.). The application of information 
technologies in scientific activity and scientific governance 

is realized within the framework of the e-science project as 
one of the priority fields of reforms carried out in ANAS 
[1]. The aim of the project is to provide the joint activity of 
scientific enterprises, organizations and staff, also 
individuals active in research that have information-
communication infrastructure and access to information and 
computing resources via high-speed Internet network in 
virtual space. 

The aim of the article is to investigate the topical 
problems of e-science project carried out in the RA. 

II. EMERGENCE AND DEVELOPMENT STAGES OF E-
SCIENCE 

There are different international approaches, standards 
and state programs regarding e-science. There are multiple 
adopted projects titled as “e-science” in USA, England, 
Germany, Japan, India, Australia, CIS, and other world 
countries, and the research continues intensively. Those 
projects carrying out the implementation of application 
problems of ICT in different fields of scientific-research 
activity can be divided into three groups: 

� Complex automation of scientific-research activities 
based on modern ICT (management systems of 
projects, grant, publications, etc.) (this is called 
CRIS-Current Research Information Systems in 
international scientific environment); 

� Establishment of solid online scientific 
infrastructure for research (research e-infrastructure 
is achieved based on formation of solid online 
research environment with integration of CRIS of 
different scientific enterprises); 

� Socio-economic benefit from technical innovation 
data for scientists and scientific organizations (this 
is interpreted as a social development of e-science). 

“E-science” notion was first introduced by John Taylor, 
the general director of academic boards of United Kingdom 
in 1999 and includes new conduction methods of collective 
experimental research including computer modeling and the 
organization of virtual experimental environments [2]. “E-
science” program announced in United Kingdom in 2000 
has played a significant role in expansion of this novelty. 
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According to the professor of the University of Edinburgh 
Malcolm Atkinson, the goal of e-science is to create better 
research opportunities on all subjects by supporting the 
development of scientific collaboration with rich 
information resources obtained and analyzed as a result of 
leading distributed computations [3].  

The research indicates that the history of “e-science” 
development has started a long time ago and is closely 
related to the emergence of network technologies. As an 
example, ARPANET project of Perspective Research 
Projects Agency of USA in the middle of 20th century can 
be shown, the main goal of which was to link the research 
enterprises among themselves [4]. ARPANET is the 
prototype of Internet and TCP/IP which is the current main 
protocol of data transmission in Internet was first used in 
that project. Moreover, the JANET (Joint Academic 
Network) including scientific and academic fields in Europe 
and grid infrastructure of CERN (Council for European 
Nuclear Research), GEANT (Gigabit European Advanced 
Network Technology) Association and CEENet (Central 
and Eastern European Networking Association) network 
associations have greatly contributed to the development of 
“e-science”.  

The establishment of e-science implies the forming of 
online research e-infrastructure at a national level. This, in 
turn, forms the solid global information space of 
information systems of separate scientific organizations. 
The idea of establishment of national e-infrastructure is 
carried out within the framework of state programs in 
several countries. Cyber infrastructure of USA, European 
research infrastructure, Japan scientific grid, national e-
infrastructure projects of Great Britain, Australia, Canada, 
Russia and Moldova can be shown as an example in 
international environment.  

E-science was established in the 80’s of past century in 
Azerbaijan and the chronological order of some carried out 
works are as follows: 

� In the 80’s of past century “ACADEMSET” (The 
network of Computing Center of Scientific 
Organizations of Academy of Sciences of USSR), 
“RASUNT” (Republic Automatized Control System 
of Management for Science and Technology) and 
“ASOIAN: (Automatized System for Information 
Processing of Academy of Sciences of Azerbaijan) 
projects have been carried out; 

� In 1991 the first access to Internet was realized in 
Azerbaijan; 

� In 1995 www.ab.az (www.science.az) was the first 
website to be put into operation in Azerbaijan; 

� In the middle of 90’s with the support of Turkish 
Republic a network infrastructure covering 
scientific enterprises located in the ANAS campus 
was established and the access to TURKSAT 
satellite was provided; 

� Network of the Academy of Sciences was provided 
with several work stations and equipment by British 
Petroleum enterprise; 

� The network was connected to the 
Telecommunication satellite within the framework 
of “Virtual Silk Way” project of NATO in 2003. 

The concept of national “e-science” is based on the 
solution of two fundamental problems such as re-
establishment of existing scientific environment in 
accordance with IS requirements and the application of ICT 
in that environment [5]. For this purpose, consecutive 
solution of complex problems such as studying the world 
experience, monitoring of ICT application status in 
scientific activity, “e-science” management and the 
investigation of problems of information security provision, 
development and practical realization of scientific-
theoretical principles are considered. Following results will 
be achieved when those problems are solved. 

First, national e-science” program will be implemented 
on world standards level due to studying world experience, 
the regulation of informatization of science based on 
monitoring results and improvement of legal-normative 
base. 

Second, communication-network infrastructure of e-
science is formed. This is carried out based on the 
maintenance of material and technical base, establishment 
of local networks of scientific organizations and provision 
of high-speed Internet access, establishment of solid 
network linking the scientific enterprises of Republic of 
Azerbaijan, development of security strategy and realization 
of integration to international scientific networks.  

Third, information resources with different appointments 
are created. 

Fourth, with the application of ICT in scientific activity, 
the problems of organization of work place of researcher 
and problems covering the activities of scientific collectives, 
the establishment of new research relations based on e-
environment on different fields of science, the organization 
of mutual relations with international scientific 
organizations, forming of scientific information spaces, 
establishment of computing environments based on 
supercomputer and grid technologies for solving problems 
requiring major computing and information resources, the 
problems of commercialization of science are solved. 

Fifth, the education of scientific personnel in ICT field 
and staff training for organization of maintenance of 
technical-program tools are carried out.  

III. E-SCIENCE AND STATE POLICY  
The successful reforms carried out in e-government 

building under the leadership of the President of the country 
– National Strategy on ICT for the development of Republic 
of Azerbaijan (2003-2012 years), “Electron Azerbaijan” 
State Program, Action Plan on “Electronic government” 
formation in the Republic of Azerbaijan, National Strategy 
on scientific development in 2009-2015 years in Republic of 
Azerbaijan, “Azerbaijan 2020: future outlook” Development 
Strategy and National Strategy for 2014-2020 years on 
development of IS in Republic of Azerbaijan preserve their 
own place in formation of e-science. 
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The National Strategy on science development in 2009-
2015 years in the Republic of Azerbaijan consists of 20 
clauses covering problems such as the main goals and 
objectives standing in front of the science in Azerbaijan, 
specification of innovative and priority trends, 
modernization of scientific infrastructure, international 
scientific collaboration, highly qualified staff training, 
integration of science and education and others. The 19th 
clause of the Strategy and one subclause are devoted to 
information provision problems of the science and 
development of “e-science” model respectively. The 
strategy brings up the problems of formation of a new type 
of economy based on knowledge, modernization of 
management system in science field and scientific 
infrastructure and the training of highly qualified staff. One 
of the goals considered in the Strategy is the conduction of 
reforms in scientific activity, wide application of ICT, and 
development of e-science formation process. In the strategy 
reflecting the expansion of research in fundamental sciences 
important problems such as the improvement of 
management system in fields of science and technology, 
establishment of normative legal framework, provision of 
scientific information, strengthening of integration to 
international scientific space, the increase of efficiency of 
research and innovation policy, technological modernization 
of country are considered, which are the problems directly 
related to formation of e-science.  

The development of IT infrastructure, emergence of e-
science and knowledge economy which are among main 
requirements of the forming IS in Azerbaijan, have posed 
important duties in front of ANAS alongside with other 
relevant institutions. The provision of active participation of 
science in development of the society necessitates 
establishment of improved organizational structure of 
science itself and brings up the transformation of all 
traditional models in fields of science and education.  

Establishment of IS, efficient use of opportunities 
enabled by IS for the development of citizens, society and 
state, comprehensive application of ICT in state governance, 
also development of IS as an economic sector stimulating 
socio-economic and cultural fields are considered in 
“Azerbaijan 2020: future outlook” Development Concept 
and National Strategy on IS development in Republic of 
Azerbaijan for 2014-2020 years. E-science holds a special 
place in priority directions of the Strategy such as 
development of “e-government” and national content. This 
includes increasing the efficiency of research and expansion 
of ICT in infrastructure development; the application of e-
document circulation and provision of application of 
necessary systems (archiving, analyses, reports, etc.); for 
provision of electronic management of documents, the 
creation and development of internet resources (digital 
archives) on Azerbaijan history, patriotism topics, literature 
and cultural heritage; application of ICT in libraries, 
archives and museums, expansion of e-library network and 
etc. can be attributed herein.  

It must be noted that, due to the lack of solid concept on 
formation of e-science the organizations located in different 
geographical locations of the republic and engaged in 
scientific activities encounter several technical, economic 
and other problems during the conduction of works in this 
direction. However, these problems are easily solved as a 
result of realization of “e-science” as a part of the forming 
e-government within the content of “Electronic Azerbaijan” 
State Program.  

If we review the integral parts of e-science (Fig. 1) the 
area of coverage of scientific-theoretical and practical 
problems of its formation can be seen.  

 

 
 
 
 
 
 
 

 

Fig. 1. Integral parts of e-science 

The solution of problems such as formation of 
infrastructure, data collection, storage, processing, search, 
analysis, transmission, introduction and etc. determines the 
scientific-theoretical and practical problems of e-science.  

IV. STATUS OF NATIONAL E-SCIENCE CONCEPT 
FORMATION 

Researches and practical results are of major importance 
in e-science field in the Republic of Azerbaijan. E-science 
has a territorially distributed infrastructure and its duty is to 
cover the scientific institutions across the Republic entirely. 
It is known that the institutes and organizations of ANAS, 
higher education institutions and other academic institutions 
constituting the majority of scientific institutions are located 
in Baku city, Nakhchivan and Ganja Branches, Sheki and 
Lenkaran Regional Scientific Centers of ANAS are located 
in geographically distributed areas of the republic. E-science 
project carried out in the Republic has such a complex 
infrastructure and is formed based on AzScienceNet 
network infrastructure. Following can be mentioned as a 
result of analysis of the current status of implemented works 
within the framework of e-science. 

A. The current status of e-science network infrastructure 
Monitoring of application status of ICT in scientific 

activity must be primarily conducted for development of 
national e-science concept, priorities and trends of science 
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informatization must be specified based on obtained results. 
For this purpose, ANAS Institute of Information 
Technology (IIT) has conducted a monitoring in order to 
investigate the application status of ICT in approximately 
150 scientific organizations active in the Republic of 
Azerbaijan including ANAS institutions in 2009 [6,7]. 
Second such monitoring was conducted exclusively for 
ANAS organizations in 2013.  

� AzScienceNet which is a network platform of e-
science covers all scientific enterprises of ANAS 
and scientists experience no problems while using 
the Internet services.  

� Around 4300 computers are connected to 
AzScienceNet. 

� Internet access speed of AzScienceNet is 410 
Mbit/sec. 

� The Data Center of AzScienceNet with a large 
memory and computing resources (300 terabyte, 15 
Tflops) was created and its technical characteristics 
are continuously improving. 

� This active network and computing e-infrastructure 
creates a high-speed connection among scientific 
institutions, provides multiple services to users, and 
at the same time, enables integration to international 
systems. 

� Within the framework of AzCloud service, virtual 
computing machines are provided for solution of 
complex scientific problems requiring major 
computing resources in user-distributed 
environment. 

� AzScienceStorage service provides memory 
resources for storage of information, security 
provision of which is considered important for 
ANAS institutions and organizations.  

� Monitoring and Security center of AzScienceNet is 
operating. 

� AzScienceCERT service was launched for 
providing operative response to information security 
incidents in AzScienceNet, data collection in this 
regard, conduction of scientific-analytic research 
and realization of mutual relations with international 
institutions. This service has been registered in 
Trusted Introducer system operating within the 
framework of TERENA since May 31st, 2011.  

B. The status of e-science informatization 
One of the main priority directions of e-science is 

informatization of science and formation of information 
supply. Multi-purpose and multi-goal works are conducted 
in this course: 

� Information Resources Center of ANAS Central 
Library has been established based on the order of 
the President of Republic of Azerbaijan Mr. Ilham 
Aliyev. 

� The operation of ANAS Presidium is rapidly 
informatizing. 

� The rating of www.science.az website of ANAS 
created as the first web-site of the country in 1995 
has been rapidly increasing in the society recently, 
this, without a doubt, is a webometric indicator of 
ANAS.  

� Multi-purpose information resources are created at 
scientific enterprises of ANAS, and at the same 
time, each of them has an active website. 

� A monitoring is conducted for adaptation of 
country-wide scientific journals to international 
requirements and their electronic versions are 
located at DATA center of AzScienceNet network.  

C. Scientific problems and research status of e-science 
� The scientific-theoretical foundations of formation 

of e-science are researched and suggestions are 
developed. Investigation of creation of national 
scientific reference index [8, 9], scientometrics [10], 
the assessment of scientific activities, the 
application of grid and computing clouds [11], the 
organization and management of scientific activity 
with application of ICT and etc. problems can be 
listed as examples. 

�  Methods have been developed for assessment of 
activities of scientific enterprises and scientists, 
their information culture by means of web-analytic 
technologies. 

� The protection of copyrights, intellectual property 
and technologies against plagiarism are being 
developed in online environment.  

�  As a trend in e-science, citizen science formation 
problems are investigated. 

� The solution of problems of application of Big Data 
technologies, data storage and processing problems 
that are rapidly increased as a result of scientific 
activities is investigated. 

� “1st Republic-wide scientific-practical conference 
on electronic science problems” organized by the 
Ministry of Communications and High 
Technologies, ANAS and IIT was held, the results 
of the conference were very significant and 
contributed to the development of e-government 
building [12]. 

D. State of the art of e-science integration to international 
institutions and science markets 

� Since mid-1994, ANAS has been the member of 
TERENA international institution carrying out the 
mission of formation and development of computer 
networks of scientific and higher education 
institutions of Europe. 

�  Representation of science and education societies 
of Azerbaijan in GEANT Association which was 
founded as a result of merging of TERENA and 
DANTE (Delivery of Advanced Network 
Technology to Europe) has been considered in 
October 2014.  
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E. The status of e-science staff training 
� Staff training is one of the important duties of e-

science. Successive and purposeful works in this 
field are conducted at Training-Innovation Center of 
ANAS IIT. 

� In 2003-2015 years in Training-Innovation Center 
of IIT “The principles of Science Informatics“ 
subject has been taught to more than 15000 doctoral 
and PhD students of scientific and academic 
institutions of the country.  

� Distant Training Centers were founded in 
Nakhchivan State University and Ganja Department 
of ANAS. “Scientific Informatics” subject is being 
taught to doctoral students and dissertationists of 
scientific and higher education institutions located 
in those regions by the employees of ANAS IIT. 

V. DEVELOPMENT PERSPECTIVES OF E-SCIENCE 
� The integration process of AzScienceNet with 

international scientific and academic networks must 
be carried out continuously; 

� Scientific-organizational and management activities 
of scientific institutions of the Republic must be 
completely informatized; 

� Researches on scientific-theoretical principles of e-
science and their practical realization must be 
carried out continuously; 

� The works in direction of formation of information 
provision of science must be continued;  

� The capabilities of e-science in the direction of 
knowledge economy formation in the country must 
be implemented; 

�  The works in direction of achievement of 
development of all science fields in accordance with 
modern world standards and their rapid integration 
into world science with application of e-science 
must be carried out. 

� The storage and processing problems of scientific 
data must be continued with application of Big Data 
technologies. 

� Citizen science as one of the new trends of e-science 
development in the country must be improved, etc. 

VI. CONCLUSION 
The rapid development of modern ICT and its broad 

capabilities impact the different fields of human life and 
activities. One of these fields is the scientific activity. For 
specification of structure of scientific institutions in 
Republic of Azerbaijan, the conduction and specification of 
investigations at the world standards level, the increase of 
scientific staff potential of the country and strengthening of 
their social security, the conduction of national strategy on 
development of science in general and the provision of 
integration of Azerbaijan science to international scientific 
environment, the realization of “e-science” problems have 
been necessitated. Conducted research, world experience 

and the analysis of the current status confirm this once 
again. Thus, successive works must be carried out at each 
institution engaged in scientific activity in the republic for 
the solution of those problems with consideration of realities 
and requirements of 21st century and international 
experience. At first instance, their scientific-organizational 
and management activity must be brought into online 
environment; unique national e-infrastructure providing 
their mutual integration must be established.  

ACKNOWLEDGEMENTS 
This work was supported by the Science Development 

Foundation under the President of the Republic of 
Azerbaijan – Grant № EİF-2014-9(24)-KETPL-14/02/1 

REFERENCES 
[1]  R. M. Alguliyev, T. Kh. Fataliyev. Electronic science: goals, 

objectives and development perspectives // 1st republic 
scientific-practical conference on electronic science problems, 
November 15-16, 2012, Baku, Azerbaijan, pp 11-12. 

[2]  T. Hey, A. E. Trefethen. The UK e-Science core program and 
the grid. Future Generation Computer Systems, October 2002, 
volume 18, no. 8, pp. 1017–1031. 

[3]  M. Atkinson. What is e-Science? 
//www2006.org/speakers/atkinson/atkinson.pdf 

[4]  ARPANET. https://en.wikipedia.org/wiki/ARPANET 
[5]  R. M. Alguliyev, T. Kh. Fataliyev. Toward the e-science: 

state-of-the-art and perspectives//Proceedings of the 
International conference-ICKIMICS, 2011, June 28-29, 2011, 
Tashkent, Uzbekistan, pp.229-232. 

[6]  R. M. Alguliyev, T. Kh. Fataliyev. Informational-analytic 
system of monitoring of ICT application in scientific activity 
// Proceedings of 20th International Conference “Application 
of new technologies in education”, June 26-27, 2009, Troitsk, 
pp. 65-66. 

[7]  T. Kh. Fataliyev. Monitoring of application of information 
technologies in scientific activity. Baku, “Information 
Technology” publishing house, 2010, 68 pp. 

[8]  R. M. Alguliyev, R. M. Aliguliyev, T. Kh., Fataliyev, R.Sh. 
Hasanova. On Necessity of the Azerbaijan Citation Index 
(AzCI)// Proceedings of the 4th International Conference on 
“Problems of Cybernetics and Informatics”, 12-14 September, 
2012, Baku, vol. I, pp.82-85.  

[9]  R. M. Alguliyev, R. M. Aliguliyev, T. Kh., Fataliyev, R.Sh. 
Hasanova. Conceptual Challenges in Developing Azerbaijan 
Citation Index//Proceedings of the 4th International 
Conference on “Problems of Cybernetics and Informatics”, 
12-14 September, 2012, Baku, vol. I, pp.50-53.  

[10]  R. M. Alguliyev, R. M. Aliguliyev, T. Kh., Fataliyev, R.Sh. 
Hasanova. Scientometrics: current status and opportunities. 
Baku, “Information Technology” publishing house, 2013, 96 
pp. 

[11] R. Alguliyev, R. Alakbarov. Cloud Computing: Modern State, 
Problems and Prospects. Telecommunications and Radio 
Engineering, 2013, vol. 72, no.3, pp.255-266. 

[12]  The Proceedings of the 1st Republic scientific-practical 
conference on electronic science problems. Baku, 
“Information Technology” publishing house, 15-16 
November, Baku, 2012, 138 pp.  

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 750 12-14 Oct 2016, Baku, Azerbaijan



The Possibilities of Using Experiments in Education 
of Special Technical Subjects 

 

Gabriel Bánesz, Danka Lukáčová, Jana Depešová, Lukáš Vaněk 
Department of Technology and Information Technologies 

University of Constantine the Philosopher 
Nitra, Slovakia 

gbanesz@ukf.sk; dlukacova@ukf.sk; jdepesova@ukf.sk; lukas.vanek@ukf.sk 
 
 
 

Abstract— The use of experiments in the education students of 
technical disciplines gain the necessary knowledge and skills for 
controlling technical equipment. Such experiments can be 
carried out in education directly or through remote means of so-
called remote real experiments. The report presents two possible 
ways of using electro panel in education through remote and 
direct exercises on the subject called Parts of machines and 
machines. The students have an available e -learning course for 
preparation for the direct work with the electro-pneumatic 
panels. Experiences and results from the use of this course are 
summarized in this report. As a research method to verify the 
knowledge from the usage of the course an electronic test was 
used, which results are prepared by descriptive statistic.  

Index Terms — remote real experiment, educational 
requirements, use of remote real experiments 

I. INTRODUCTION 
Experiments in education have their special position, 

because they allow to obtain new knowledge about the 
observed or researched phenomenon, validate formulated 
assumptions or hypotheses that form the basis of any further 
scientific work. Another major benefit is the fact that 
experiments enhance, accentuate and extend skills and 
knowledge of the students. 

Some types of experiments, however, are demanding in 
terms of technical equipment, which is reflected in the price. It 
is ideally need to have such technical equipment that all 
students can work simultaneously when assigning experiments 
in education [1]. In practice, the inclusion of experiments in 
teaching is not as frequent, because it lacks the necessary 
technical equipment. 

In recent years some university workplaces open new 
experiments that can be controlled in real-time and distant 
form. These experiments are called the remote real experiments 
(VRE). After introduction of these experiments into practice 
the following advantages and disadvantages had been proved: 

Advantages: 
� Real time availability 
� The ability to do experiments on real machines 
� Learn the method of try-mistake 

� The opportunity of the experimenter to work with real 
results 

� Solve the problem of expensive apparatuses 
Disadvantages: 
� experimenter does not obtain the necessary skills to 

work with VRE 
� are only available with high-speed Internet 
� Lack of involvement of more senses into the 

experiment 
� Absence of teacher who controls the learning process 

itself. [2]. 

II. REMOTE-CONTROLLED REAL EXPERIMENT WITH THE USE 
OF ELECTRO-PNEUMATIC PANEL 

Remote controlled real experiments in the school practice 
whose main objective was to develop and verify in practice the 
real remote experiments using the elements of industrial 
automatization with programmable PLC, have been used on the 
Department of Technology and Information Technology for 
several years. Therefore, another aim of the department is to 
develop and verify a simulator for plugging in and controlling a 
pneumatic system in practice. This will be used to practice 
plugging of simple and more complex pneumatic circuits. The 
system itself is planned so that it can be used by direct contact 
with students on lessons, but also in a distant form assembled 
as remote real experiment. Both ways of using this system will 
allow the direct handling of the device by which students 
acquire the necessary skills, but also will be able to deal with a 
distant form of homework, or practice the acquired knowledge. 
The acquisition of basic knowledge to work with real PLC 
systems is to be ensured when working with a simulator for 
pneumatic systems and their control through a computer 
program. 

The proposal of the simulator for pneumatic systems will 
include two aspects: 

1) Technical assembly 
2) The establishment of teaching content for handling the 

simulator directly as well as through remote access via the 
Internet. 
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In terms of technical implementation will firstly be the 
electro-pneumatic systems assembled for direct action, as well 
as for remote form of control. A software will be used on the 
remote control, by means of which through a graphics program 
a pneumatic design can be formed and it will direct a 
pneumatic connection through the processor on the pneumatic 
panel.  

From the perspective of didactics an e -learning course will 
be created to gain the necessary knowledge and skills needed to 
work with the simulator in direct and remote way. In addition, 
worksheets will be created by which students learn to create the 
main connections of pneumatic systems and also programming 
PLC systems. 

III. ELECTRO-PNEUMATIC PANEL UNI TRAIN, ITS DESCRIPTION 
AND USAGE 

Electro-pneumatics from LUCAS NÜLLE is used for 
training connection of simple and complex pneumatic circuit. 
The utility allows you to engage individual pneumatic 
engagement with electrically controlled pneumatic systems. 

Fig. 1.  Electro-pneumatic panel Uni Train [3] 

The entire panel Uni Train Electro-pneumatics is divided 
into two parts. The first part is an electrical system for 
controlling the pneumatic part (left in Figure 1) and the other 
part consists of the elements of the pneumatic system (Figure 1 
right). 

The electrical system is situated on the right side of the 
base panel and contains the following elements: 

Supply Part - Control: Power supply voltage DC 24 V / 2 
A; 1 x toggle switch S1; 3 x pushbutton switches S2, S3, S4; 2 
x signal diodes -P1, -P2; 1 x speaker -P3. Part of electrical 
relays - Relays 24V DC: 3 x electrical relay DC 24 V (K1, -K2, 
K3) each controlling three on-off switches; 1 x electrical relay 
(-K4) with a time-delay setting of the two-switch in the time 
interval from 0.1 seconds to 15 seconds; 1 x electrical relay     
(-K5) with time by closing the switch of the two-time at an 
interval of 0.1 s to 15 s. Part of the pressure sensor - Pressure 
sensor: Pressure sensor 1 / bar output from 0 V to 10 V; 
pressure switch from 0.5 bar to 8.0 bar. Part of the indicators 
extreme positions - Initiators 24 V DC 3 x indicators extreme 
positions actuators - cylinders (-M1, -M2, -M3) 24 V DC 
output and signal lights. Part of the electro-pneumatic valve - 
Valves 24 V DC 3 x relays for controlling 5/2 solenoid valves 

Q1, Q2, -Q3; 3 x 2 relays for control of bistable 5/2 valves -Q4 
/ -Q5, -Q6 / -Q7, -Q8 / -Q9 (2). 

Second, the left part of the panel, consists of pneumatic 
valves and elements. Input - supply of compressed air from the 
compressor via quick-plug; 1 x inlet valve 3/2; 1 x control 
pressure 0 to 10 bar. (Default is to be set to the air pressure of 
300 kPa (3 bar), unless otherwise indicated); 3 x double-acting 
cylinder with a piston and 80mm piston rod sensors and 
extreme positions; 1 x single-acting cylinder with a piston 50 
mm piston rod; 3 x 5/2 single solenoid valves; 3 x 5/2 double 
solenoid valves. Single solenoid and double solenoid valves are 
integrated into one valve block. The valve block has an air inlet 
for all valves. If any of the valves is not in use, the outputs 2 
and 4 have to be stopped. For air flow control valves are used 
for throttling the airflow limitation in both directions at a 
constant volume. 

The equipment of the electro-pneumatic panel is provided a 
software through which it is possible to acquire the necessary 
knowledge and skills in assembling the pneumatic circuits. The 
big advantage is even the fact that within the software it is 
possible to draw diagrams of pneumatic connections, the 
accuracy of which can then be verified on the panel without 
having the electrical components physically engaged. The 
panel works with a separate processor that allows this 
approach. In this aspect, we see the use of this device within 
the remote access [4]. 

The mentioned electro-pneumatic panel is used in the 
Department of Technology and Information Technology PF 
UKF only directly in education without the remote access. E-
learning portal course is made to help students to prepare for 
practical instruction for the mentioned device with a focus on 
integrating pneumatic systems [5]. Theme, where students can 
get basic information about the theory, methods of 
measurement and the treatment record of the measurements is 
structured as follows: 

� The theory for practice with the panel 
� Study materials 
� Discussion to the exact theme 
� Test 
The theory includes learning materials that will bring 

students into the theory of pneumatics, with the emphasis on 
the practical work with the panel for electrical connections and 
especially for pneumatic connections. In the study literature 
part, the student has an available supplementary literature that 
can be used to supplement other information from hardcopy 
literature. 

Forum allows discussion between registered participants of 
the course, where they can exchange information on this topic 
or send e-mail to a specific person or directly contact the 
teacher.  

The last part of each topic is a test. If students pass the test, 
they receive permission to perform specific measurements. For 
successful completion it shall be deemed to control it to 51%. 
One aim of our review is to evaluate the results of the tests of 
students for the first year of application of the course and 
teaching aid. 
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IV. RESEARCH METHODS

The object of our research was the knowledge of students 
of the first class of OHS necessary to complete practical 
measurements of the thematic circle of pneumatics falling into 
the e-learning course for the subject Parts of machinery and 
Machines. An electronic test in the e-learning course was made 
as a research tool for the detection of knowledge, on the web of 
UKF in LMS Moodle system [6] [7]. 

The knowledge test measured the level of proficiency of the 
necessary knowledge of students on practical aspects of 
measurement of pneumatic systems. This means that it was the 
cognitive, output, NR-distinctive, non-standardized knowledge 
test. Its content has been incorporated in the curriculum 
theoretical basis of the subject. The number of tasks in the test 
was ten. The evaluation of the test was automatically done by 
Moodle, each test item was evaluated by one point for each 
correct answer. For each incorrect, incomplete or missed 
response the system gave zero points. If an item in the test was 
included ASSOCIATION response, the system for some 
mismatched answers counted the proportion out of one point. 
For the correct pass of the test the student can score 10 points. 
Time for drawing the test was set to 12 minutes. 

The test focused on the theoretical foundations of 
pneumatics and pneumatic systems, while the actual 
measurement is performed directly in the exercises. The test 
contains one entry with the correct answers and assigning nine 
items with selection of the correct answer from four options. 
The focus of the questions was: 1. Properties of gases by Gay - 
Lussac and Boyle - Mariotte law, 2. Percentage by air, 3. Unit 
of gas pressure, 4. 2/3 electro-pneumatic valve scheme, 
Electro-pneumatic scheme monostable 5/2 valve, 5. Electro-
pneumatic scheme bistable 5/2 valve, 6. The schematic 
indication of the compressed air supply, 7. control capability of 
compressed air in pneumatic systems, 8. input identifier for 
pneumatic valves, 9. Use 3/2 valve for controlling single acting 
linear pneumatic motor, 10. Use 5/2 double solenoid valve for 
controlling double-acting linear pneumatic motor. 

 

V. THE PROGRESS AND RESULTS OF THE TESTS 
The research was done on the subject of Parts of machinery 

and machines during the summer term in the academic year 
2015/2016. Students had the opportunity within the e-learning 
course in one week to prepare for the theoretical foundations of 
the exercise. The real testing was done before the actual 
measurements at the department. 49 students worked with the 
course and who participated in the test. 

 

VI. THE RESULTS OF THE TESTS FOR CONNECTING PNEUMATIC 
SYSTEMS 

Descriptive statistics were used to compare the 
performance of students on the tests, which are presented in 
Table 1. 

 

TABLE I.  DESCRIPTIVE STATISTICS 

Descriptive statistics Table 
Mean 5,2 

Median 5 

Mode 7 

Standard Deviation 2,2 

Sample Variance 5,2 

Range 9 

Minimum 1 

Maximum 10 

Count 49 

The number of points acquired by students are summarized 
in Figure 1. It is obvious from the description of statistics from 
the test, the average number of points for all respondents is 5,2 
with a relatively wide spread up to 5,2 points. This is also 
evident from Chart 1. Also, the same chart shows that eight 
students gained 4 points. The evaluation results of the test 
using Graph 1 shows that from 49 students, 24 students 
obtained more points than the diameter of the sample was 
achieved that is 48,9 %., only one student of these has acquired 
the maximum 10 points and two students gained 9 points. [8] 

 
Fig. 2. Graph of the results 

Similarly, a relatively strong group consist students who 
received less than the average (5,2 points). This is 40 % of 
them, from which one student get from a possible total of 10 
points only one point. 

As it is clear from the obtained data, just under half of the 
students received the necessary 51 % of the total number of 
points needed to work with an electro-pneumatic panel on the 
exercises. The second group of students had to step up their 
preparations for the learning, so they receive consultations with 
a recommendation for further study of appropriate literature.  

VII. CONCLUSION 
The presented results speak about the preparation of 

students for the immediate action with an electro-pneumatic 
panel. As we mentioned in the beginning of our review, we 
plan this utility for the future to make it available in training as 
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real remote experiment through the simulator. In this form, the 
device will be available for students above contact hours. We 
believe that the performance of students will improve when 
using such a form of practice. [9] 
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Abstract— The article discusses the organization architecture 
of smart learning courses in university students’ training. The 
course architecture is displayed in the form of a diagram. The 
results of testing of the proposed architecture are presented and 
analyzed. 

Index Terms— architecture course, smart education, road 
mapping, student. 

I. INTRODUCTION 
Modern information and technologically advanced society 

places new demands on the education system, which includes 
higher education. The organization of modern learning process 
should promote active and cooperative work of university 
students in the construction of new knowledge. The 
educational content should be practice-oriented, provide 
students with tools to training activities, and promote their self-
development and self-improvement [1]. Therefore, it is 
necessary to introduce new forms and methods of educational 
process organization as the main task of universities is to 
ensure the high quality of education [2]. 

One of the promising directions of education development 
is smart education. The concept of smart education includes 
flexible learning in an interactive learning environment, 
suggesting availability of a large number of sources, maximum 
diversity of media, and the ability to adapt quickly and easily to 
the students’ level and needs. Smart education helps to develop 
analytical competence, skills in solving complex problems, 
creativity that is an ability to develop new ideas and implement 
them, and skills in communication with teams, groups and 
individuals. A key figure of smart education is the Smart 
student who expects multi-format flexible and personalized 
learning in an interactive environment, multidisciplinary 
training programs, and an opportunity to study and work at any 
time and at any place in the world on the basis of free access to 
the educational content. 

An educational smart event is considered to be the 
backbone component of smart education in higher learning, the 
smart event meaning the logical integrity of a sequence of 
educational-professional and professional activities, leading to 
a certain result such as formation of competencies, creation of 
intellectual products. 

Smart training can be organized only when using e-learning 
technologies. Taking into account the new requirements for the 

students’ competence it is necessary to change the approach to 
the design of training courses that should provide accessibility, 
openness, mobility, interactivity and flexibility applicable to 
the education of today. In these circumstances, it becomes 
urgent to develop the course architecture providing university 
students’ smart training. 

A course is understood as a complete meaningful unit of 
smart educational events, developed with view of the specific 
educational goals. The architecture of the course is a selection 
of different components and the course participants with a 
schematic indication of their interaction. 

II. RESEARCH OBJECTIVES, METHODOLOGY AND STAGES 
The aim of the research is in the design, specification and 

validation of the courses architecture, providing smart learning 
of university students. 

The proposed course architecture is shown in Fig. 1 

 
Fig. 1.  Architecture of Smart learning courses in higher education 

A distinctive feature of the proposed courses architecture is 
its focus on carrying out classes without the teacher’s 
systematic, consistent, oral monologue presentation of the 
training material that is typical of the traditional lecture. 
Instead, introductory, goal setting and final sessions are held, 
bearing information-explanatory function, in which the teacher 
refers to the course problems and goal, the plan and the logic of 
learning paths, and explains the methods of work in the 
training course [3]. 

In smart education the concept of smart lecture takes on a 
new meaning. With the advent of smart technology in human 
life, the lecture becomes an interactive, personalized, multi-
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format and easily accessible. Therefore, interactive lectures 
should become an integral part of training courses architecture 
providing a fundamental theoretical component to the 
educational process. The main part of lectures is based on the 
students’ studying theoretical material through the element 
“Lecture” of Learning Management System, followed by a 
discussion of the studied issues at the round tables, seminars, 
conferences and other smart events. Smart lecture allows the 
teacher to place the content in an appealing and flexible way. 
The teacher can use interactive lecture circuit, which contains a 
variety of ways and options for learning. For example, the 
theoretical material can be divided into small portions, after 
each of which the students are encouraged to answer test 
questions or a question, involving a detailed response in the 
form of an essay, depending on the results of which the system 
or the student chooses the next portion of the training content. 
The teacher has a possibility to track the student’s work on the 
item. For the purpose of the students’ self-control of mastering 
the theoretical material, smart tests, such as multiple choice, or 
compliance, etc. are used. 

As the need arises, the teacher in the mode ‘face-to-face’ 
conducts explanatory or corrective smart events, where the 
material causing difficulties for students and requiring the 
teacher’s participation is studied. During these events the 
students discuss on an equal footing with the teacher the 
problem situations, illustrate their opinions and positions using 
a variety of visual materials. It should be noted that in contrast 
to the traditional training, in smart courses students become 
more active, learn to formulate questions, argue their position, 
and convince interlocutors. Such events are most effective if 
they are preceded by training in communication forums (chat 
rooms, wikis, etc.) of the e-learning course. Here the 
participants ask questions and discuss problems that they 
encountered in the implementation of practical tasks, as well as 
exchange views on educational issues. As a general rule, it is 
difficult for the teacher to listen and to assess each student’s 
spoken language, and the use of educational forums allows 
overcoming this predicament, as well as evaluating the level of 
the students’ competence in the theoretical part of the course 
and determining their scope and possession of the conceptual 
apparatus of the studied subject. 

Modern educational process in university will be successful 
only if it is based on the principles of mandatory feedback [4, 
5]. The undoubted advantage is the use of feedback in the 
process of students’ reflection of their activity on reflection 
forums. Due to the use of this element students’ reflection of 
their competencies is performed continuously. Namely, on the 
basis of performance in each block of educational activities the 
student, using a questionnaire for self-analysis and self-
assessment, prepares a reflective report in an electronic form 
and sends it within the frame of the smart course. This allows 
the teacher not only to get an idea of the student’s ability to 
adequately evaluate the level of completeness of the results of 
his work, but to analyze the results obtained in a timely 
manner, to predetermine the purpose of further work and to 
adjust the educational process to the particular student’s needs. 

TABLE I.  FRAGMENT OF THE ROAD MAP FOR THE COURSE “IT IN 
EDUCATION” FOR STUDENTS OF PEDAGOGICAL DIRECTION 

No 1 2 

Event Round table 
“Secondary education: 
studying a computer or 
studying with a 
computer?" 

Individual work + mutual 
control + self-esteem 

Student’s activities Participation in the 
collective discussion of 
the problem, 
comparison of different 
points of view, 
opinions and 
suggestions in the 
discussion. 

Student’s work in the 
electronic instructor-led 
course: using the 
recommendations and 
given (and found) sources 
independent (in a co-
operation mode) study of 
the material, performing 
interactive tasks; 
participation in 
educational forums. 
Student’s preparing for 
participation in the 
seminar “Portrait of an 
IT-competent teacher”. 

Reporting 
documentation 

Essay-reflection, photo-
report of presentation 
materials at the round 
table “Secondary 
education: studying a 
computer or studying 
with a computer?”, 
publishing essays in 
electronic course for 
discussion and 
evaluation by the 
teacher and group-
mates. 

Running interactive 
activities and participating 
in the educational forum 
“Teachers’ IT 
competence. Ways to 
effective change”." 

Place of event School, e-learning 
platform of Kazan 
Federal University 

E-learning platform of 
Kazan Federal University 

Date   

Mark   

Signature   

 
In order to ensure the course personification, the possibility 

of the student’s reflection, correction and prediction of the 
student’s ascent to the goals, one of the “smart” elements of the 
course, in our opinion, should be the student’s road map, a 
fragment of which is presented in TABLE 1. 

One of the main problems in the control of the student’s 
progress on the learning path is the lack of a clear individual 
plan and the lack of his awareness of the interim results. 
Therefore, it is necessary to have a step by step scenario of 
training events with a clear indication of activities, reporting 
documentation, event dates, and etc. Such a scenario will be 
called the “Course road map”. The phrase “road map” 
appeared from the English “road mapping”, which means the 
process of mapping activities in any sphere. The student’s road 
map is in fact a student’s plan of development through the 
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events, taking into account all the known factors. In this case, 
in contrast, for example, with the course curriculum, the road 
map includes several development scenarios and is focused on 
a particular student. The basis of the road map is certain nodes 
or points at which it is necessary to make decisions important 
for the student in studying the course and depending on the 
current situation. The node corresponds to a definite stage of 
development and the expected time in which the student must 
reach this stage. It should be noted that changes can be 
introduced into the course road map. As a result, following the 
road map, the student together with the teacher is able to 
respond quickly to the changes in his progress. 

Learning Management System creates and stores the results 
of each learner: the handed works, the teacher’s evaluation and 
comments, and posts on the forum [6]. A mandatory student’s 
road map extension is forming an e-portfolio of achievements. 
An important component developed by the author of the course 
architecture, is the formation of a single student e-portfolio for 
the course, including the results of classroom work. Thus, all 
the student’s results of the course will be placed in the system. 

The above-described components of the proposed 
architecture, and the indicated relationships between them, 
create the conditions for students’ smart activity, their co-
operation with the teacher providing successful development of 
professional activities. In these circumstances, the participants’ 
roles change. Management of training course is carried out not 
only by the teacher but also by the students. The teacher acts as 
a consultant for the implementation of various educational-
professional and professional actions arising in the course of 
training, and as an employee to address common problems in 
organization of cooperative work [7, 8]. A new smart content is 
formed by all participants while the students are going through 
the stages of the course. 

III. RESEARCH RESULTS AND DISCUSSION 
The described course architecture was tested at Kazan 

Federal University. Kazan University keeps pace with the 
times, adhering to global trends in the development of science 
and education, and making a significant contribution to the 
development of the most advanced forms and methods of 
teaching. Among them are the innovative educational 
technologies, e-learning. The purpose of the e-learning 
introduction into the University education is to increase the 
efficiency of the learning process through the use of active 
learning methods and individualization of educational 
trajectories. 

Smart learning testing took place in Elabuga Institute of 
Kazan Federal University from September 2014 to May 2016. 
The experiment involved 14 teachers and over 750 students. 

As part of the experiment part of the classroom activities 
was transferred into the e-learning courses developed on the e-
learning platform in Learning Management System. Part of 
teachers abandoned traditional lecturing almost completely. 

 

 
Fig. 2.  Results of testing participants’ questionnaire 

In order to get an idea of the effectiveness of the author’s 
course architecture teachers and students were surveyed. As 
can be seen from the survey results, the majority of the 
respondents approve of this form of training. The students note 
such positive aspects as accessibility and openness of the 
course content; the availability of means of interaction with all 
participants in the educational environment through the forums, 
chats, workshops, etc.; the teacher’s evaluation of the student’s 
performance transparency, timeliness and informative 
character; the ability to manage their time; participation in the 
organization of the learning process; roadmap allowing to see 
the learning path clearly. 

All the testing participants, without exception, noted that 
the undoubted advantage is the ability of the system to evaluate 
the student’s work with the theoretical material automatically, 
which is impossible with lectures-monologues. The teachers 
expressed the view that the students’ responsibility for the 
learning outcomes increased; the teacher’s awareness about the 
state of students’ learning also increased as the teacher knows 
about difficulties and successes, which allows adjusting the 
learning process to the students’ needs. 

Some teachers faced the challenge of creating lectures that 
should meet the requirements of the new format. Therefore, 
they need to improve their competence constantly, in 
particular, by immersing themselves in the training course built 
on the basis of the proposed architecture. As a result, the 
teacher is able to try on the role of the student, experience all 
the features of this training and prevent possible errors in the 
construction of their copyright courses. Teachers studying in an 
environment based on this course architecture are able not only 
to learn, but also to exchange opinions, help each other to 
resolve the difficulties that they may encounter. 

 

IV. SUMMARY AND CONCLUSIONS 
The designed course architecture allows for a fresh look at 

the organization of learning through Learning Management 
System. This approach uses the system elements for the 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 757 12-14 Oct 2016, Baku, Azerbaijan



organization of the students’ and teachers’ cooperative smart 
work. The results showed that the rejection of lecture-
monologue in favor of smart event format is not only possible, 
but also effective. With this organization of learning students 
become more active, independent, learn to design their own 
learning path and create new knowledge in cooperation with all 
the participants of the educational environment. One of the 
significant results of the architecture application is the 
student’s willingness to implement smart activities in an open, 
interactive and multi-format educational environment. 

The undoubted advantage of the proposed architecture is 
the student’s work on the road map, which in turn generates a 
student’s ability to implement self-diagnosis, planning and 
forecasting of his activities. This solves the problem of learning 
personalization in students’ academic groups. 

Furthermore, the advantages of the proposed architecture is 
its flexibility, which is the ability to add, move, arbitrary 
arrange the course elements at the author’s judgement. The 
tested course architecture is equally well applicable to both 
humanities and natural sciences. The results of testing can be 
used to build training courses, providing flexible learning in an 
interactive learning environment. 
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Abstract— The Internet and the web change many human life 
aspects including education. The web provides new means for 
delivering educational material, so the concepts of e-learning and 
distance learning have evolved.  
The web technologies are tailored to personalize learning process 
which results in what is known as Adaptive Educational 
Hypermedia Systems (AEHS). AEHS constitutes three basic 
modules, the content module, the adaptation module and the user 
module. The user module is the heart of the system, based on 
which the adaptation module personalize the content. A User 
models in AEHS is either static, i.e the information about the 
user characteristics is collected and updated before starting the 
adaptation or in habitual intervals, or dynamic where the user 
information is updated continuously as the user interact with the 
system. 
In this paper we surveys systems that employ dynamic user 
models and research work that proposes a dynamic user mode, to 
determines the evolution of user characteristics that have been  
involved in building dynamic user models during the last 
decades. 

Index Terms— Adaptive Educational Hypermedia Systems 
(AEHS), dynamic user model, dynamic characteristics, knowledge, 
learning styles, goals/tasks, behavior. 

I.  INTRODUCTION 
Adaptive Hypermedia systems are systems that use the 

hypermedia (hypertext, links,…..) to personalize the content 
material, presentation style, and navigation of a web 
application to individual users based on their characteristics 
and preferences [1] [2]. This personalization or adaptation is 
generally classified as either presentation support or 
navigation support. In presentation support certain techniques 
are used to adapt content material and the way of presentation 
of this content to support individual user needs. In navigation 
support, some techniques are used to control the links and 
therefore the navigation through the content material hypertext 
[3]. 

Adaptive Educational Hypermedia Systems (AEHS) 
provides a user tailored educational environment in contrast to 
the traditional educational environment in which the same 
educational material, presentation and navigation is provided 
to all users in a one size fits all model. This adaptive model 
provided by AEHS act in response to individual differences 
between system users in their background on domain 
knowledge, preferred learning style, attitudes and other 
individual learning characteristics and hence increases 
learning outcomes and user satisfaction [4]. 

An AEHS consists of three main components; the domain 
model (DM), the user model (UM) and the adaptation model 
(AM).The domain model is the knowledge domain area which 
the adaptive educational hypermedia system is used as a 
learning resource that is shaped in content and presentation to 
individual users. The user model is a collection of user 
characteristics that are used to adapt the content in the domain 
model.  The adaptation model describes the parts of the 
hypermedia system that to be adapted and the circumstances 
under which this adaptation is to occur [5]. According to [3], 
mainly the presentation of the hypermedia and the navigation 
through the hyperspace can be adapted. 

Early AEHS employ only what is known as static UM, 
where user characteristic are captured either prior the user use 
of the system using queries, forms, tests, …etc or during the 
system usage using the same methods in regular or  predefined 
intervals. The adaption in such systems will sustains static 
until the next interval update.  Later, the concept of dynamic 
user characteristics is evolved to describe some user 
characteristics that keep changing continuously during the user 
usage of the system. Utilizing such characteristics in building 
user models define the second type of user models, the 
dynamic user mode (DUM) [6]. 

Dynamic user models (DUM) facilitates the 
implementation of dynamic hypermedia applications that 
adapt themselves at each step to the user, the glory application 
example is adaptive educational hypermedia systems. The 
survey in this article focuses on dynamic user models for 
AEHS. The objectives of this survey are: to enumerate the 
user characteristics that have been employed in designing 
dynamic user models for AEHS, and to determine the 
evolution directions in the development of dynamic user 
models for AEHS.  

The rest of this paper is organized as follows: Section 2 
provides a survey to proposed dynamic user models for 
AEHS. Section 3 gives our observation on the evolution 
directions of dynamic user modeling. In section 4 conclusions 
are given. 

II. EVOLUTION OF DYNAMIC USER MODELS FOR AEHS 
To implement a user model the system should collect 

information about each user and store and update this 
information. Information about individual user usually 
contains static information such as personal data, demographic 
and geographic information, and initial values for some user 
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characteristics that change dynamically such as knowledge 
about the domain subject, favorites, preferred learning style, 
the learning environment, …etc [7]. 

Data contained in the user model can be grouped into two 
categories; information that are related to the educational 
material or the domain content provided by the AEHS, such as 
user knowledge about topics and concepts in the domain, the 
user preferred style of learning, and unrelated domain  
information such as user demographic and geographic 
information, interest and aptitudes [8]. 

Researchers and AEHS developers have designed and 
developed many real world AEHS that use user models with 

variant number and type of user characteristics. It is obvious 
that early systems use one or two dynamic user characteristics 
in their user models. To track the later growth of dynamic user 
models in AEHS in terms of dynamic user characteristics in 
order to achieve the first goal of this survey, a literature 
review for user models proposed in academic research, and 
developed AEHS in the period 1998-2015 was conducted. 

Table (1) summarizes the reviewed models. The forth 
column of the table lists the user characteristics used by the 
model, and the fifth column shows the dynamic ones. 

 
TABLE 1: DYNAMIC CHARACTERISTICS FOR UM IN AEHS 

 
Proposed User Models Systems Authors Years User Characteristics Used 

by the Model 
Dynamic 

Characteristics 
Hybrid Dynamic User Model [9]. Karagiannis & 

Satratzemi 
2014 � Knowledge  

�  Behavior 

� Learning style 

� Goals 

� Experience. 

� Knowledge 

� Behavior 

� Learning style 

� Goals 

 

Triangular Learner Model (TLM) 
[10]. 

Loc, N. P 2014 � Knowledge 

� Learning style  

� Knowledge 

� Learning style 

PATS (Personalizing Affective 
Tutoring System) [11]. 

 
Soudani  & Aghaee 

2013 � Learning style 

� Emotion  

� Learning styles 

ULUL-ILM (Web – based AEHS) 
[12]. 

Bayasut et al., 2013 � Learning style 

�  User profile 

 
� Learning style 

 
LS-AEHS (Learning Style based 
Adaptive E-learning Hypermedia 
System) [13]. 

Samia & Abdelkrim 2012 � Learning style � Learning style 

 

WELSA (Web-based Educational 
system with Learning Style 
Adaptation) [14]. 

Popescu & Badica 2011 � Learning style 

� Preference 

 
� Learning style 

AEHS-LS Proposed Model [15]. Mustafa  &  Sharif 2011 � Knowledge 

� Learning styles 

� Learner profile 

� Knowledge 

� Learning styles 

 

 
 Proposed Adaptive e-Learning 
System [16]. 
  

 
 Esichaikul, et al.,  

2011  
�  Knowledge level 

� Personal data 

 

� Knowledge  

 

Adjustable Three-layer Fuzzy 
Cognitive Map [17]. 

Georgiou, et al., 2011 � Cognitive traits 

� Learning style 

 
� Learning style 

AIWBES (A new Approach for 
Building Student Model in an 
Adaptive and Intelligent Web-Based 
Educational System) [18]. 

Homsi, et al., 2008 � Knowledge  �  Knowledge  

AEHS in Biomedical Engineering 
Project [19]. 

Almeida & de 
Azevedo 

2008 � Preference  

� Knowledge 

� Knowledge 

New User Modeling Approach to 
Determine the Knowledge Status of 
User in AEHS [20]. 

Colak et al., 2008 � Knowledge state � Knowledge  
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User Models for Adaptive 
Hypermedia and Adaptive 
Educational Systems [21]. 

Brusilovsky, & 
Millan,  

2007  
� Knowledge 

� Interests 

�  Goals 

� Background 

�  Individual traits 

� Context of work 

� Knowledge 

� Goals 

� Learning style 

Design and Implementation of the 
User Modeling System [22]. 

Froschl 2007 � User profile - 

Proposed User Model with the 
Personality Type [23]. 

AL- Dujaily 2007 � Preferences 

� Knowledge 

� Personality type 

� Knowledge 

 

EDUCE (Intelligence Profile in 
AEHS) [24]. 

Kelly & Tangney 2006 � Knowledge 

� Preferences 

 

� Knowledge 

 

Jointzone (An Adaptive Web-based 
Learning Application) [25]. 

Maier, P et al., 2005 � Knowledge 

 

� Knowledge 

Learning Styles and Pedagogy in 
Post-16 Learning [26]. 

Coffield et al., 2004 � Learning style � Learning style 

INSPIRE [27]. Papanikolaou et al., 2003 � Learning style 

� Knowledge 

� Interests 

� Goals 

� Learning style 

� Knowledge 

� Goals 

AHyCo  [28]. Momar et al., 2003 � Knowledge � Knowledge 

AEHS Based on Multiple 
Characteristics [29]. 

Surjono, H. & 
Maltby, J. 

2003 � Knowledge 

� Learning styles 

� Experience 

� Background 

� Preferences 

 
� Knowledge 

� Learning styles 

 

Proposed User Model of an AHS 
[30]. 

Brusilovsky 2002 � Knowledge  
� Background 

� Goals 

� Experience 

� Preferences 

� Knowledge  
� Goals 

 

OPAL (Open Adaptive Learning 
Environment) follow SCORM 
standard [31]. 

Conlan et al., 2002 � User profile 

� Preferences 

� Knowledge  
� Goals 

 

Engineering Approach for Adaptive 
Hypermedia Systems (UWE) [32]. 

De Koch 2001 � Knowledge  
� Preferences 

� User profile 

� Knowledge  
 

AHA! An open adaptive hypermedia 
architecture [33]. 

De Bra & Calvi 1998 
 

� Knowledge 

� Goals 

� Knowledge 

� Goals 

ANATOMTUTOR [34]. 
Beaumont 1998 � Knowledge � Knowledge 

ISIS-TUTOR [35]. Brusilovsky & Pesin 1998 � Knowledge 

� Goals 

� Knowledge 

� Goals 
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The literature survey shows that different characteristics 
have been proposed to be incorporated in designing user 
models for AEHS. These characteristics include: Knowledge, 
Background/ Experience, Preferences, Interests, Goals/Tasks, 
Personality Traits, Cognitive Traits, Learning Styles, Personal 
Data, Geographic Data, Demographic Data, Abilities/ 
Disabilities, Behavior, Emotion, Social/ Group, and 

Environment/ Work. User profile as a characteristic in table 
(1) normally contains demographic, geographic information 
and initial values for some dynamic characteristics. Table (2) 
shows a precise definition of the above user characteristics. 
Out of this list four characteristics are used in dynamic user 
models; knowledge, learning style, objectives (goals / tasks) 
and behavior. 

 
TABLE 2: USER CHARACTERISTICS IN UM 

 
Characteristic Meaning 

Knowledge User Knowledge is the set of facts, concepts, and skills about a subject or a domain acquired by a 
user.  

Background/ Experience User Background\Experience is the previously user acquired knowledge about a subject or a domain.  

Preferences User Preferences are user characteristics that determine or affect user’s likes and dislike. 
 

Interests User Interests are user concerns and things that get user attention and seem to be important to him. 

Objectives/ Goals/Tasks User Objectives or goals are attributes that reveal the user aim of using the AEHS application.  

Personality Traits User Personality Traits represent user’s identity whether its introverted or extroverted. 

Cognitive Traits User Cognitive Traits represent user’s individual characteristics such as affective, impulsive, …etc. 

Learning Styles User Learning Style is the preferred way of learning to the user, this style determines the user’s preferred type 
of information, the way of presentation of learning content and other learning alternative attributes.  

Personal Data  Personal Data, such as name, email, password… etc.  

Geographic Data Geographic Data such as, city, state, area code… etc 

Demographic Data Demographic Data are age, language… etc. 

Abilities/ Disabilities This is a static user attributes that determines whether the user is well off or having some biological, mental 
disability.  

Behavior The way in which a user acts in response to a particular situation or stimulus. 

Emotion Emotion, away to identify the affective state of users [11]. 

Social/ Group,  The group or society the user belongs to. 

Environment/ Work Is used to describe the surrounding conditions in which the user operates 

 

III. OBSERVATIONS ON EVOLUTION DIRECTIONS OF USER 
MODELS 

 
Based on the historical evolution in table (1), we deduce 

the following observations on evolution directions of dynamic 
user models for AEHS. 

� The knowledge acquired by the user is a dominant 
factor in building user models. This is obvious since 
acquiring knowledge is a major learning goal.  

� Learning style is emerging as an important dynamic 
user characteristic in last five years. 

� Currently user behavior has been included in user 
model to enhance adaptation to fit with user behavior 
using special dedicated adaptation techniques. 

 

IV. CONCLUSION 

Theoretically it may seems to be logical that the increase 
of number of user characteristics involved in dynamicity of 
user model will increase the degree of adaptability of the 
educational system, and hence increase user satisfaction. The 
historical review of academic and research proposed dynamic 
user models do not reflect this expectation, but more dynamic 

user characteristics are expected to be employed in future user 
modeling 

The lack of authoring tools for developing user model for 
AEHS, and techniques that capture dynamic change in 
different user characteristics affects the developing of 
sophisticated user models that are highly adaptive.     
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Abstract—The article considers the additional professional 
education (APE) program "Occupational Safety and Health 
(OSH)" and the master's program "Health Safety and 
Environmental (HSE) Management System" for graduate 
students. In the article the program urgency, goals, objectives, 
and content are analyzed. The multidisciplinary approach 
towards teaching of university students and training 
concerning the given programs is taken into account. 

Index Terms—The additional professional education 
program "Occupational Safety and Health (OSH)", 
OSH expert, the master's program "HSE Management 
System", labor and safety protection, distance learning 
courses and technologies, geographic information 
systems (GIS). 

I. INTRODUCTION 
Nowadays, in the era of academic mobility and 

globalization, professional compatibility, development of 
modern technology and the appearance of new 
requirements for different occupation positions, the quality 
improvement of management of the enterprises need to 
respond to insurance claims in order to predict and prevent 
occupational safety and health risks. 

It goes without saying that the education, training and 
practice to require occupational safety competence is actual 
and necessary. It is concerned with such failures of 
materials, machines, processes and structures as may give 
rise to dangerous situations, including the release of 
harmful agents. The aim of education in this field is to 
enable students to foresee the danger, both at the planning 
stage of projects and in existing situations, to quantify the 
danger and to design measures to combat it. Training in 
occupational safety involves students in a substantial study 
of selected problems from engineering and materials 
science, particularly those related to mechanical, civil, 
chemical, electrical and structural engineering. 

The additional professional education (APE) program 
"OSH" is aimed at qualified personnel training to require 
necessary competencies in order to perform the 
professional activity in the field of health and safety at 
enterprises and organizations. The purpose of the master's 
program is to provide graduates with the ability to 

successfully implement the acquired knowledge and skills 
in the field of technological processes and production 
safety (considering the security of technologies for the 
health and life of the working personnel); and 
environmental safety of processes and production 
(concerning the safety of production technologies for the 
environment and for the population) in the chosen area of 
activity (in science, manufacturing, business and 
management); the formation of general cultural, general 
professional, and specific professional competences in the 
process of implementation of innovative programs and 
learning technologies that ensure social mobility and 
competitiveness of graduates in the labor market and 
prepare graduates for self-training and continuous 
professional self-improvement. 

The system of additional professional training and 
education program "OSH" and the master's program "HSE 
Management System" requires multidisciplinary training in 
the process of the process of teaching of university 
students. For example, separate curricular units are to be 
concerned with the structure and strength of materials in 
mechanical engineering; with forces in structures in civil 
and computer engineering; with the handling and 
transportation of chemicals in chemical engineering; with 
design standards, protective equipment and the theory of 
preventive maintenance in electrical engineering; and with 
the behavior of strata in mining engineering. 

Application of geographic information systems (GIS) in 
education is actual. GIS offers effective methods of the 
solution of territorial problems, and geospatial information 
is one of the most important elements of the solution of 
economic, social, political and ecological tasks. 

Therefore, preparation of the qualified personnel able to 
use and develop GIS-technologies and effectively work 
with digital geospatial data for research and decision-
making acquires special significance. 

GIS-education has a number of peculiar features: 
• interdisciplinary character (working with GIS is based 

on knowledge of cartography, databases, computer 
graphics, health and safety, labor protection, etc.); 

• engineering and technological component; 
• extensive information component; 
• wide range of applications. 
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Training to manage data and what is more important, 
use of thematic mapping with professional models of 
social, economic and natural processes, receptions of the 
multidimensional analysis and expert-evaluation for 
optimization of environmental management and monitoring 
is a special task of student’s GIS-education. 

II. PROBLEM STATEMENT 
Today in Russia we have the process of the replacement 

of existing inefficient OSH management system to a new 
system of occupational risk management in accordance 
with the recommendations of the standards of the 
International Labor Organization (ILO). In this connection, 
this work should be carried out by specialists who possess 
the appropriate knowledge and are able to develop effective 
preventive measures to improve working conditions [1]. 

The necessity and actuality of the carried out programs 
are maintained by the government document, which has the 
force from July 1, 2013 based on the order of the Ministry 
of Labor of Russia from May, 15, 2013, No 205. According 
to this order from the Qualification schedule of managers, 
professionals and other employees (approved by the 
Resolution of the Ministry of Labor of Russia from August, 
21, 1998 № 37) (hereinafter - Qualification Handbook) the 
positions of "Head of Protection Labor", and "Safety 
Engineer "and their qualifying performance were 
eliminated [2]. 

Instead of the eliminated positions, by the order the 
Health Ministry of Russia from May, 17, 2012, No 559n, 
which entered into force on the 1st of July, 2013 the 
following positions were added: 

� «Head of labor protection" (for a qualification ‒ 
additional professional education (APE) in the field of 
occupational safety and health with work experience in the 
field of occupational safety at least five years); 

� «Specialist in Occupational Safety" (qualification 
requirements – retaining in the field of occupational safety 
and health) [3]. 

These changes caused anxiety among OSH engineers 
and employers who have the position of an engineer for a 
labor protection in their staff. 

In this situation, employers become interested in the 
program, developed by the experts of the Department of 
Ecology and Life Safety. 

III. METHODOLOGY 
Engineering Technological Academy of Southern 

Federal University (ETA SFedU) retraining program has 
the duration of 1 year of study, 504 hours of the total 
workload, including 404 hours of classroom work. Form of 
study is part time distant and correspondence work. The 
final document of education: a Diploma of Professional 
Retraining, giving the right to conduct a new activity. 

The goal of the program: training of qualified personnel 
to require necessary competences to carry out professional 
activities in the field of health and safety at enterprises and 
organizations. 

Laboratory and practical training is 404 hours of 
classwork. 

APE program "OSH" is opened for the purpose of 
preparing skilled workers, specialists in the sphere of 
occupational safety and health to ensure the safety of 
employees of enterprises and organizations. It involves 
training and personal and professional development of 
specialists, enables graduates to implement a new type of 
professional activity successfully, to realize their potential, 
ensure social stability and mobility in the labor market. 
Professional activity of graduates is aimed at ensuring the 
safety of employees and the consistent improvement of 
working conditions and safety in a business or 
organization. OSH specialists solve the problems of the 
analysis of dangerous and harmful factors of the working 
environment, technical expertise, monitoring of working 
conditions for compliance with the regulations and safety 
standards, identifying and addressing violations that 
endanger the life and health of employees to carry out 
preventive work aimed at forming safe behavior. 

To implement this program, we have designed the 
website for distance learning according to the program of 
professional retraining. In order to achieve this objective, 
the domain of the first level has been acquired. The server 
is intended for storage and maintenance of the websites on 
it. 

After analyzing the existing information about the hard 
drives, we plan to use the solid state drive (SSD). SSD is a 
non-mechanical computer memory device based on 
memory chips. Besides them, the SSD includes a master 
controller. The most common type of solid state drives uses 
for storage NAND-type flash memory.  

The designed website has a number of advantages: 
� The possibility to access the website round-the-clock 

for more than 200 people (at a time can be on the website 
(IP addresses) and the website will not suspend). 

� Unlimited number of subdomains – that gives the 
possibility to make large on volume of materials website 
(treelike) 

� The number of placed materials is limited only to the 
volume of files, for example, 1 picture size 1 gigabyte or 
1000  1 megabyte pictures, etc.  

� Hosted by German servers, which means stable 
performance, high speed downloads and fast ping.  

� Support of popular advanced platforms for editing 
the website, including WordPress. 

The website is created in the WordPress editor. 
WordPress - is the ideal platform for the publishing 
focused on beauty, support of standards and usability. 
WordPress is free and available for distribution [8]. 

This design tool is really powerful with good history 
and achievements. After a long and arduous editing, we 
succeeded to create the website with reliable protection.  

What has ensured security: 
� Login.  
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� Password (letters and numbers) is long that 
significantly complicates probability of accidental   input of 
the correct password. 

� Function Captcha - the compulsory solving of 
simple math tasks for confirmation of all entered 
parameters that significantly complicates use of password 
guessing programs. 

� Function Google Authenticator – it is necessary to 
enter the six-digit password which is generated by 
Authenticator Google service every 2 minutes which 
significantly complicates the use of Trojan viruses to steal 
passwords. 

In case of DDoS-attack attempt the server switches off 
the website for some time with the subsequent notice that 
attack has been made that complicates successful DDoS-
attack on the website and the server where it is stored. 

After error-free entry of all parameters access to the site 
Edit menu is allowed, where You can find very diverse 
settings and menu programs that can contribute to the 
design and protection. Site Protection is further ensured by 
WordPress Security program.  

For example, protection on verification of comments: 
the message comes to e-mail and it needs to be approved or 
ignored. Also the website has many other functions which 
are not disclosed for safety of the website. 

The Curriculum APE OSH includes the worked out 
materials that are available and are at the disposal of the 
university members at the Department of Ecology and Life 
Safety in electronic form: lecture notes, guidelines for 
practical work and supervised independent work, and 
presentations of the lectures [4]. 

Engineering Technological Academy of Southern 
Federal University (ETA SFedU) Master Program "Health 
Safety and Environmental Management System" has the 
duration of 2 years of study, credit hours: 120. Form of 
study is full time. Admission: it is necessary to have 
bachelor education. The final document of education: a 
Master Diploma of "HSE Management System". 

The general purpose of the program is to provide 
graduates with knowledge and skills in the field of 
technological processes and production safety, security 
technologies for the health and life of the working 
personnel, and environmental safety of processes and 
production; to form professional competences in the 
implementation of innovative programs and learning 
technologies that ensure social mobility and 
competitiveness of graduates in the labor market. 

The Master Program is designed in accordance with the 
Federal-State Standard of Higher education. Implementation 
of the program will occur as a result of the joint activity of 
the departments of the Institute of Management in 
Economic, Ecological and Social systems of SFedU and 
representatives of the professional community [5]. 

Basic Courses: IT, risk management and modeling in a 
technosphere safety, Economical and organizational bases 
and monitoring of a technosphere safety. 

Elective courses: Methodology of scientific researches 
and design / Technologies of safety processes and 
production/ Ecological safety as part of the international 
relations / Principles of environmental systems protection 
and resource-saving technologies development / Business  
Professional Foreign language /Environmental impact 
assessment/  Technological electrical safety and 
perspective power technologies / Materials, methods and 
means for providing a technosphere safety / Economic and 
legal support of nature protection activity/ Economic and 
legal support of nature technosphere safety. 

To achieve the intended learning outcomes, the 
following methods of educational technology have been 
used: the methods of IT: the use of Internet resources to 
expand the information field, processing, transmitting and 
receiving information; the interdisciplinary training: a kind 
of training with using knowledge from various fields 
(disciplines), implemented in the study of a particular 
discipline; the learning from experience: activating the 
cognitive activity of the student association at the expense 
of their own experience with the subject of the study; the 
research methods: the cognitive activity aimed at the 
acquisition of new theoretical and factual knowledge 
through research, independently or under the guidance of a 
teacher. 

When teaching people with disabilities distance learning 
will be implemented with the provision: electronic lecture 
notes; control tasks; test questions. Consultations of 
teachers and knowledge control are carried out by e-mail or 
via Skype. 

The research and practical training is held at the end of 
the second semester for 6 weeks and is aimed at deepening 
and broadening of professional competencies (practical 
knowledge and skills), obtained in the study of subjects 
during the Bachelor level; strengthening them in practical 
training; maintaining the theoretical skills and practical 
experience during the semester; the formation of practical 
skills to acquire the ability to carry out an independent 
research. The practical research is carried out in the fourth 
semester for 12 weeks and is preceded by a pre-diploma 
practice. 

The Master Research Practice is aimed at  
� expanding and deepening the practical skills of 

conducting independent research activities; 
� developing the professional competencies 

(knowledge, skills), which were obtained in the previous 
stages of studying on the base of graduate programs;  

� providing targeted accumulation of material for 
writing the final qualifying work ‒ Master's Thesis.  

Pre-diploma practice is carried out in the fourth semester 
for 6 weeks before the State Final Examination. Pre-
diploma practice complete the formation of general 
competence and research skills and is aimed at the 
development of the final qualifying work as a Master's 
Thesis on a high professional and scientific level. 

All kinds of practices are carried out in the enterprises 
and organizations which are the partners of the SFedU, 
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which have signed an agreement on cooperation, as well as 
in the laboratories of the issuing department. The process of 
multidisciplinary collaboration between university 
departments guarantees the possibility of the program 
fulfillment in the field of the scientific and practical training 
and guiding the students during practice. 

As a result of the development of graduate programs at 
the graduate level common cultural, general professional 
and specific professional competence in accordance with the 
direction of preparation 20.04.01 "HSE Management 
System" must be formed. The graduates who completed the 
program successfully are given the qualification "Master". 

The types of professional activity of graduates can be 
used in the following fields: design and engineering; service 
and research; organization management; expert and 
supervisory spheres, and inspection and auditing activities. 

As far as the employment of graduates are concerned 
they will be able to carry out their professional activities:  

� in the industrial and service companies in various 
fields; 

� in the design and scientific organizations and 
institutions that are developing technology and 
documentation to ensure technological and environmental 
safety departments; 

� in the services and supervisory bodies of local, 
regional and federal levels; 

� in the field of occupational safety and health, 
environmental and industrial safety. 

The key positions of graduates after graduation are an 
environmental engineer, and a specialist in labor protection. 

The Process of modernization of the system of Higher 
Education in the conditions of the modern world tendencies, 
which include information, communication, integration and 
globalization, maintain the consideration of competence-
based approach in the system of professionally focused 
training of future specialists of Higher Education 
institutions. In this regard requirements to the quality of 
modern standards to national education have to be brought 
into accord with the international standards for ensuring the 
competitiveness of specialists in the international labor 
market. 

Graduate "OSH" and the master's program "HSE 
Management System" students must have the following 
professional competences: the ability to optimize methods 
and techniques to ensure human security from the effects of 
various negative factors in technosphere; the ability to 
implement new methods of improving the reliability and 
stability of the technical facilities to maintain their 
functionality; the ability to navigate the full range of the 
scientific problems in the professional field; the ability to 
address issues of the sustainable and safe use of technical 
equipment; the ability to analyze and evaluate the potential 
danger of economic facilities for humans and the 
environment [6, 7]. 

A Safety and Health professional education requires 
multidisciplinary training of students. The "OSH" and 
"HSE Management System" professions need a broad-

based educational background on the foundation of 
specialized competencies in physical sciences (medicine, 
physics, chemistry and engineering) and social sciences 
(behavior, motivation and communication) alongside with 
the principles and concepts of management. 

CONCLUSION 
The worked out programs are the best value for students 

to acquire the best safety training experience. The gained 
competencies will give the opportunity to reach high-career 
goals, be competent in the sphere of the Occupational 
Safety and Health field, and to develop the skills, needed to 
manage effectively safety in a workplace. 

The rapid pace of technological change, combined with 
the persistence of unsafe or environmentally threatening 
working conditions, focuses the attention on the need to 
create a safe, healthy working environment and to promote 
a new safety culture in the workplace. Organizations 
increasingly seek OSH professionals with the right 
competences who can manage these processes. 

That is why the programs "OSH", and "HSE 
Management System", are urgent ones to prepare qualified 
specialists of this type. 
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Abstract—Every semester, university students need to decide 
their course programs, and as the number of course offerings 
increase, it becomes challenge to form a schedule for the semester 
courses to be taken.  In addition, students might have difficulty in 
finding courses that can match their schedules and course 
preferences. In order to address these problems, we build 
Mecanin, an online platform for Boğaziçi University students that 
provides an optimum schedule and course recommendation tools. 
In this paper, we propose an integer programming model to 
optimize course programs and also a recommendation algorithm 
to suggest courses to students. Both algorithms are tested and 
compared, and the results are presented. 

Index Terms—integer programming, collaborative filtering, 
course recommendation 

I. INTRODUCTION 
Optimization and scheduling is an important aspect of many 

processes from timing work shifts to assigning jobs to ma- 
chines. As the number of professors and courses increase, 
students start considering different courses and teachers for their 
elective courses, and this problem draws interest of researchers 
in the optimization field. Graduate or senior undergraduate 
students need to decide optional courses while preparing their 
course programs. There are many factors which affect the 
students’ decision such as different times of courses, professor 
and course preferences, and conflicting hours of courses. These 
constraints become difficult to handle by hand or mind when the 
number of available courses reaches hundreds. In addition, 
students may not be aware of all the courses they can take. It also 
requires effort to find the best matching ones when there are 
many course alternatives.  

 For university students, we built an online platform, named 
Mecanin, for helping them to prepare their schedules 
considering their course and professor preferences as well as the 
time conflicts of courses. We developed an integer programming 
(IP) method to find the optimum schedule for students and made 
this tool available online as a part of Mecanin platform. We also 
provide another algorithm to help students find new courses 
which we think they might be interested in based on their and 
other students’ course preferences. Proposed course 
recommendation algorithm is based on collaborative filtering 
(CF) and includes several adjustments that are specific to course 
program planning have been considered to improve the success 
of the algorithm. This online platform is used by Boğaziçi 

University students. The number of students that have used the 
system is between 700 and 1400 for the past 9 consecutive 
semesters from 2010 to 2014. Algorithms are tested on this real 
dataset considering confidentiality of the students. 

The paper is organized as follows: In Section II, related work 
for both optimization and recommendation problem is 
presented. In Section III, we present the architecture and the 
usage of the Mecanin system in detail. In Section IV, integer 
programming formulation is presented for scheduling the 
student’s courses by providing the objective function and 
constraints. In Section V, course recommendation algorithms 
are presented. Here, we describe the adaptation of CF method 
into course recommendation algorithm and show the different 
variations of the CF method. In Section VI, we first compare our 
simplex based method implementation with the well-known and 
widely used open source integer programming framework 
Lpsolve and present the results of both implementations. Later, 
we describe how the results of the recommendation algorithm 
are evaluated. We also show the results and compare the 
proposed methods with the basic techniques which are not based 
on similarity. 

II. PREVIOUS WORK 
Integer programming is a widely used method to optimize 

processes. For example, there are several studies which use 
integer programming in arranging work shifts in contaminated 
area with radio-active or chemical materials and football league 
fixtures in some countries [1], [2]. Some publications focus on 
optimizing the time between final exams in universities [3]. 
More importantly, many researchers [4]-[10] has worked on 
finding an optimized annual academic schedule in educational 
institutions because it is considered as a difficult problem due to 
a large number of constraints such as limited number of rooms 
and day-hour preferences of professors. In another study [11], 
they try to solve a similar problem for high schools which is 
smaller in scale but tightly constrained in comparison with the 
scheduling problem in universities. Moreover, the work [12] 
concentrates on finding the schedule that leads students to finish 
their academic program in the shortest time possible. At the 
same time, they try to allow students to place their courses in 
specific days of the week and hours of days. 

There are also studies proposing different approaches other 
than integer programming because of the high amount of time 
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and computational power required to solve high dimensional 
problems. For example, [13], [14] try to find the whole calendar 
of academic institutions using heuristic approaches such as 
genetic algorithm and particle swarm optimization. Santiago-
Mozos et al. [15] proposes an approach using evolutionary 
algorithm to assign optimized schedules to all students in an 
institution. Their approach prioritizes the creation of the 
schedules of students who come first in their list. 

For the recommendation problem, there are many studies 
about recommendation systems. Some well-known papers focus 
on movie datasets and use collaborative filtering and regression 
techniques [16], [17]. Furthermore, Shani et al. [18] develops an 
MDP-based recommendation algorithm for online bookstores. 

Success of these recommendations motivated us to use the 
idea of these techniques to help students in their elective course 
selections. Vialardi et al. [19] proposes a course 
recommendation method considering demographics, course 
enrolment, number of courses per semester, average grades, and 
cumulative grades data of students. They used C4.5 algorithm 
and claimed 80% success rate. Ray et al. [20] proposes a 
technique for course recommendation based on the previous 
performance of students. They study 255 students and make 
item-based and user-based recommendations, and get 30% 
success rate. Booker [21] designs an online system to suggest 
courses for prospective students using k-means. Lee et al. [22] 
tries to find the association rules between students and courses 
using previous course preferences of students and course 
categories. They use curriculum experts to evaluate their 
recommendations. Sharon et al. [23] designs a recommendation 
system for elective courses using content-based approach 
considering the requirements of the job market. Bendakir et al. 
[24] develops a course recommendation system for students 
based on collaborative filtering and machine learning methods 
considering prerequisites and course evaluations. 

In this paper, we propose a collaborative filtering technique 
to recommend courses to university students based on the 
student’s and other students’ preferences. We, then, adjust the 
algorithm considering course hour conflicts. We present the 
results of these approaches. Our results show that similarity 
based approaches like collaborative filtering are superior to 
other techniques like popularity based approaches. Our 
specialized collaborative filtering method and similarity 
function design give 80% correctness score using our evaluation 
methods. 

III. MECANIN SYSTEM ARCHITECTURE 
Mecanin is a social platform where university students can 

prepare their course programs and find courses that they might 
be interested in. It has two main functions: First, it provides a 
tool which helps students prepare their schedules. When users 
start typing the code or time of a course, or name of a teacher in 
the search box, the system brings the courses which have 
matching data with the query and their properties such as 
additional lab hours to the user. After adding all courses which 
the user has intended to add to his course program, system 
decides a program according to the ratings and conflict choice 
of the user. Second, Mecanin provides course recommendations 

based on current user’s and other users’ course preferences and 
since it is a social platform, a friendship mechanism is provided. 
Mecanin is implemented in Java, and NEO4J which is a graph 
based database is used as database management system. 

A. Layout 
After registering to the system, the first page, which is called 

profile, appears. In this page, users can see their current course 
program on a weekly timetable and course recommendations in 
a separate box. Second page is the editor page where the students 
prepare their programs. There are two timetables, one search 
box, and one course list on this page. First timetable is used to 
provide a better view of all the courses that the students intend 
to add to their programs, and the second timetable is the program 
that Mecanin suggests to the students. 

B. Detailed Usage 
Since all scheduling process is done on the edit page, it is 

necessary to select the courses first on this page. Users start by 
typing any property of the intended courses on the search box, 
and the system brings the courses that satisfy the information 
that is typed into the search box with its autocomplete 
functionality. Department, code, section, teacher, room, day and 
hour information could be retrieved from the database. As the 
users could establish multiple search, they can also select 
multiple courses from the results of one search. 

After adding all intended courses, they appear on the left 
timetable as they do right below the search box as a list. If the 
conflict option is enabled, system chooses the program with all 
courses on the left and displays on the right timetable as the 
suggested course program. Disabling conflicts allows the system 
to run integer programming calculation and suggest the new 
course program. If there is a conflict among courses in a time 
slot, courses are shown and cell is displayed in red to take 
attention of the user.  

Another option that users can benefit from is grouping. By 
default, there is one group of courses and all selected courses go 
into this group. Users are allowed to create additional groups and 
move courses between these groups. The advantage of the 
grouping mechanism is that it lets one to specify the minimum 
and the maximum number of courses in a group. For instance, a 
student might be required to take at least one and at most two of 
the 5 elective courses determined by his department in a 
semester in addition to his required courses. He can create a 
second group that consists of those 5 courses and specify the 
minimum and the maximum number of courses as 1 and 2 
respectively. The system gives program suggestions considering 
the second group. The suggested programs include at least 1 and 
at most 2 of the courses from the second group.  

Another criterion that the system considers while providing 
the optimum schedule to users is the importance of the added 
courses. This information is supplied by the user himself and 
specified as discrete numbers from 1 to 10. As the importance 
of a course increases, the system is more likely to put that course 
into the weekly schedule. Each course has an importance value 
of 5 by default and can be assigned importance values 
separately.  
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In addition to the scheduling options like grouping and 
importance, Mecanin is able to handle optional hours of a 
course. There could be lab hours or problem sessions assigned 
to a course which can be both optional or mandatory. Users can 
select these optional hours and add them to their course program.  

C. Recommendation 
Another feature of the Mecanin social platform is making 

course recommendations to its users. The algorithm used for this 
purpose is discussed in more detail in recommendation 
algorithm section. In general, proposed recommendation 
method is based on the currently selected courses of the user and 
course selections of other users which have common courses 
with the current user. Recommendations are given in the profile 
page. 

D. Concepts 
Every course having different abbreviation and code number 

in the university registration system is treated as a standalone 
course. For instance, CS 101 could be renamed as CE 101 for 
students of a different department having the same time slots, 
rooms and teachers but they are considered as different courses 
in Mecanin and a user can add both at the same time. However, 
their conflict will be taken into consideration while suggesting a 
schedule to the user. 

In addition, courses can also have different sections as CS 
101.1 and CS 101.2. They are also considered as different 
courses and users are allowed to add them to their programs. 
Since, for most of the cases, taking only one section of a course 
with many sections is sufficient, users are advised to create a 
separate group, put all different sections of a course into that 
group, and specify the selection limits as at least and at most one. 

Apart from the regular course hours, some courses can have 
optional or mandatory additional hours such as laboratory work 
or problem sessions. These additional hours can be selected 
under the course options pane. 

IV. COURSE PROGRAM SCHEDULING ALGORITHMS 
Mecanin system can suggest its users an optimum schedule 

according to their course preferences and ratings. Integer 
programming is used to solve this optimization problem and the 
Simplex method is made use of in its implementation. First, the 
IP model is explained and then the test system and the test cases 
are described. Results of the Mecanin scheduling algorithm is 
mentioned in the results section. 

A. IP Model 
IP model is described in detail by explaining decision 

variables, constants, objective function and the constraints of the 
IP formulation. 

1) Decision Variables: Decision variables correspond to all 
the courses that students select and indicate the courses to be 
taken during the semester. There are n courses which are 
denoted as [x1,xn]. xi = 0 means that course is not in the solution 
and xi = 1 means ith course is in the solution. A course being in 
the solution means that Mecanin includes that course in the 
suggested course program. 

2) Constants: Constants are denoted as [c1,cn] where n refers 
to the number of courses. These constants are weights that 
represent how much the student wants to take the corresponding 
course. In Mecanin scheduler, users are allowed to rate a course 
by giving a number between 1 and 10. 

3) Objective Function: The objective of the IP model is to 
find the combination of courses forming an acceptable schedule 
with the highest score. Total score of a schedule is calculated 
by adding up the ratings of each course in the schedule, which 
are determined by the student. Therefore, the IP problem is a 
maximization problem: 

7 7 <D=7

4) Constraints: There are 3 types of constraints in this model. 
First type is default constraints. All variables are either 0 or 1. 

7 7 <H=7

Grouping constraints are used by solver to decide on the 
number of courses in the schedule. By default, there is one 
group; however, students are allowed to create additional 
groups. Total number of groups, which is represented by g, 
cannot exceed the total number of courses in the model. 

7 7 <J=7

Minimum number of courses to be selected from the group 
i, say ai, can be less than or equal to bi. bi is the maximum 
number of courses to be selected from the group i, and it is also 
less than or equal to ti, the number of courses in the group. 
Combining the previous constraint with this one, a rule appears 
for each group. 

7 7 <L=7

The model constraint is used to determine the upper and 
lower bounds of n umber of courses to be included in the 
schedule from a group. As mentioned previously, ti denotes the 
number of courses in the group i, and the courses in the group 
can be denoted as [xm,xm+t]. Total number of courses to be 
selected from this group has to be equal to or greater than ai and 
less than or equal to bi, where ai and bi denote the limitations of 
the group explained in the previous constraint. 

7 7 <M=7

This constraint shows that Mecanin selects at least ai and at 
most bi courses from the ith group to be included in the course 
program. 

V. COURSE RECOMMENDATION ALGORITHMS 
Another feature of the Mecanin system is to provide its users 

course recommendations which are shown on the profile page. 
The users can add recommended courses to their programs using 
the recommended course links. 
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Mecanin recommendation engine has an algorithm based on 
collaborative filtering. Basically, the system recommends 
courses of users with similar tastes in terms of course selections 
to the current user. In Mecanin, similar taste is measured as the 
number of common courses. Recommendation engine first finds 
the courses of the user who will get recommendations. Then 
other users who selected at least one of these courses are 
retrieved, and then the courses of those users, other than the ones 
that current user already has, are selected from the database. This 
course list becomes the base list for recommendation. Since 
Neo4j, the graph based database, is used, this operation does not 
require table joins as in the conventional relational databases. 

Mecanin recommendation engine has an internal ordering 
algorithm for ordering courses that are going to be 
recommended. For instance, suppose a current user, U1, who is 
to receive recommendations, has currently 5 courses, C1, C2, 
C3, C4, and C5, and there are 3 other users U2, U3 and U4. 
Suppose, U2 has C1 and C2 as a common course with U1 and 
has taken C6 additionally. Additionally, suppose also that U3 
has both C3 as a common course with U1 and C7, C8, and C9. 
Lastly, U4 has C4 and C5 as common courses with U1 and C7 
and C9 additionally. First of all, the system will select courses 
C6, C7, C8, and C9 as the base recommendation list. Since in 
the real world, the number of courses per user is higher than this 
example, and a course is selected by many users, this list 
becomes larger than the list in the example which has size of 4. 
To decide which courses to recommend from the base list, 
recommendation engine first assigns scores based on the total 
number of common courses of the current user with each user 
that have at least one common course. 

Figure 1 shows the graph formed as a result of the 
aforementioned example. In this example, U2 and U4 have 2 
courses and U3 has 1 common course with U1. After calculating 
scores for users, system calculates the scores for the courses in 
the base list. The score for C6 becomes 2 because it is only 
selected by U2 which has a score of 2. C7 and C9 would have a 
score of 3 because they are both selected by U3 and U4 which 
have scores of 1 and 2 respectively. Finally, the recommendation 
score for C8 would be 1 because of U3. 

Our first recommendation algorithm, which is denoted as 
CF, sorts the courses in the base list based on their scores and 
recommends the first 5 or 10 courses according to the list size 
preference. A new variant of this algorithm, which is denoted as 
CF-0, takes time conflicts into account, eliminates those 
conflicting courses and does not include them in the 
recommended courses list. A conflict between two courses 
means that a student cannot attend all classes of both courses, he 
needs to make a choice between two courses. A third variant, 
which is denoted as CF-1, is similar to the second variant but it 
allows courses which has at most one-hour conflict with the 
current courses of the user to be recommended. 

  
Fig. 1.  Graph representation of course selections 

VI. TESTS AND RESULTS 

A. Mecanin Scheduler 
Several test cases are prepared to measure the effectiveness 

of the Mecanin scheduler. These cases differ in (i) the number 
of courses, (ii) whether they allow time conflicts between 
courses, (iii) course number constraints on groups as well as the 
number of groups. Cases are named according to these 
differences. Following is the format of case naming: 

case<course number><conflict><group number> 
The following is the name of the case having 15 courses, no 

conflict and 2 groups: 
case15n2 

The following is the name of the case having 20 courses with 
conflicts allowed and 1 group: 

case20a1 
Mecanin scheduler is compared with Lpsolve, the well-

known open source integer programming solver which is 
implemented in ANSI C. The test system used is Early-2013 
Macbook Pro with Intel Core i7 3.0 processor (3540M) and 8GB 
memory. Only the times for solving the IP problem is 
considered. Reading input files, parsing them or generating 
required classes are not included in the compared times. 

To measure the speed of the solvers, all cases are run on both 
solvers. Results shown in the table is the run time results in 
milliseconds of running each case 1000 times. 

As seen in Table I, Mecanin scheduler runs faster than 
Lpsolve up to 20 courses, but when the number of courses goes 
up, Lpsolve starts solving the linear problems faster. However, 
in the real life, a reasonable estimation could be that an average 
student probably does not attempt to add more than 20 desired 
courses to generate a schedule. Furthermore, Mecanin scheduler 
works faster when the courses are divided into groups. In other 
words, it works slower when all desired courses are put into one 
group and user does not create additional groups to inform the 
system further. Comparison of the two implementations is 
shown in the chart in Figure 2. 

Additionally, Mecanin is designed as a web based social 
platform and Mecanin scheduler is implemented in javascript, 
but Lpsolve is written in ANSI C. Therefore, Mecanin scheduler 
could be faster compared to the current results when it is 
implemented in C. 
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B. Recommendation Engine 
Mecanin recommendation engine is tested using data 

collected from Bogazici University students. Students’ course 
statistics are gathered from the Soppus platform, which is the 
first attempt to build an online course-based social platform for 
university students [25]. Soppus provides users to prepare their 
schedule quickly but manually. Test is done on the data between 
the years 2010 and 2014. Due to the small of number of courses, 
users, and courses per user, summer semesters are disregarded 
and were not used during the test. 

1) Statistics: In total, 9 semesters are used for testing the 
recommendation engine. All the semesters are either spring or 
fall semester. No summer semester data is used. The first used 
semester is Spring 2010 and the last one is Spring 2014. Table  

TABLE I.  SOLUTION TIMES IN MILLISECONDS 

Cases Mecanin Lpsolve 
Case5a1 26 346 
Case5a2 27 257 
Case5n1 27 325 
Case5n2 27 334 
Case10a1 54 367 
Case10a2 70 333 
Case10n1 87 340 
Case10n2 81 378 
Case15a1 111 219 
Case15a2 82 261 
Case15n1 151 377 
Case15n2 119 283 
Case20a1 219 363 
Case20a2 122 379 
Case20n1 322 371 
Case20n2 197 300 
Case25a1 339 395 
Case25a2 189 454 
Case25n1 493 496 
Case25n2 321 355 

II shows various statistics of the data that is used. Note also 
that total number of course selections (of all 9 semesters) is a 
little over 50K which is also the total number of course 
recommendations that is made for each algorithm. 

2) Test Methods: As described in the recommendation 
algorithms section, main and modified versions of Mecanin 
recommendation engine are tested. In addition, results of 
random course recommendation and recommendation based on 
popularity of courses are also provided. The test method is 
based on removing an already selected course of a user and 
trying to estimate the course based on the remaining courses of 
the user and the other users who have common courses with the 
current user. Success of a recommendation is based on finding 
a course that is intentionally dropped for testing. If the course 
is found, corresponding recommendation is counted as 
successful. In total, the success of the algorithm is measured as 
a fraction of course selections that is successfully estimated. 

Tests are performed using variable size of recommendation 
lists. 

3) Test Results: RND is random course recommendation 
algorithm. RWH is an algorithm in which courses are put in a 
roulette wheel according to their number of selections by users 
and courses are recommended according to their probability of 
being selected. POP sorts the courses according to their number 
of selections and recommends first n courses. CF is the novel 
algorithm developed based on collaborative filtering as 
described in Section V section. CF-n is the modified version of 
CF where courses causing conflicts are eliminated. Here, n is 
the maximum number of total allowed conflicts in the program. 
In this paper, only CF-0 and CF-1 variants are considered. 

TABLE II.  SOLUTION TIMES IN MILLISECONDS 

Semester Statistics Min Max Avg 
Active courses 776 1009 1203 
Users 438 898 1448 
Users with more than 1 course 423 484 1428 
Courses selected by users 5.9 6.3 6.4 
Total course selections 2576 5639 9291 

 

  
Fig. 2.  Comparison of solving times  

Results are shown in Table III. First, the scores for the non- 
similarity based algorithms are given. RND, POP, and RWH 
algorithms are tested using the list sizes 5 and 10, whereas CF, 
CF-0, and CF-1 are tested using the list sizes 1 to 4 in addition 
to 5 and 10. 

TABLE III.  COMPARISON OF RECOMMENDATION ALGORITHMS 

 Size of the recommended courses list 
Methods 1 2 3 4 5 6 
RND - - - - 0.031 0.062 
POP - - - - 0.260 0.350 
RWH - - - - 0.076 0.140 
CF 0.610 0.706 0.748 0.783 0.807 0.874 
CF-0 0.613 0.706 0.750 0.784 0.808 0.875 
CF-1 0.612 0.707 0.810 0.810 0.810 0.876 
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VII. CONCLUSION 
In this study, an integer programming based solver is 

proposed to provide university students optimized course pro- 
grams based on their ratings on courses and course timing 
conflicts. An online web platform, Mecanin, is built for the use 
of this optimum schedule tool by Boğaziçi University students. 
It is observed that this tool which is implemented in javascript is 
sufficiently responsive to suggest a schedule for students based 
on their course ratings and time conflicts of courses.  

Additionally, recommendation algorithm based on CF 
method is proposed which considers the current courses of the 
user and the course preferences of other users which may be 
similar to the user in term of course programs. Several variants 
of this algorithm is also provided, and the results of these 
proposed algorithms and basic methods which are not based on 
similarity techniques are compared. It is observed that CF, 
which is a similarity based method, outperforms all other 
methods. In addition, it is shown that by considering the 
conflicts, the score of the CF method could be improved. 
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Abstract—The article discusses phenomenon of plagiarism forms 
in academic end education practice and its detection and reaction 
system.  

Index Terms—rewriting, academic fraud, falsification higher 
education.  

I. INTRODUCTION  
Information technologies are an essential part of the 

education system. E-learning is gradually developed and 
implemented in education process, not only as a conveyor of 
knowledge and information, but also as a communication buffer 
between faculty, administration, and students. This system should 
save resources and optimize learning process, reduce time budget 
of education agents and formalize communication between them. 
The article considers some complex issues in the work of certain 
elements of the implemented E-learning system and science. 

Due to the overproduction of texts, as well as the demand to 
quickly produce new texts, the probability of plagiarism in a 
paper increases. A wide spread of the Internet, information 
technologies, and communication tools give to a vast audience 
access to a huge amount of information, which also increases the 
probability of textual borrowing in academic papers. Thus, 
according to various studies, the percentage of plagiarism in 
student papers increased from 23% to 90% during the period 
from 1941 to 2001 [1]. For example, the number of students in 
Russia from 1940 to 2015 has increased from 478,000 [2] to 14, 
191,000 people [3]. 

Scientists, participants and managers of major research 
projects, supervisors and even students are facing the need to 
check texts for plagiarism, as they are no longer confident in their 
own texts [4]. Previously, textual borrowing was possible to find 

out only by manually comparing the two texts - the source and its 
replication. The information society offers a wide range of tools 
to facilitate this task. But the attitude to plagiarism has become 
more severe and serious. Simple, even automatic, comparison is 
no longer sufficient to define plagiarism in a text. There is a need 
for a serious, professional expertise of each individual case of 
textual borrowing to identify whether it is plagiarism or not. 
Increasing proportion of plagiarism toughens and complicates the 
procedure of inspection, and that requires more costs. 
Requirements for texts and their expertise are considerably 
growing. Now it is necessary not only to compare two texts, but 
also to conduct semantic analysis of the papers. That is poorly 
automated and requires manual comparison and the work of 
experts. 

II. RESEARCH METHODS 
This article is based on the thorough analysis of 9 typical 

cases of plagiarism detection in student papers (there are more 
than 30 cases overall) in Saint Petersburg, Russia. These are 
papers submitted by the students of the final year of 
undergraduate program in Sociology on their major courses. 

First of all, these cases illustrate different examples when the 
work of one student is stolen by the others and presented as their 
own paper. In 2011 there was a case when the successful work of 
one student was brought in a week three times by his/her co-
students with minimal changes. But lately, cases of complete 
repeat of someone’s work are rare. As a rule, the original text of 
the first paper is edited: parts of the text are put in different order, 
and words are replaced by synonyms. Among such cases the 
compilation of several works is a usual practice. These texts may 
belong to their co-students or senior students who studied earlier. 
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Primary this applies to text assignments (course programs and 
analytical reports) and practical tasks. 

Plagiarism from the Internet sources (total or partial 
borrowing and their compilation) is almost a global problem. 
Such kind of plagiarism could be found in every second job. 
Most often it is detected in the section of a paper that presents 
methodological and theoretical bases of the work. This is a 
common case, but quite problematic for a check as plenty of 
materials are used from sources that are not indexed (social 
media, books or journals from private, closed databases or 
archives). 

We consider separately cases of practical works downloaded 
from the Internet or fabricated, as there are no any plagiarism 
detection technologies for such papers. They are usually checked 
manually and it is effective only if part of the material is in the 
public domain. 

III. RESULTS 
Rewriting is a natural component of the information 

explosion. It allows enormously increase the amount of 
information while reducing its cost and resource intensity [5]. 
The academic environment does not involve the use of rewriting 
as a source of new original texts. Rewriting is a skill that is 
necessary for abstracting of scientific sources, but it is not 
allowed in the final, original (especially research) texts. In the 
situation of “the tyranny of the moment” a student dwells on 
rewriting rather than trying to continue to work creatively with 
information from the initial source. This “tyranny of the 
moment” [6]. is felt not only by students who do not have time 
(motivation, desire) to work thoroughly with the original paper, 
but also by teachers (lecturers) who do not have time to educate, 
develop skills of independent, critical and creative writing in the 
class. Moreover, students are already immersed in an 
environment where rewriting is a commonplace. For this 
generation it is obvious that many of the tasks do not require the 
creation of a new text, it is enough just compiling it from 
materials previously created by other authors. 

Plagiarism detection of students’ papers gradually becomes a 
mandatory procedure in the educational practice in the post-
soviet space. In Russia a lot of universities have introduced 
requirements for the verification of the final qualifying papers for 
plagiarism. In Azerbaijan in 2016 began the development of a 
unified system for plagiarism checks of the texts in the spheres of 
education and science [7].  

The main specialized system of plagiarism detection 
recognized by the Russian scientific and academic community is 
called “antiplagiat.ru”. It appeared in year 2007 and is still in the 
process of development. This is a basic tool to check texts. This 
system (a free version) allows you to create a personal profile 
where it is possible to download text files, and then the system 
searches for a match with its database of papers, educational 
materials, and public sites. These systems hide the algorithm of 
the work, but presumably the “antiplagiat.ru” system uses “w-

shingling based on N-grams with an additional normalization of 
texts in accordance with dictionary of synonyms, and finding of 
plagiarism locally has a trigger effect to protect against false 
positives” [8].  

In several Russian universities are introduced e-learning and 
internal communication systems right now. In Saint Petersburg 
State University, it is the system named Blackboard 
(https://bb.spbu.ru), which consists of three platforms - 
Blackboard Course Delivery, Blackboard Content Management, 
Blackboard Community Engagement. To check downloaded 
texts Blackboard uses such component as SafeAssign. The 
Higher School of Economics University uses the LMS system 
(Learning Management System - http: //lms.hse.ru) which allows 
to download texts in an extended version of the “antiplagiat.ru” 
service. Modification and enhancement of applications 
comprising these systems still require a lot of time. Their users 
constantly address to support division and are forced to bypass 
the limitations of the systems in order to complete their 
professional tasks. For instance, key problems of the Blackboard 
are following: basic functionality, not enough flexibility, clunky 
interface, technical difficulty or inability to organize work in 
groups/in pairs, sensitivity to the bibliographic data and common 
phrase. 

As practice shows, the automatic plagiarism detection of 
papers is not enough. On the first stage of the check all works 
were tested by “antiplagiat.ru” system which is the leading one 
among existing in Russian. Such services warn that they are 
looking for the plagiarism, meaning matches in the text. But that 
is not enough for plagiarism detection to know what percentage 
of matches were found by the program. It is essential to 
understand what is behind found textual borrowing. This may be 
a list of references, properly executed quotes, set expressions and 
common phrases that simply cannot be formulated otherwise. 
That means that a match found by automated tools may be not 
plagiarism. It is important to explain this nuance to students. 
Each year students raise the question about the acceptable 
percentage of plagiarism in the work. Whilst according to the 
documents they signed before their admission to the university 
state that writing works (in accordance with curriculum) prepared 
by student must not contain plagiarism. Works may contain a 
certain percentage of such textual borrowing, as quotations and 
illustrations if they are correctly formatted. Apparently it is up to 
20% of textual borrowing that is allowed. Experience has shown 
that level of understanding of the differences of these phenomena 
among students is very law. 

So, on the second stage there is a necessity to carry out 
further check based on the results provided by automated 
services. If the software allows you to view a report, you need to 
go through it and see each case matches. Internet is a very mobile 
system and in the case of the anti-plagiarism report the links, 
which should show the alleged source, often do not work. Then 
teachers have to carry out manual checks of the matches, using 
public search engines (like “Google”, “Yandex”). This procedure 
requires form a lecturer time and resources, research skills and 
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knowledge of different software systems that allow fixing the 
fact of plagiarism.  

Thus, the first level of such “forced” plagiarism is a rewrite 
without references. It seems to be a natural reaction of the 
generation to a task that is considered daunting and excessive. 
(That is the result of “the tyranny of the moment” when resources 
are limited.) 

Let us consider the example of a good student paper 
containing a rewriting without causing any damage to its content. 
It is a work of group of students which is, according to the 
“antiplagiat.ru” service, original on 96.43%, meaning the amount 
of borrowing in the text is 3.57%. The work regarded issues of 
identifying and detecting signs of social identity in everyday life. 
In this study there were used valuable and correct scientific 
sources expanding and enriching the conceptual and basis of the 
paper. And the references were listed. The problem was in the 
lack of quotation marks (“_”) on the both sides of the borrowed 
text. The necessity to use quotation marks was explained to the 
students and they solved the problem by adding them shortly 
afterwards. (Although there were cases when other students’ 
teams could not fulfill this requirement because they did not 
manage to detect borrowing text in their own paper and arrange 
everything properly.) This case can be seen as a rewriting which 
allows students to complete the task successfully. In fact, while 
preparing a research proposal there is absolutely no need to 
create new theoretical text, since it will be written worse by 
students then in the original version used by them. But academic 
rules exclude the possibility for students to use only someone 
else's text. Students are required to complete a very intensive, 
consuming a lot of resources tasks, meaning to prepare their own 
academic products under the conditions of resource shortage [9] 
and integration in the environment where there are obvious easy 
solutions in the form of rewriting, for example. 

Interestingly this paper was also submitted by other students 
from the same course as their own original work. The students 
who tried to cheat submitted this paper before the real authors. 
Actually it was one of the previous (unfinished) versions of the 
final paper that was given to them by real authors as an example 
of the task. This case, as well as others, shows that the students 
do not have a sense of the value of the original author’s work and 
their own creative work. 

The second level of academic dishonesty is an attempt to 
create academic papers from other texts trying to imitate the 
scientific activities. Thus, the fabrication and falsification of 
meanings of academic activities happen. If rewriting does not 
lead to loss of previously created meanings, such compilation of 
texts leads to destruction of these meanings. Unfortunately, 
rewriting often transforms into plagiarism when there is not only 
absence of quotation marks of a text which is appropriate to be 
used, but instead a consciously created paper from fragments of 
other texts. An example of such case is a student’s essay (8 000 
characters) devoted to the problem of homeless children. 
According to the “antiplagiat.ru” service the originality of this 

text is just 9.88%, everything else is different pieces of other 
texts. At the second stage of plagiarism detection it turned out 
that this essay is an example of dual plagiarism. The essay was a 
downloaded text of student paper from the Internet, which is in 
turn, was a compilation of parts of texts written by other authors 
(“patchwork text”). There were only a few references to the 
sources used. This is an example of academic fraud [10]. But a 
passing glance given by a teacher at the paper may not raise any 
questions as the text has logic, and text pieces fit together, and 
the problem of homelessness and research approaches to it are 
well presented. 

The third example illustrates a case where a set of “pieces” of 
a text are combined chaotically to form a meaningless, false and 
sophisticate text. The task was to prepare a research design to 
study some social issues of migration. The originality of the text 
according to the “antiplagiat.ru” service is 67%. The second 
stage of the check has shown that the submitted paper consists of 
different pieces of various texts mixed together. There were some 
references in the paper which were not related to the borrowing 
from the source text. The submitted paper contained references 
that were falsified. Drawbacks of this paper: borrowed pieces in 
the text are copied with misprints and errors; the text is replete 
with trivial phrases (at the level of common sense). There were 
selected most common and expatiative arguments for the 
compilation. They do not indicate a problem, do not justify the 
relevance of the work, and do not allow justify the sequence of 
researcher’s activities. The extracts from statistical compendiums 
are given without any reference to them. Interestingly, the 
manual search with the help of “Yandex” (search engine) showed 
that almost the whole paper consists of pieces from other texts. A 
high percentage of originality shown by the “antiplagiat.ru” 
service could be explained by the fact that the database of this 
service did not contain some original sources.  

The third level is the partial or complete falsification of the 
academic process and academic product. It is criminal activity 
that must be stopped in the early stages of education, as it can 
completely discredit and devalue the whole scientific spheres. 
Below are presented examples related to the problem of 
falsification of papers/practical exercises by students. In one 
case, the students falsified the interview – they role played the 
interview which was published in “LiveJournal” (service for 
journals and blogs). Another example of falsification of the same 
task: some tracks that were not recorded during the interview 
were “glued” in it. It was possible to identify this because of the 
difference in recording quality, specificity of students’ 
conversation style. It was clearly heard that the text is read on the 
recording and there are places where the text was “glued”. This is 
very time consuming practice. Falsification of the interview takes 
more time and resources than the fulfillment of the task (to 
conduct an interview). Another instance is when the interview 
was completely borrowed from the article of the Russian internet 
media “BaltInfo.ru”. Students changed only names of the 
interviewee and the city of origin.  
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If rewriting and academic fraud can be checked with the help 
of technical means, falsification of practical exercise may be 
identified only by manual comparison of two files. But this 
requires creation of a database that contains all students’ papers 
that could be compared with each other. In Russian universities 
there have been already introduced the system of communication 
between teachers and students which should solve this problem. 
It is a social network for internal use at the university 
supplemented with special software. Students submit all their 
papers only through this system, and lecturers check them their 
(upload reviews and comments). Thus, communication between 
students and lecturers become more formalized; implemented 
more strict time management - if a submission deadline has 
passed, a student will not be able to download a paper; formed an 
internal database of all student papers. When the same paper is 
uploaded into the database, the system should automatically 
identify and report such cases. But in fact, such databases are just 
in the process of formation at the moment. The database check 
file attributes and, so far, is not good in identifying repeating 
parts of the file or compilation within it. Internal systems of 
plagiarism detection have not proved to be effective yet. They 
create an additional burden on a lecturer for its maintenance, and 
thus taking his/her attention from checking of students’ papers. 
Another effect of such systems concerns bibliographical 
references which are seen by the system as borrowings. Thus, 
bibliographical references increase the total percentage of 
plagiarism detected by the system. Students are determined to 
minimize the percentage of “plagiarism” by reducing a list of 
bibliographic references, as they do not understand the difference 
between plagiarism and borrowing from a text. There is a major 
controversy - the system is designed to check and teach students 
how to work with texts, to follow copyright laws and to save 
hyperlinked apparatus of science, but in fact it achieves the 
opposite effect as it destroys the habit of students to fix all the 
sources used. Another alternative was introduced in Azerbaijan 
in 2016. It is a development and implementation of a general 
system of plagiarism detection in texts for universities and 
research centers. Yet it is too early to evaluate its effectiveness 
[11]. Such idea has its benefits, as texts and papers can be spread 
between students not only from different courses, but also 
universities. 

IV. CONCLUSION 
Informational and software technologies for borrowing 

detection in papers designed to maintain and preserve the norms 
and rules of academic work with texts become more complex. 
The development of these systems requires very serious 
resources, as well as development of their interaction with other 
information systems (libraries, search engines). The development 
and refinement of these systems, and expertise in case of serious 
precedents requires work of a number of specialists: 
programmers who are capable of implementing the sophisticated 
algorithms, lawyers that deal with the legal aspects, marketing 
consultants [12], sociologists, economists, and certainly linguists 
that are able to assess and understand the features of word usage 

and carry out semantic analysis of the text [13]. Сomplexity of 
these systems is already very high and their potential is not 
sufficient to eliminate the problem of manual plagiarism 
detection of the texts and difficult professional expertise. 
Rewriting technologies, plagiarism and falsification of academic 
papers are ahead of the development of these systems. When the 
“antiplagiat.ru” service was released a counter service 
“antiplagiat-killer.ru” appeared. That is a kind of arms race. New 
communication technologies have created endless amounts of 
information that are available to a large number of consumers. 
That requires constant replenishment of this information. 
Rewriting is an answer to this demand. The need to link new 
texts with original sources and to suppress theft of papers makes 
it necessary to develop new systems of sophisticated search and 
detection of borrowing. And they, in turn, force to look for new 
ways to “create” materials and/or opportunities to bypass the 
check. The dialectics of this process makes to constantly increase 
the resource intensity of these systems, thus distracting resources 
from the main goal - teaching students the norms of academic 
writing and development of their writing skills. The era when a 
student brought someone else’s work ends with the emergence of 
the opportunity to compare student papers with papers from 
previous years. But there are technologies that are beginning to 
produce texts from materials that are not indexed by databases of 
plagiarism detection systems. 

The practices of plagiarism are dangerous, because they 
destroy the frame of hyperlinking in science. But total detection 
of plagiarism and rigid copyright protection leads to the situation 
when information is “locked” in the narrow frames of citations. 
And that is even more dangerous and harmful for science. This 
anti-plagiarism war shadows the main purpose of the educational 
process. Students are no longer taught how to write a text or to 
conduct an interview, no one cares about that. What is important 
is whether a student is caught or not caught plagiarizing. And not 
to be caught plagiarizing is enough for a successful continuation 
of a career.  

V. DISCUSSION 
Plagiarism in academic texts is a social phenomenon which is 

a reaction of the actors of educational process to the spread of 
modern information technologies. Problem of plagiarism occurs 
in the following cases: 1) students do not understand the 
boundaries of legal and illegal usage of someone else’s 
information product, 2) students do not understand the purposes 
of educational tasks assigned to them or believe these purposes 
are irrelevant, 3) students believe that rewriting technologies, 
fraud and falsifications are reliable and safe. But plagiarism is 
widely distributed in student texts also because of lecturers, 
meaning that: 1) lecturers are not interested in the process of 
creating a student text and control only the result, 2) lecturers 
give tasks that are not relevant to the modern level of 
development of information technologies and provoke 
plagiarism, 3) lecturers do not provide the declared level of 
control of student papers and texts. There is third party 
responsible for the problem of plagiarism it is academic 
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management which: 1) reduces the resources needed for the 
effective and close cooperation between lecturers and students, 2) 
formalizes the academic interaction, 3) tends to massification and 
simplification of educational processes. Plagiarism is the result of 
economy of resource from three sides - students, lecturers and 
management. The social problem is the latent criminal 
convention of these three groups on the admissibility of 
plagiarism in academic texts within the margin error of 
informational and technological tools that are used to monitor it 
at any given moment. But these tools do not solve the problem, 
but only reduce amount of attention paid to primary tasks of 
education and science. Moreover, they create alternative problem 
of artificial restrictions on the free dissemination of information 
that is necessary for the academic environment. Only the 
transition to social and information tools will allow moving the 
focus of control from overprotection of information to the 
motivation of its operators. The aim is to reduce benefits that 
come from the exploitation of someone else’s intellectual labor. 
Solution of the plagiarism problem is in the field of social 
technologies, meaning reducing the benefits of using fraud and 
falsification in academic sphere.  

The key point is the redistribution of educational procedures 
in accordance with the modern status of the student and 
correction of academic status itself. For centuries, students have 
created academic texts in order to achieve the participation in the 
elite club of intellectuals that are free from heavy physical labor 
for the sake of doing science. Modern society is close to the total 
displacement of manual labor by intellectual, but the latter has 
completely lost elitism. Overcoming the lack of information 
allows us to solve most of the intellectual problems without 
creating an original text. This means that the competent rewriting 
that implies respect for the law and science ethics, as well as the 
preservation of the original source of meaning, and provision of 
access to it via hyperlinks, is the necessary and sufficient level of 
competence for a large part of students, future professional 
practice of which does not imply intellectual creativity. Creative 
education demands significantly more resources than the one 
dominant today in the mass market. Teaching to write a text is 
much more expensive than doing rewriting. Therefore, social 

solution of the plagiarism problem implies restoring of the elite 
status of the creative intellectual labor and education. 
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Abstract—The article deals with the problems of heat transfer 
through solids. The calculation of the thermal resistance of the 
system consisting of several layers of solid materials having 
different thermal resistances on the intensive calculations and the 
time. In the first part we law of calorimetry equation. On this 
basis, we can build a theory of one-dimensional and multi-
dimensional differential equation of thermal diffusion. The 
derived equations are then used to simulate the heat transfer in 
building applications. We had to adjust the thermal diffusion 
equation in such a shape that it can be addressed by using PDE 
toolbox.  

Index Terms— MATLAB, Simulation, Heat Transfer, Partial 
Differential Equation. 

I. INTRODUCTION 

In the article, the authors deal with the issue of heat transfer 
and simulation capabilities in the process. The focus is on heat 
transfer in solids - heat conduction (thermal conduction). 
Theoretical findings are summarized in the form of formulas 
serving the mathematical expression of specific factors and 
phenomena in heat transfer. The article also describes the 
procedure for adjusting a combination of the laws of physics, 
which was derived probably the most important known 
formula of the issue - partial differential equation of thermal 
diffusion. 

On the theoretical basis of thermodynamics are the steps to 
creating a simulation of heat transfer in solids. For the 
development was used MATLAB interactive environment 
usable for various purposes such as numerical computation, 
data visualization itself, or application programming with high-
quality user interface. The authors describe the logic of 
computer code applications, as well as its own user interface 
for defining multiple layers of different materials through 
which the heat is transferred. 

II. RELATED WORKS 

A. Thermodynamics 
The term heat means a quantity respectively portion of the 

internal energy that does not have the nature of work or cloth 
transmission. This is the energy which system exchanges 
(received / transmitted) when dealing with systems of different 
temperatures. Then we talk about heat exchange or heat 
transfer. If between two bodies having different temperatures, 

there is a physical link permeable, heat will flow from the 
warmer to the colder body. 

Heat transfer is pervasive and extends to some degree in 
virtually all. The heat is continuously transferring from our 
blood stream through a layer of connective tissue to the skin 
surface and from there to the ambient atmosphere. Heated air 
then flows from our bodies and change the temperature of the 
room in which we find ourselves. Even if you leave the room, 
the air in it will continue to flow slightly, because the walls of 
the room are never completely insulating. Similar processes 
occur in all plant and animal world, and in the air around us. 
They are taking place across the Earth, whose core is hot and 
cooler surface. 

The driving force behind these thermal processes is cooling 
(equalizing) of temperature gradients in space. The sun is the 
main sources of the heat flow in our world - conduction of heat 
from the Earth's core and radiation from distant stars is in 
terrestrial natural processes secondary. 

Thermodynamics (also thermals) is the branch of physics 
dealing with the heat and temperature and their relation to 
energy and labor. Examines and describes patterns of heat and 
thermal processes, defines parameters characterizing the 
macroscopic thermal systems (internal energy, entropy and 
pressure) and changes in these variables over of physical 
phenomena related to the exchange of heat between the system 
and surroundings [1]. It also sets out the general laws which 
these variables are subject, and which do not differ according 
to the attributes of a particular material but are common for all 
materials. These laws are expressed in four laws of 
thermodynamics, which will be described in the next chapter. 

There are four laws of thermodynamics defining the basic 
physical quantities of thermodynamic systems (temperature, 
energy, entropy). These laws describe the behavior of these 
quantities in various circumstances and conditions, and exclude 
the existence of certain phenomena (eg. a perpetual motion 
machine) too. 

The zero law of thermodynamics states that if any two 
thermodynamic systems in thermal equilibrium with a third 
system are also in thermal equilibrium with each other as well. 
Between these two systems, there is thermal equilibrium, 
where they are connected by a wall that is permeable only by 
heat, and these systems do not change over time. Two systems, 
however, may be in thermal equilibrium, even if not connected, 
and therefore, heat transfer is not possible, but in their case we 
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can say with certainty that the thermal exchange did not go, or 
if it were linked. 

Most precise representation of zero-law is thinking of 
thermal equilibrium as the session equivalence between pairs 
of thermodynamic systems. "When the body A is in thermal 
equilibrium with the body B and body C, then units B and C to 
each other in the thermal equilibrium." [2]. 

 

III. HEAT AND CALORIMETRIC EQUATION 

The heat transfer can take different forms and processes. 
This process will be address in the next subsection. We also 
make the mathematical model used in the calculations related 
to the transmission of heat as well as a model equation which is 
used in building applications. 

Calorimetric equation is elemental equation describing the 
heat exchange on the basis of the law of conservation of 
energy. On this basis it is possible to determine the specific 
heat capacity of materials, determine the amount of heat to be 
supplied or withdrawn to changing the temperature of a certain 
value, or determine the final temperature during the heat 
exchange. The amount of heat that the body or come forward 
depends on the mass of a body m, specific heat capacity c, and 
the difference of the initial and final temperatures t. Of equal 
received and transmitted of heat in the system of bodies, that 
we consider ideal isolated, causes the resulting temperature 
relationship 

  (1) 

where body mass m1, specific heat capacity c1 and t1 is in 
thermal contact with body weight m2 heat capacity c2 and t2; t 
is the temperature reached by the system of bodies after a 
certain time. 

By the heat transfer material of the particles with a higher 
temperature transmit part of its internal energy by mutual 
collision particles in places with a lower temperature, ie. 
particles with lower internal energy. During this process, the 
particles are not moved, but vibrate around their equilibrium 
positions. The propagation of heat through the line most often 
we can meet in the housings formed solid which different parts 
have different temperatures. The heat can be spread the 
leadership also in liquids and gases. Here, however, it applies 
mainly convective heat transfer [3]. When creating model 
situations, however, each particular case tends to describe 
using a method which will most likely be in the heat exchange 
prevail. Our models will therefore be simplified, but only 
enough to make the most accurately describe the situation and 
comply with the results observed from real measurements. 

Because heat transfer reminds the water flow pipe or net 
charge, there can be found a number of analogies. In this 
regard, we divide the thermal conduction: 

� stable (stationary) heat conduction - the steady 
leadership is the difference in temperature between the 
different parts of the body stable, ie. independent of 
time, 

� unsteady (time-varying) heat conduction - under 
dynamic leadership occurs over time the gradual 
equalization of temperature differences between 
different parts of the body. 

 
The Basic Law of heat transfer by convection is Fourier's 

law, which says that the magnitude of the heat flux q (W/m2), 
generated during thermal conduction is proportional to the 
magnitude of the temperature gradient and he is of opposite 
sign [4]. For one-dimensional problem of thermal diffusion can 
be Fourier law to enroll in a scalar form: 

  (2) 

where in L is the thickness of the body in the direction of 
heat flow, q and ΔT are both positive values. Using this 
formula, we must keep in mind that heat always flows from 
high to low temperatures. 

The fundamental problem of calculating heat transfer by 
Fourier law is that the law has two dependent variables q and 
T. It is therefore necessary to eliminate the size of the heat flux 
q and solve math problems for a single unknown, the 
temperature T. As already indicated in the chapter on heat 
conduction, to eliminate the variable we use the law of  

Fig. 1.  One-dimensional heat conduction 

conservation of energy or the first law of thermodynamics. 
Consider a one-dimensional element of the system Fig. 1 with 
Fourier's law applied to both sides. 

Total heat transferred by convection heat during steady heat 
transfer can be expressed as follows: 

  (3) 

Then we can replace heat loss Q using sentences of the first 
law of thermodynamics in the form: 

  (4) 
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wherein ρ is the density of the object, and c the specific 
heat capacity. Combining relations (3) and (4) we get the 
equation of one-dimensional thermal diffusion: 

  (5) 

It is necessary to emphasize the importance of this 
expression, which is precisely the removal of an unknown 
quantity Q by combining Fourier law and the first law of 
thermodynamics. The resulting differential equation allows us 
to determine the temperature distribution T (x, t) in the system 
during the heat exchange line. It is also a fundamental equation 
of the whole theory of conduction heat transfer [4]. 

 

IV. THREE-DIMENSIONAL EQUATION OF THERMAL DIFFUSION 

In the three-dimensional body, the temperature of which is 
for some reason (e.g. by heating one side) varies in space as 
well as in time, the temperature can be defined as an array 

  or  (6) 

The size of the heat flux has not write as a scalar quantity, 
but as a vector. It has the size specified in addition to already 
specific direction. Based on Fourier law can be expressed as 

  (7) 

After the distribution of the three components we get the 
form: 

 , ,  (8) 

 
Now we have Fourier's law in three dimensions. Below is 

the actual derivation of the diffusion equation of heat 
conduction in the three-dimensional shape. 

 
As background, it was only the expression of the first law 

of thermodynamics. This relationship is applied to three-
dimensional control volume, which represents some finite 
region of the head body heat. Surface marked as S and the 
volume as R. Identifies a certain element of surface dS, and two 
vectors corresponding dS - normal vector  (Price |  | = 1) and 
heat flux vector  at a given point of the surface. For the 
general case of in the equation we include the possibility 
distribution of heat flow volume  across the region. 
This heat flow can be the result of a chemical or nuclear 
reaction or radiation from an external source and so on. 

According to the model described in this way can the heat 
removed from the element dS calculate the expression 

  (9) 

Heat generated (or absorbed) in the region R must be added 
to total heat flow toward the S, to obtain the total heat gain in 
R. 

  (10) 

Rate of increase of energy in the region R is 

  (11) 

where the derivative T is in partial form, because it is a 
function of  and t. Finally, we combine Q expressed in 
Equation 10 and dU/dt given by Equation 10 in equity and after 
treatment markedly profitable relationship 

  (12) 

To adjust the left side of the equation more satisfactory 
form, we use Gaussian sentence that converts integral surface 
of the integral volume [5]. Theorem says that if  is any 
continuous function position, the following applies: 

  (13) 

Whereas the region R is freely given, can be removed along 
with the integral of the equation. It gives you final form of the 
differential equation of thermal diffusion in three-dimensional 
space in the form: 

  (14) 

V. SIMULATION IN MATLAB 

MATLAB contains a number of additional products that 
provide important tools and features expanding our capabilities 
in the development or design applications. The primary tool in 
the development of our simulation was in terms of 
programming PDE Toolbox (Partial Differential Equation 
Toolbox), which provides functions used to solve partial 
differential equations in 2D and 3D space or over time [6]. It 
includes commands that allow to specify a two or three-
dimensional geometry model of the analysis, to formulate the 
boundary conditions and the parameters of the equations 
themselves [7]. The results of equations can be further 
processed and visualized in the form of graphs. 

A. Transcription equations for thermal diffusion PDE Solver 
Mathematical models in the previous chapter will be 

administered in the form usable in the context of the centre 
point of MATLAB. As we already mentioned, the functions 
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relating to the calculation of partial differential equations arch 
over toolkit called PDE Toolbox. Differential equation of 
thermal diffusion, which we derived in the previous chapter in 
complete form, expressed in Equation 14, rewrite with some 
minor adjustments to the form in which it will use for the 
method of PDE Toolbox: 

  (15) 

Unknown quantity u, which we want to express, that 
represents just variables temperature T. Variables d, c and f are 
be classified as the primary coefficients in MATLAB they are 
used as input data of used PDE solver, thus functions for 
solving partial differential equations. Variable d is therefore a 
product of density and heat capacity of the material (ρ.c) and 
variable c represents the coefficient of thermal conductivity k. 
Using the coefficients a and f to describe additional processes 
affecting heat flow thermodynamic system (eg. heat flow 
volume  in Equation 14 shown for illustration). Therefore, 
they should in this case zero. Finally, the term   (resp. ) 
is called the Laplace operator and it is the differential operator 
indicating the divergence of the gradient field (in our case the 
temperature T): 

  (16) 

B. Calculation of equations and its visualization 
In the initial part of the MATLAB programming was 

created the basic code of the program, which will take care of 
the actual equation calculation and visualization of the process 
of heat transfer. First, a case has been processed elementary of 
a thermodynamic system with a single layer and the base 
material. On the left wall of the body is heat source of a fixed 
temperature, while the right wall of the heat is discharged out 
of the system. The remaining edges of the body be considered 
thermally insulated, so no heat enter them into the system or 
leaking from it. 

We have analyzed the steady state, as well as a unsteady 
(continuous) state. In the case of steady state, we are interested 
in solutions of final temperature gradient of body at steady 
state under these conditions. Under unsteady state, the result of 
heating (or cooling) is obtained from the initial body 
temperature over time. At the beginning, it is necessary to 
initialize variables storing the basic physical parameters of the 
body and define variables representing coefficients of partial 
differential equations Equation 15. 

An essential part of setting the specification of boundary 
conditions for differential equations. There are two basic types 
of boundary conditions Dirichlet boundary conditions and 
Neumann boundary conditions. MATLAB has to specify the 
boundary conditions pdeBoundaryConditions() built-in 
functions, by which we can enter both types of boundary 
conditions. After settings input of all variables we can proceed 
to the actual calculation. In order to enter the input values more 

simply and more transparent, we created a Graphic User 
Interface with the required control elements Fig. 2. 

Fig. 2.  Final application – computing unstable state 

The Textbox Output flux means the supply of heat from the 
delivery side to the right. Number with a negative value 
represents a heat sink. Textbox Input temp. represents the 
temperature at the input (left) side of the first layer of the 
system. For each layer the coordinates are put in the form  
[x1 x2 x3 x4 y1 y2 y3 y4]. Decsg(GDM, f, n) function perform 
decomposition geometric model constructed in a narrative 
matrix GDM. After analyzing the input model it will break it 
down to the basic incoherent primes - a minimum area defined 
boundary segments. Use the command initmesh() gives a 
triangular model of two-dimensional geometry using Delaunay 
triangulation algorithm. Object properties defines itself input 
geometry g, but also other attributes entered as parameters in 
the feature name-value pairs. In our model, we used the 
attribute Hmax determining the maximum size of the edges 
generated triangles. Function PdeGeometryFromEdges(g), 
created from decomposing solid geometry geometric shape, 
making it easier to define the boundary conditions of 
differential equations, which can then specify Modular (for 
individual model edges. Then we decomposed geometry 
portray as a model divided into triangular elements shown in 
Fig. 3. Defining the boundary conditions in MATLAB 
functions we are realized through PDEBoundaryConditions () 
with parameters extracted from the input parameters Output 
flux and Input temp. From the Fig. 2 at the edge number 4 (left 
side) we applied Dirichlet boundary conditions having a 
temperature of 400 ° C, and the opposite edge of the bearing 2 
in turn Neumann boundary conditions the value of the variable 
heat flow g=-15 kW/m2 (flowing to the outside of the system). 
With this set of conditions we start solving partial differential 
equations of heat transfer. 
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Fig. 3.  Graf of triangulated model 

VI. CONCLUSION 

In the first part of the paper we dealt with process related to 
heat transfer in solids. We have introduced a cross-section of 
knowledge and physical laws describing the heat and his 
replacement, we are dedicated to scientific notation these laws. 
The main objective, however, was algorithmization mentioned 
mathematical physics calculations in MATLAB.  

The final version of the application allows user to create 
two-dimensional geometric model of the body with multiple 
layers of different materials through which can then run 
simulations of heat transfer. The simulation takes place either 
with the specified outlet respectively inlet of the heating 
system in case of the steady state solution, or simulation runs 
with the given initial temperature of system in the case of 
solution the current status of the selected finite time. When 
specifying individual layers the model has a number of 
material with which it comes into contact normally either at 
construction sites, in a variety of instruments and equipment, 
the thermal insulation/management, etc. 

ACKNOWLEDGMENT 

This paper is published thanks to the financial support of 
the project VEGA 1/0559/14, Named: Evaluation of machine 
translation and the project KEGA 011UKF-4/2014, Named: 

Education and Counselling in Telenursing in Home Health 
Care. 

REFERENCES 
[1] Koprda, Š., Balogh, Z., Turčáni, M. 2011. A design and 

simulation of fuzzy PID controller for the optimization of 
temperature and humidity in the thermodynamic system. In: 
Recentresearches in neural networks, fuzzy systems, 
evolutionary computing and automation: 12th WSEAS 
International Conference on fuzzy systems (FS '11). Brašov: 
WSEAS Press, 2011. ISBN 978-960-474-292-9, P. 119-126. 

[2] Planck, Max. 1914. Vorlesungen über die Theorie der 
Wärmestrahlung. [transl.] Morton Masius. The theory of heat 
radiation. Philadelphia: P. Blakiston's Son & Co., 1914. LC 
Control Number: 14008862. 

[3] Rajan, K.S., Pitchumani, B., Srivastava, S. N., Mohanty, B. 
2007. Two-dimensional simulation of gas–solid heat transfer in 
pneumatic conveying, International Journal of Heat and Mass 
Transfer, Volume 50, Issues 5–6, March 2007, Pages 967-976, 
ISSN 0017-9310. [online] Available at 
http://www.sciencedirect.com/science/article/pii/S00179310060
04807 [Accessed 2 February 2016]. 

[4] Lienhard, John H.,V., Lienhard, John H., IV. 2011. A Heat 
Transfer Textbook: Fourth Edition. 4. Cambridge : Dover 
Publications; Fourth Edition edition (March 17, 2011), 2011. p. 
768. ISBN-13: 978-0486479316. 

[5] Antonakakis, T., Maglioni, C., Vlachoudis, V. Closed form 
solutions of the heat diffusion equation with a Gaussian source, 
International Journal of Heat and Mass Transfer, Volume 62, 
July 2013, Pages 314-322, ISSN 0017-9310. [online] Available 
at 
<http://www.sciencedirect.com/science/article/pii/S0017931013
001853> [Accessed 20 January 2016]. 

[6] Vozár, M. 2010. Differential equations in MATLAB. In : 
Biometric Methods and Models in Current Science and 
Research : proceedings of the XIX. Summer School of 
Biometrics, 6.-10.9.2010. Brno: Mendel University, 2011. ISBN 
978-80-7401-028-6, P. 1-9. 

[7] Brečka, P., Magdin, M., Koprda, Š. 2011.  Two-state regulation 
in MATLAB for the comparison of some parameters (damage 
power conpsumption) by PSD a regulation. In : Lecture Notes in 
Electrical Engineering : advances in computer, communication, 
control and automation. ISSN 1876-1100, Vol. 15 (121) (2011), 
p. 369-376. 

 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 783 12-14 Oct 2016, Baku, Azerbaijan



Video in Teaching  
 

Veronika Pisarenko  
Foreign Languages Department  

 Institute of Management in Economic,  
Ecological and Social Systems of Southern Federal 

University 
Taganrog, Russia 

jetaime2014@yandex.ru 

Galina Krasnoshchekova  
Foreign Languages Department 

Institute of Management in Economic, 
Ecological and Social Systems of Southern Federal 

University 
Taganrog, Russia 

krasnoshokova@tgn.sfedu.ru 

Abstract— Teaching Internet information resources are 
slowly conquering the system of education, which gives them 
their methodical adjustments. The use of information 
technologies aims at developing students' self-study work 
and at the ability to think logically, at the formation of 
creative ability, which is a condition for the formation of 
communicative competence and readiness for intercultural 
communication. The development of new technologies and 
techniques of teaching based on information technologies is 
considered to be one of the most important problems of 
education. Education technologies have been a research 
focus for many years in higher school pedagogics. At the 
same time, foreign language is considered one of the most 
important subjects not only for the future specialist training 
but also for the student’s personality successful 
development. 

 
Index Terms—Video, training, information technologies, 

audio-visual technologies, grammar. 
 

I. INTRODUCTION 
 

In the context of  technical universities in the study 
discipline "Foreign Language", where a small amount of 
hours is given, it is especially necessary to organize the 
self-study work of students rationally. And we have the 
invaluable help of modern information technologies in 
this process. 

The scientists have tried to find the ways to optimize 
the learning process in technical universities for a long 
time.  Various options of organization and methods of 
teaching foreign languages were offered, but significant 
positive results have not been received yet. 

This paper is about seeing, making, and acting in and 
through a foreign language. The object of attention in the 
activities is the exploration of the world of video and the 
way it relates to oneself and to others in the class. 

Audiovisual Technology represents a new approach to 
teaching methods and techniques and this is the current 
reality in education. Audiovisual Technology 
dramatically improves efficiency and availability of 
teaching resources. 

There are many definitions and concepts of 
technology in literature. Audiovisual Technology is a term 
for the abstraction of the process of constructing a set of 
operations, methods and techniques based on video 
resources and resulting in competence formation [1]. This 
technology is based on use of human audio and visual 
channels of information perception. It permits to organize 
the perception in maximal value. This is very important 
for teaching foreign languages. Video resources allow to 
demonstrate the object of studies – a foreign language – 
in real conditions. Video permits to demonstrate not only 

a language but the whole environment where it exists 
including cultural, social, ethnic, historical and many 
other aspects [2, 3, 4].  

The following scheme of knowledge mastering 
process presented on Fig.1 has been used for the 
construction of algorithms of the foreign languages 
training by means of video materials [16].  

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The scheme of knowledge mastering process when studying 
foreign languages 
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 Fig. 2. The scheme of knowledge mastering process when studying 
foreign languages 
 

The kind of camera use we are proposing here 
differs radically from the video work we have seen in 
some colleagues’ classrooms, where the students prepare 
long stretches of language, the teacher videos them 
producing it, and then spends time going over their 
mistakes. In this sort of work the focus is largely on the 
language the students produce in front of the camera. The 
camera is being used as a passive recording device, not as 
a maker of reality. We are proposing that the students 
should control the interaction between the camera and the 
scene being portrayed. Much of the real language work 
will come in the process of discussing, brainstorming, 
planning, videoing, reformulating, and trying out again. 
Language may be produced on camera, but the main use 
of language is in the videoing process itself. We propose 
that language produced in front of the camera should be 
used as text suitable for teacher-led correction sessions. 
When a small group of students presents the class with a 
video they have just made, the focus is naturally on the 
whole viewing experience not on the fragments of 
recorded inter-language that do not conform to the norms 
of standard English. There are other times and places for 
correction. 

Sensation and perception

Judgement

Storing

Actualization
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The scheme presented on Fig. 2 shows the specificity 
of process of foreign languages training with use of 
audiovisual technologies. 

A special video activity book has been developed. It 
contains the description of different language training 
activities based on video. The activity book falls into three 
sections: Active viewing, Making your own videos (Whole 
class video work and Small group video work) and Video 
your course book. For example: two people leave the 
group for half an hour to make a three-minute video in 
which one of them describes his or her own face while the 
other videos the features being described. The result is a 
word and picture evocation, which is subsequently shown 
to the whole class (see activity The camera as mirror). 

If you want students to practise descriptive language, 
this is an exploratory, personal, and real way of doing it. 
It is real in the sense that the speaker is relating to the 
image of himself or herself on the monitor as they are 
being videoed, to the presence of the camera person, and 
to the rest of the class who will see the video later. In this 
type of activity people are saying important things to 
themselves and each other via the camera. 

A central concern of this paper is to bring the common 
sense of humanistic thinking to the area of foreign 
language video work in accordance with some simple 
principles: 

- the learner is centre-stage as actor, doer, creator, 
and interpreter; 

- the teacher offers the learner initial situations or 
frames as short cuts to meaningful self-expression; 

- since learners (and teachers) are very different 
from one another, they need to be provided with a wide 
range of activities and stimuli; 

- all text is produced by the students - when viewing 
they produce their own very particular, internal version of 
what is on the screen; when videoing they make all the 
decisions both behind and in front of the lens; 

- even coursebook material can have life breathed 
into it by letting the students take it over and re-fashion it 
in their own special way. 

II. MATERIALS AND METHODS 

A. Active Viewing 
Video is a supercharged medium of communication 

and a powerful vehicle of information. It is packed with 
messages, images, and ambiguity, and so represents a rich 
terrain to be worked and reworked in the language 
learning classroom. This section of the paper presents 
activities on the use of the VCR and the monitor as 
teaching aids to exploit this wealth of information. 
However, these are not activities in video deconstruction. 
We simply propose approaching video differently from 
the way it is conventionally used in the home, work place, 
or in video training packages. For example, even the verb 
‘watch’, in using video differently, needs an extended 
definition. We invite students and teachers to interact with 
a powerful and very versatile medium, which is the major, 
pervasive, opinion-influencing cultural object of our age. 

To practise manual focusing zoom onto any distant 
object, such as a lamp-post, and focus as quickly as 
possible. Repeat quickly, selecting objects at different 
distances. 

The first section aims to free the student from the 
passive, consumerist feeling that some people bring to 
viewing. The activities in this section allow students to 
focus on the different strands that make up the video 
message, to look at them separately, and then in various 
combinations. The section deals extensively with video 
soundtrack and includes activities that pick out the 
following areas: 

- the use of sound effects; 
- the relation of Language 1 subtitles and Language 

2 speech; 
- the written script behind much soundtrack; 
- how a written script becomes spoken language; 
- the relationship between the soundtrack and the 

pictures; 
- the use of key words and phrases within a videoed 

text. 
By unraveling, the strands that go to make up a video 

message students become aware of what the TV is 
feeding them each night. They take what for some 
students are the first steps towards video/ TV literacy and 
they do this via the medium of the foreign language. In 
other words, the language work is part of a process that is 
wider and more interesting than itself. 

You can, of course, teach any subject using the target 
language as the vehicle. However, video literacy 
combines particularly well with work on a foreign 
language since the relationship between the pictures and 
the language directs powerful attention to the language. 
We know of few more successful ways of getting students 
to want to listen to language than to invite them to first 
watch the pictures of a video sequence without the 
soundtrack. This time-honored EFL exercise prepares 
students for the listening by contextualizing the language 
and giving them a reason for listening. An incomplete 
message provokes most people to want to get their hands 
on the missing part of the communication. 

This section also focuses the students’ attention on the 
visual part of the video message. For example activity 
1.2. Count the cuts, asks students simply to view a short 
sequence and then to count how many cuts they noticed 
and where these occurred. The activity will often generate 
lively discussion with plenty of reference to both the 
soundtrack and the pictures. The students are the doers 
and the judges, not merely the recipients, of the message. 
The message from the screen is the material they act on 
and judge. 

B. Making Your Own Videos 
This  section offers you ideas for involving your class 

in videoing activities. It begins with some short camera 
familiarization activities (Part 1) to get your students used 
to being watched by a camera, to holding one, and to 
using various camera techniques. 

The aim of this section is to arouse people’s creativity 
and allow them to discover skills that in some cases they 
do not know they possess. The activities are designed to 
stimulate a range of emotions and states of mind such as 
aggression, humour, concentration, curiosity, playfulness, 
and so on. The activity frames offered are often 
unexpected and students find themselves doing in English 
something they have probably never done before in any 
language. Enough activities of this sort will gradually 
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change your students’ internal relationship with the target 
language. We are a long way from the railway timetables 
and rehearsal for the ‘real world’ that fill many 
‘communicative’ coursebooks. The activities here are not 
rehearsals for some future situation - they are here and 
now situations that generate their own immediate reality. 

The second part of this section (Part 2) suggests 
activities that are best done by small groups of students 
rather than by the whole class. While the presence of the 
whole class enhances the activities in the first part of this 
section, a student looking at his or her own image on the 
monitor screen, for example, and carefully describing his 
or her own features does not want to have the whole class 
staring at them during the making of the video. For these 
activities the videoing team needs to be made up of two or 
three people (a camera-operator, the main actor, and 
maybe a director). 

C. Video Your Course book 
This section suggests allowing the students to use the 

camera to take over part of the course book and make it 
their own, and so learn the language it sets out to teach 
them. 

The course book will almost certainly include 
dialogues on the page and on tape. Missing from these 
will be the time of year, the time of day, the sort of light, 
the setting, and the way the characters look. Even if there 
is a picture next to the dialogue in the book it can only be 
a ‘still’. You can ask a camera team to video the dialogue 
the way they imagine it and then use their video to present 
the dialogue to the class. 

The course book is a massive piece of external text 
that is dropped on the table in front of the student. 
Videoing grammar presentations, dialogues, reading 
passages, and revision of past units is one way of making 
the course book less remote and inanimate. It follows the 
same principle as getting the students to draw a picture on 
the board for a grammar presentation rather than relying 
on a five color picture in the book. The book picture is 
dead, while the blackboard picture belongs to the class. 

This section of the book draws on the inspiration of 
Hans Eberhard Piepho of Giessen University. When he 
has to teach a course book unit to a class he asks the 
students to go through the unit picking out things they 
find good, bad, or intriguing, at the level of words, 
phrases, sentences, explanations, and pictures. He then 
builds his teaching of the unit round what the students 
bring up. It is one way of turning an off-the-peg book into 
something more tailor-made. Asking students to video 
parts of their book is one way of getting them to express 
their vision of what is presented to them by the distant, 
absent course book writer. 

D. How Each Activity Is Organized 
Each activity is presented under five main headings: 

Level, Time, Preparation, In class (in Active viewing) 
and Procedure (in Making your own videos and Video 
your course book), and Comments. 

Level indicates the minimum level at which the activity 
can be carried out. Sometimes a range of levels is given to 
show that, with suitably adapted materials, the activity can 
be used with different levels. Time is a rough guide to the 
amount of time the activity will take in class. Preparation 

tells you what kind of preparation and/or materials you 
will need for the work to be carried out in the classroom. 
In class /Procedure  - under either of these headings you 
will find a step-by-step guide to carrying out the activity in 
the classroom. Also included under In class! Procedure 
are variations on the approach or the texts used in the 
activity. The Comments are there to help you and your 
students to understand the purpose of the activity, to 
provide you with useful tips, and to point out some of the 
problems that might arise. 

E. Choosing Activities 
The activities with video can be used in a wide variety 

of situations. 
1. You may be the sort of teacher who makes a lot of 

use of educational videos and off-air material. In this case 
you have to use Active viewing with plenty of viewing 
techniques in that build on ideas you are already familiar 
with. 

2. You may be teaching in the sort of school where 
using the course book is obligatory and nothing is allowed 
outside this framework. In this case Video your course 
book may be your natural way into the book. 

3. If you are teaching a foreign language for specific 
purposes it will be interesting for your students to make 
some video on some experiments or practical workshops 
on different disciplines. 

4. You may work in an adult education system in 
which a course around video literacy via the medium of 
English would be popular with students.  

5. If you are teaching a literature-weighted course to 
upper secondary students, you may find one or two of the 
text-to-video sequence ideas are what serve you best. 
There may be just one format that gives you a term’s 
work. 

F. Familiarizing Yourself with the Camera 
1) How to Hold It. When you are not using a tripod the 

main problem is how to keep the camera steady and not to 
suffer too much from eyestrain. To help keep the camera 
steady, place one hand under the elbow of the arm which 
is actually holding the camera. Inexperienced camera 
operators, not knowing what to do with this hand, often 
attach it to the camera’s handle on top. By keeping this 
hand under the elbow, the camerawork will become much 
steadier to the viewing eye. The next tip takes a little 
practice. Most people, when videoing, squint through the 
lens with one eye and keep the other eye shut tight. Not 
only is this a strain on the closed eye, it is not even 
necessary. When videoing, try to get in the habit of 
keeping both eyes open. One advantage in doing this is 
that, while doing any action-videoing, your open, non-
videoing eye can see things you might want to include in 
your video that you might otherwise miss. 

2) Automatic and Manual Focusing Most modern 
camera-recorders have automatic focusing, with a choice 
of automatic or manual. The advantage of autofocus is 
that the camera ‘thinks’ for you, just like a still camera 
with automatic focus. The disadvantage is that the camera 
does not know what you want to focus on. For example, if 
you are videoing a person speaking four metres away and 
the camera is fixed on that person, the lens automatically 
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focuses on this subject. However, if another object is 
introduced between the camera and the subject, for 
example a bottle placed on the table, then the lens 
automatically focuses on the new object. To avoid such 
video misunderstandings, it is useful to be able to use 
manual focusing. Without prefocusing, zoom in on any 
object and try to hold focus as you move towards it. Track 
in on any object and try to hold the focus as you track. 
Then track out, holding focus. Practise varying the speed 
of the zoom or tracking as you go. 

3) Zooming. For videos you plan to use as part of a 
video archive, avoid using the zoom function too often 
while recording. The effect of zooming during a sequence 
distracts from the subject. Instead, try videoing a subject, 
putting the camera on pause, then zooming in or out while 
on pause. Take the camera off pause and go on with your 
shooting. When you view this sequence, you will notice 
that the effect is a natural transition and gives your video 
a more professional quality. Another disadvantage of 
zooming while videoing is that on some cameras the 
simultaneous use of the built-in microphone will pick up a 
hum on your soundtrack. The use of an extension 
microphone will avoid this problem. 

4) Lighting. Not being lighting experts, all we have 
ever done when we have had access to studio lighting is 
simply to position the lighting in order to get a pleasing 
effect. Most cameras nowadays have automatic light 
regulation so that the camera operator need not be a 
lighting technician. Try to use natural daylight whenever 
possible, or good-quality artificial lighting, and make sure 
the light source is behind you. Cameras should not be 
pointed at direct lighting sources. 

5) Meet the Mike. Videos are good for making ‘silent 
movies’ as well as ‘talkies’. But if your video comes out 
silent or muffled, and you really wanted a proper talkie, 
you probably did not use the microphone to its fullest 
advantage. A typical video recorder has two microphone 
possibilities, the microphone built-in the video recorder 
and an external microphone. The first is useful when the 
camera operator needs to move around and wants to 
worry less about tripping over wires. This microphone is 
usually very sensitive and is intended for active videoing 
projects. However, because the microphone is not always 
the same distance from the speakers, the sound quality on 
the video may vary. There are several ways of 
representing the passage of time in a few seconds of video 
‘real’ time. A cue card can be marked with phrases like 
‘six months later’ and these can be videoed. A title 
generator, an accessory available for some cameras, will 
do the same thing but you should place it directly onto a 
desired shot. Alternatively, select images to symbolize 
time passing, such as an egg timer. An old Hollywood 
standby is simply fading out then fading back in, which 
can create the effect of almost any amount of time having 
passed. A Chaplinesque device is to zoom in on a clock 
which is being held and at the same time wound forward. 
The viewer will see only the clockhands going round and 
round. The second microphone is perfect for scenes that 
do not require a moving camera. Normally this 
microphone is plugged into the video recorder or into the 

VCR along with the recorder. Check in the camera and 
VCR manuals where to plug in these cords. For videoing, 
set up the microphone so that it is close to the speaker(s) 
yet not included in the screen image. The resulting on-
screen effect is natural and the sound quality is even and 
clear. We suggest you get to know the extent of your 
microphones’ effectiveness before you try out some of the 
activities presented in this book. For example, try out The 
heckler (activity 2.6) with some colleagues and use the 
built-in microphone. When you play back the video, you 
will have some amusing feedback on this microphone’s 
capabilities. Likewise, experiment with Video talks 
(activity 2.12) and test setting up and using your off-
screen external microphone. The results of these trial runs 
may satisfy you enough to add them to your video 
archives! 

6) Buttons. Many of the buttons on the newer cameras 
are automatic function options, such as lighting and focus. 
In other words, there are added buttons in order to cut 
down on camera operator stress. Many buttons have a 
common ancestry with the audiocassette recorder. A 
short, practical session with a couple of your colleagues 
deciding which buttons you really need for your video 
purposes will be time well spent. 

7) Camera Shyness. During the normal course of a 
lesson have the video camera switched on, but not 
actually recording. Turn the camera towards the class so 
that the picture displayed on the TV monitor is what the 
camera ‘sees’. Participants’ first reactions are sometimes 
to admire themselves on the screen, make funny faces or 
grin like Cheshire cats. If the ‘live’ picture is permanently 
displayed, students soon come to treat the screen more 
like a group portrait which happens to move, and will 
gradually ignore it. The result is that when you do record 
something, the participants do not feel self-conscious. 
Seeing oneself on the monitor in a class- made video will 
seem quite natural. 

Note: it is a serious error to make ‘secret’ recordings 
of students when they are unaware of being videoed. A 
trust relationship between the subject and the camera is 
vital. 

8) The Camera Sees the World. Before participants 
actually use the camera, let them experience seeing what 
the camera sees in order to highlight the camera’s 
limitations compared to the self-focusing, wide-angled 
human eye. They can each make a card, A4 size with a 
square about 6 mm by 6 mm cut out of the middle. Let 
them walk around, inside and outside the classroom, 
looking through the square, which simulates the camera 
lens. 

III. GRAMMAR IN VIDEOING 
Grammar represents a very big problem in training 

foreign languages. Trying to fill this process with new 
content, we have developed and tested an innovative 
multimedia mean for methodical training and self study 
English for students «Explicator» [3]. 

 Multimedia «Explicator» is a grammatical reference 
composed of two sections: 
a) Linguistic comments of grammar phenomena; 
b) Complex of language training exercises and tests. 
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«Explicator» of grammatical phenomena is based on the 
results of the typical difficulties of acquisition analysis. 
Comments of grammatical rules, instructions are 
formulated in terms of functionalities of English grammar 
phenomena. Complex of linguistic exercises activates the 
grammar phenomena in the training of foreign speech. 

 Explaining and primary training are carried out in 
self-learning mode, so we may release the time for the 
formation of foreign language communicative 
competence based on communicative exercises. 

Thus, using of «Explicator» presentation of a 
linguistic phenomenon is carried, accompanied by an 
explanation sufficient to understand and appreciate its 
meaning, necessary for further training [1]. 

Using of «Explicator» will greatly increase the 
academic autonomy of students. Methodically advisable 
to reorganize training through self-supported formation of 
computer language skills outside the classroom in the 
absence of a teacher. In this regard, the majority of 
classroom time is devoted to the development of foreign 
language communicative competence by performing tasks 
and exercises of interactive nature (conferences, debates, 
projects, role plays, etc.). 

Testing computer programs provide objective control 
the level of communicative competence formation. In 
addition to training programs, a lot of multimedia 
resources of the Internet and telecommunications 
networks are used in the process of teaching, including 
multimedia computer dictionaries, reference books, 
encyclopaedias, computer courses for the development of 
social competence and expanding background knowledge 
of students. 

Innovative learning means, as experience shows, and 
special studies by themselves do not have any significant 
effect on learning results. It requires a system-forming 
basis, what presents the developed and introduced into the 
practice of teaching English in  technical universities 
explicative - communicative method, which provides a 
rational combination of explanatory and illustrative and 
communicative teaching, based on the integration of 
cognitive-oriented and context-competence approach. 
      Explicative-communicative method is based on the 
methodological principle of philologization and aimed at 
teaching foreign language communicative competence of 
students based on linguistic competence; provide the 
fundamental process of mastering a foreign language 
communicative competence [2]. 
       To master foreign language communicative 
competence effectively explicative - communicative 
method provides training algorithm of successive steps: 
- Explication – linguistic explanation of grammatical 
phenomena, full acquisition of its meaning (self-study 
work with the first part of the explicative textbook    
«Explicator»); 
- Initial training in the use of grammatical phenomena in 
speech, language self performance of the second part of 
the exercise «Explicator»; 
- Pre-communicative training (linguistic revitalization of 
students’ activities during the execution conditionally 
communicative exercises of professional training and 
speech - oriented situations in classroom under the 
guidance of a teacher; 

- Communicative practice in all types of speech activity 
on the basis of the studied material (activation of 
linguistic activity of students in the implementation of 
communicative exercises in the classroom under the 
guidance of the teacher). 

Thus, having understood the form and function of 
grammatical phenomena, further training under the 
guidance of teacher students perform communicative 
exercises, learning to recognize and understand mastered 
grammatical phenomenon in video, in the text, in audio 
texts, use in monologue and dialogue speech in 
cooperation with partner communication, as well as 
writing. 

IV. RESULTS AND DISCUSSION 
In the course of working with video and multimedia 

explicator students perform the following self-learning 
cognitive-communicative activities: 
 Understanding of grammatical phenomena, processing 

and acquisition of their contents; 
 Activation of grammatical phenomena by repetition, 

the analysis of this material in the tables, in language 
training exercises, use learned grammatical material in 
other forms; 

 Action to use in the speech grammatical material 
individually, paired with a partner in the training 
group; 

 Action-control, self-monitoring and self-evaluation on 
the development of grammatical material. 

      Organization of self study work using multimedia 
explicator with video is a reliable mean of optimizing the 
process of learning a foreign language. 
      Studying with the help of explicative-communicative 
approach by using multimedia explicator with video, 
students move from the minimum of autonomy on the 
first stage through an intermediate level on the second 
stage to the level of maximum autonomy on the third 
stage of training speech in the learning process. 

V. CONCLUSION 
The media of video training and self - training 

explicator may be qualified as information and 
communication technologies as it meets the basic 
requirements for information and communication 
technologies, in particular: 

 Focus on the development of the student individuality, 
his autonomy; 

 Domination of self- study work over training by the 
teacher; 

 Openness of the process of mastering a foreign 
language communicative competence of each student; 

 Unity of teaching, learning and development; 
 Providing opportunities of nonlinear organization of 

the foreign language learning process; 
 Providing opportunities for students to choose their 

individual educational route in mastering foreign 
language communicative competence and the timing 
of its passing; 

 Modelling in the educational process of 
communicative situations and cognitive activity; 

 A combination of individual, pair and group 
classroom work and self extracurricular activities; 
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Providing training for different interconnected verbal 
communication; 
Ensuring productive character of educational 
communication activities trainees. 
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Abstract— Procedures of dichotic listening of speech are 
considered. Random walk theory and sequential Wald analysis 
are proposed as a means to minimize the necessary number of 
stimuli presentations, keeping statistical significance of the 
results at an acceptable level. An algorithm of choosing of the 
earliest possible stopping time of experiment, when providing 
conclusive results is proposed. The algorithm can be propagated 
to all cases of binary variable, observed at medium or small sets. 
A number of formulae useful for prediction of the laterality 
index, including ones implying absolute exactness of results, are 
presented. 

Index Terms— dichotic listening, random walk, lateralization, 
sequential Wald analysis. 

I. INTRODUCTION 

Where in the cerebrum are dominantly located speech 
functions? This is the question neurologists and neurosurgeons 
typically face when diagnosing neurological and psychiatric 
disorders or planning treatment on human brain structures. The 
simple and affordable method to preliminary answer it is to 
conduct dichotic listening (DL) of speech test (see [1, 2] for the 
review). DL test is a means to find differences of capability to 
process auditory information between the left and right human 
cerebral hemispheres. The method allows to ascertain not only 
laterality but also some other psychophysiological traits of the 
subject [3, 4]. The term “dichotic” by itself means 
simultaneous listening of two different signals, one of which is 
being presented to the left ear, the other – to the right one.  

They often use 6 syllables consisting of one of six stop-
consonants paired with the vowel /a/ as stimuli [5, 6, 7]. The 
most popular version of DL test consists of 36 (all the possible 
2-tuples) dichotic stimuli presentations, or 72 ones, if we want 
to conform to Bergen paradigm [6, 8]. However when DL test 
is conducted in children or specific adults, quite often we have 
to cancel test when the due number of stimuli is not yet 
presented – as a reason of quick attenuation of attentional 
control of the subject. It causes a number of special difficulties; 
also resulting test conclusions require additional grounding [9, 
10]. So when we need to predict the laterality index (LI), which 
is a principal result of DL test, using incomplete data, the 
random walk theory [11] comes in handy. 

The aforementioned reason makes the sequential Wald 
analysis [12] interesting to us, which allows us in specific cases 
to determine LI using less DL test iterations than the classic 
statistics requires. This is possible because the set volume is 
not chosen a priori but being determined during DL test. 

II. MATERIAL AND METHODS 

This work is based on the analysis of DL results of 40 boys, 
4–16 years old and 8 girls, 4–13 years old (patients of the 
children neuropsychiatric clinic) and of three healthy adults 30, 
37, and 49 years old respectively. DL was conducted in clinical 
and laboratory conditions using the software we developed 
previously [13]. 

We presented to the subject as dichotic stimuli the 
following six Russian syllables: /ba/, /da/, /ga/, /pa/, /ta/, /ka/. 
Subject’s responses were collected and preferably recognized 
left ear (L) and right ear (R) stimuli were counted. Resulting LI 
was calculated using the following formula 

 )()(%100LI LRLR +−⋅= . (1) 

According to traditional psychophysiological interpretation 
the sign of LI determines laterality quality (left or right) and 
absolute value of LI determines its degree. 

III. RANDOM WALKS AS A MODEL OF DICHOTIC LISTENING 

When the investigator fails to present predetermined 
number of stimuli to the subject, short-term prediction of LI 
can be conveniently made using random walk theory. The 
easiest explanation of this idea is a graphical one.  

During the DL test we will build a two-dimensional graph, 
after the presentation of each pair of stimuli putting the value 
R + L on the horizontal axis and R – L on the vertical one. 
Value of R + L – is an integer greater than or equal to zero. 
Each step of DL test is increasing R + L by 1, at the same time 
increasing or decreasing R – L by 1. This graph can be 
considered as a kind of trajectory of wandering particle 
D(R + L, R – L) [11]. The particle does move up or down on 
each step with probabilities p and q = 1 – p, respectively. 

We assume that the case of the presentation of the full 
stimuli set matches the final position of the particle – point 
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Ã(RN + LN, RN – LN). Point �(Rn +Ln, Rn –Ln ) is an 
intermediate position reached on the way from (0, 0) to 
Ã(RN + LN, RN – LN). 

On Fig. 1 the solid line is a trajectory formed by points 
representing the DL results; the dashed lines are boundaries for 
possible R – L values.  

 
Fig. 1.  Dichotic listening results of 6 year old boy. The solid line is a 

trajectory formed by point representing the DL results; the dashed lines 
are boundaries for possible R – L values. 

None of the possible trajectories will go beyond the drawn 
dashed lines going from the (0, 0) point. If at the moment 
Rn + Ln the difference R – L reached a value of Rn – Ln, then 
further movements are only possible within the sector formed 
by the rays going from the point (Rn + Ln, Rn – Ln) at an angle 
of ±45°. Value Rn – Ln during k additional observations will 
increase or decrease by no more than k units. Then there is 
100% probability that LI at the step (Rn + Ln + k) lies within the 
following interval: 
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The interval size does not depend on p and stimuli set size. 
The longer prognosis is required, the greater the interval size is. 

If for some person p is 1/2, then we can calculate other 
probabilities, useful for LI prediction.  

Let Rn + Ln = n, and RN + LN = N. The probability that DL 
in the point Rn + Ln, is equal to LI in the final point 
B(RN + LN, RN – LN) is 
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The probability that all points of the path from the starting 
point (0, 0) to (Rn+Ln, Rn –Ln) will be above zero is 

 )()( nnnn LRLR +− . (4) 

if in the result Rn ± Ln. 
That means that module of Eq. 1 can be considered as a 

probability that R dominated over L during whole DL test. Also 
the probability that at the step Rn + Ln  value R – L for the first 
time becomes equal to the positive Rn – Ln  is in Eq.  4. 

The probability that LI reaches 0 in the length from 
R + L = Rn + Ln to R + L = RN + LN  is 

 )2()( nNNnn LLRLR −+− . (5) 

The probability that R – L for the first time reaches level 
Rk – Lk, Rk – Lk > 0 at the moment RN + LN is 

 )()( NNkk LRLR +− . (6) 

The probability that R – L reaches the negative Rk – Lk  is 

 ))()(()2( kknnNNnNN LRLRLRRLR −−+−+−+ . (7) 

In the general case when the particle D(R + L,  R – L) 
moves up and down with probabilities p and q = 1 – p, but p 
not necessarily equal q, the above probabilities are calculated 
using more complex formula. The particle will primarily move 
up (p > q) or down (p < q). 

In case of walk similar to Bernoulli scheme with 
probabilities p � q, the probability that in the point R + L = k 
the value R – L is equal y can be calculated the following way: 

 )(5.0)(5.0)(5.0);( ykykyk
k qpCyLRkLRP −⋅+⋅+⋅==−=+ . (8) 

Theoretical probabilities coincide with those calculated 
from the experimental data (in this case the DL test), only 
when the experiment is repeated to infinity (see The law of 
large numbers). In case of DL, this requirement makes 
irrevocable sampling of stimulus pairs impossible, as the 
number of the latter is limited. 

IV. SEQUENTIAL WALD ANALYSIS IN DICHOTIC LISTENING 
TEST 

Classical statistical analysis procedure is based on a fixed 
sample size: according to the results of the pre-planned number 
of observations the hypothesis to be tested is accepted or 
rejected. Pre-fixed sample size sometimes leads to unnecessary 
efforts to obtain a large sample. Application of adapted 
sequential Wald analysis [12] allows us to get a statistically 
significant result from the same or smaller sample sizes. 

To do this it is necessary to select the acceptable probability 
of errors of the first � and second ! kind as well as the values 
of p0 and p1 before the DL procedure. The decision on the form 
of lateralization is made based on the values of p in population. 
In the case where p is equal to or greater than p1, the right hand 
lateralization hypothesis (H0) is accepted. If p Ú p0, left hand 
lateralization hypothesis H1 is accepted (right hand 
lateralization hypothesis is rejected). In the case when 
p0 < p < p1, no conclusion is made and the next pair of stimuli 
should be presented to the subject. There p is the proportion of 
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trials in which the random variable X takes the value +1. A 
discrete random variable )()( 11 kkkk LRLRX −−−= ++ is 

obtained by k + 1 step )1( +=+ kLR . It takes value 11 =+kx  

with probability p and 11 −=+kx  with probability q = 1 – p. As 

a result of the DL we obtain sample ),,,,( 321 nxxxx � of 
volume R + L = n and, respectively, the sample value p, from 
which it possible to make assumptions about the value of p in 
population. It is much more convenient to be based on a 
sample value R. Thus, according to the method of sequential 
analysis, the null hypothesis H0 is accepted, provided that 

 %%
'

#
$$
&

"
−
−+%%

'

#
$$
&

"
−
−+

α
β−≥

1

0

0

1

1

0

1
1

lnln
1
1

ln
1

ln
p
p

p
p

p
pnR , (9) 

and rejected (i.e. H1 is accepted), when 
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In case of 
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DL is going on and the next pair of stimuli is presented. 
Note that, in contrast to the standard approach to the 

statistical analysis of the data it is necessary to choose not only 
�, but also the acceptable level of error of the second kind, i.e. 
!. 

Using this procedure, for example, in DL of 12 years old 
girl yielded significant results in 16 instead of 36 presentations. 
The presets for the procedure are � = 0.02; ! = 0.03; p0 = 0.4; 
p1 = 0.6. That is, in particular, the probability that the results 
may be a mistake may not exceed 0.03. 

V. RESULTS AND CONCLUSION 

All the introduced probabilities can be used during DL as 
auxiliary data in the analysis of its results. For LI prediction the 
convenient and 100% reliable boundaries are obtained by 
considering all the possible trajectories of the particle D(R + L, 
R – L). Where sequential Wald analysis allows us to reduce the 
necessary number of stimuli presentations, comparatively to 
the classical statistical analysis procedure. 

The principal practical result of this study is an optimized 
algorithm of DL which allows the researcher to get reliable 
results in some conditions more quickly than the standard DL 
technique. Idea of the algorithm was approved by clinical 
practitioners we collaborate with and is about to be 
implemented in the end-user software. 

In a theoretical plane, the approach we presented can be 
propagated to all cases when binary variable is observed at 

small and medium samples. It makes possible real-time 
reporting to the researcher the potential information content of 
the remaining iterations of the experiment. 
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Abstract — The problems faced by most senior citizens living 
alone at homes along with their poor health conditions have 
motivated the development of a home monitoring system which 
aims at improving their wellness and health-care. The purpose of 
this system is to monitor the physiological parameters in real 
time, together with the help from a computer vision module. 
Several research works on this area have been conducted, 
however, the combination of image processing and wearable 
sensors have not been widely reported. The daily activities and 
health parameters are to be further analyzed. In case of any 
abnormal or emergency situations, alarm will be triggered and 
urgent message will be sent to a medical doctor.  

 

Keywords—image processing, wearable sensors, heartbeat, 
blood pressure, body temperature. 

 

I.  INTRODUCTION  
Technology has always been one of the key enabling 

factors of humanity being able to carry out all the useful 
initiatives and inventions throughout the ages in order to bring 
progress to our society. This paper is about methods and 
techniques that engineering can bring in order to aid elderly 
people in receiving qualitative medical care. One may question 
the significance of focusing on the elderly in terms of medical 
treatment troubles whilst there exists a plethora of problems 
spread around the world related to healthcare. The answers to 
this come to mind as people start realizing the fact that today 
every ninth person on our planet is considered as old – at age 
above 65 years old [1] and by the year 2050 the amount of such 
senior citizens will consists of 15% of the total population, 
thereby outnumbering the numbers of children at age under 5 
[2]. More importantly, the amount of elderly people living 
alone across the world is quite considerable and still growing 
[2].  

Although nowadays telemedicine can offer a wide range of 
health care services like on-line consulting and high-tech 
monitoring of a patient’s health, it is still very costly and hence 
not affordable for most elderly people, and especially for those 
who live a solitary life. The cost of being inspected by a doctor 
via telemedicine is quite high: device and service both 
combined can cost the patients up to $1,600 [3] annually.  

The purpose of this project is to develop an assistive system 
for elderly people that will be installed at their homes at a 
much lower price than those available commercially. The 
system’s main features include automatic monitoring and 
classification of activities of elderly people, thereby the 
methods and approaches are based on image processing as well 
as sensors and actuators fields of work. The final product will 
be the integration of both fields aimed at producing a single 
unit performing a synergized work of sensory network and 
computer vision.  

 

II. IMAGE PROCESSING SUBSYSTEM 

The aim of the image processing subsystem is to extract the 
information from the video streams obtained via cameras and 
conduct monitoring on elders in order to determine their 
postures and motions. These are essential for the classification 
of the activity types so that alert can be sent to health giver if 
there are any activities that impose potential danger to the 
person.  

The elements of computer vision in present days include 
image acquisition, preprocessing, feature extraction and 
registration [4]. Image sequences obtained from the imaging 
system, i.e. video cameras, are to be calibrated before putting 
in use. This is done in the preprocessing step: “low-level” 
operations are conducted on the initial images to reduce the 
noise levels as well as the total vast amount of incoming data. 
Continuous reduction of information on the image can bring 
out to the surface the set features uniform to disturbances, or in 
other words noise, distortions, ambient lighting and camera 
location. Last level, registration involves creating a correlation 
or match between those sets of features and features of known 
objects in a database and/or features of the following image; 
thereby carrying out the outcome or final hypothesis [4].     

After being programmed, the image processing system 
could be able to handle following tasks: 

� Object recognition: spotting the presence and/or 
position of known objects in an image; 

� Tracking: coursing known objects through a sequence 
of images. 
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Object detection methods have been developing for years 
by programmer scientists and software engineers for the wide 
range of purposes. By that, today, object detection is generally 
achieved using the following techniques or their combinations: 

� Background subtraction: detection of moving areas in 
an image by means of figuring out the pixel-by-pixel 
difference between current image and a background of 
reference; 

� Temporal differencing: determining the absolute 
difference between two or three consecutive frames 
from the vide translation; 

� Optical flow: estimating the approximation to a 
counted movement vector map of the pixels collected 
from the two consecutive frames [5]. 

As this project consists of assistive monitoring system at 
home for elderly people, the image processing module will be 
reading data streams from the cameras installed in rooms that 
are permitted by the patient. This subsystem will be outputting 
information about the location, posture and/or activity type. 
However, to be able to distinguish one feature from another, 
the subsystem should be provided with a database of various 
possible models of behavior. Although the behavior can be 
very unique for different kinds of persons, the approach is 
similar. The method compels the computer vision module to 
compare the components from an obtained information with 
the ones that are stored in the database. With an addition of 
some characteristic variables such as time and coordinates of 
the captured object the image processing part of the project 
could be capable of deciding whether to trigger an alert or not. 
The most widespread programming languages used to create 
image processing systems are e.g. Java, C++, python and 
Matlab; there are also open source computer vision libraries 
provided by OpenCV.  

Some of the issues considered in the image processing 
subsystem include, for example: 

� Lighting: this affects performance in dark ambiance or 
during night time: not all video cameras support night 
vision or thermal sensing. Implementation with a high 
cost thermal camera can increase the cost of the 
project dramatically; 

� Facial detection: this may seem optional, however 
sometimes it helps to know whether the person is just 
resting on a chair with his eyes wide open, in case no 
motion is detected; 

� Image quality: as this project is aimed to be low cost 
we have chosen to use web camera.  

As mentioned a database of postures will also be 
developed. At the moment, we focus on the following:  

� Standing  

� Sitting 

� Lying 

After the database is created, another essential thing to do is 
to sort them by specific venue within the house and time slots. 
In other words, it means context in relation to the posture will 
be used in terms of location and time of occurrences. For 
example, consider an unlikely scenario of a person lying in the 
kitchen. This probably means that an accident has occurred, so 
the system will send an alarm and notify the care giver. The 

same is true with reference to time where the day can be 
divided into several time slots to help the system detect unusual 
activities that possibly may not occur during the given time 
slot. For example, sitting motionlessly at 3:00 AM in the 
bedroom is unusual (as shown in Figure 1), so the image 
processing module with check with sensory module to 
determine if help is needed. 

 
Figure 1. Detection of a sitting person with no motion 

detected.  

 

III. SENSORS SUBSYSTEM 

Wearable sensors are necessary for the collection of 
physiological data from elderly in our system. There are three 
main health parameters to be measured: heartbeat rate, body 
temperature and blood pressure. Figure 2 shows a diagram of 
the subsystem architecture. 

 
Figure 2. Sensor subsystem block diagram. 

The sensor network is designed as a star structure. In such a 
structure the architecture is centralized at one node, where all 
data are manipulated. In this project information from sensors 
are collected by an Arduino Nano microcontroller board.  

Heart beat 
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In medical field there are several methods to measure 
heartbeat. Conventionally, sound and pressure sensors are used 
to detect the pulses. In this project, an optical technique known 
as photoplethysmography (PPG) method was implemented. 
This is a non-invasive technique, and uses infrared light emitter 
to illuminate the body surface and photodetector to determine 
small changes in the transmitted light [6]. These changes are 
related to the variation of blood volume inside the tissue. To 
obtain synchronous signal with the heartbeat, the signal is 
filtered and amplified to get a clean PPG waveform [6].  

An IR emitter and detector TCRT5000 sensor is applied as 
shown in Figure 3. As a detector, this sensor uses 
phototransistor, a semiconductor device that converts light into 
current. Therefore, whenever the light intensity changes, the 
output current will also changes. Partition between the emitter 
and detector is crucial in the case of reflective sensor. In 
addition, this sensor is placed on to a leaded package which 
blocks visible light.  

 
Figure 3. An TCRT5000 sensor is embedded onto a wearable 

fabric for measuring heartbeat. 
 

 
 

 
Figure 4. First stage of filtering and amplification. 

The output from the sensor is very weak and the 
oscilloscope could not even detect any pattern of pulses due to 
noises. Therefore it was necessary to amplify that signal and 
filter it. As shown in Figure 4, the sensor signal enters the first 
stage of filtering which is a passive high-pass filter. This is 
done to block DC component and suppress low frequency 
noises. The cut-off frequency of this filter is at 0.346 Hz. The 
needed pulse information is carried by the weak AC 
components of this wave, and must be amplified. Therefore 
signal enters an active low-pass filter (LPF) based on Opamp 
(operational amplifier) configured as a non-inverting state and 
has a gain of 100. Finally, the value from first filtering stage 
versus time plot is obtained, as shown in Figure 5 below. 

 
Figure 5. Digital value versus time graph. 

Before connecting to the Arduino, signal from the first 
stage filtering enters the second stage. The circuit is a replica of 
the first filtering stage. It again clears the signal from DC 
components and amplifies it. The resultant waveform from 
second stage is shown on Figure 6.  

 
Figure 6. Second stage of filtering. 

 
Figure 7. Sensor for measuring heartbeat rate. 

Blood pressure 

There are two main methods to measure blood pressure, 
using aneroid and oscillometric devices. The latter one is 
considered as automatic device where measurements are done 
automatically and results are displayed [7]. Therefore, this 
method was chosen to monitor the health parameter.  

The working principle of a blood pressure monitor is 
simple. The cuff is inflated and deflated electronically. The 
pressure wave generated by the brachial arterial wall is sensed 
by a transducer in the device. As the cuff pressure is released 
the pressure wave amplitude increases and peaks at the mean 
intraarterial pressure (MAP), then decreases again. The point of 
maximum amplitude (the MAP) is detected by the 
oscillometric device [8]. A commercial blood pressure monitor 
as shown in Figure 8 was used where reading from the unit is 
extracted.  
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Figure 8. Extraction of data from the solenoid valve. 

By default the blood pressure monitor is switched on by 
pushing an ON button mechanically. A relay circuit as shown 
on Figure 9 was used to automatically control the monitor. The 
two ends of the switch were connected to the 5V relay where 
the relay itself was connected to a Arduino digital pin. The 
logic states that whenever the pin goes HIGH, relay switch is 
closed, going from NO (normally open) to NC (normally 
closed) state. This by itself connects two wires from the 
tonometer switch, “pushing” the power button on. This way of 
solution gives an opportunity to automatically control the 
switch using Arduino digital pins.  

 
Figure 9. Relay connection circuit. 

Temperature 

Thermistor is a resistor which changes its resistance with 
changing temperature [9]. Technically all resistors are 
considered as thermistors. However, their changes are minor 
and it is difficult to measure the changes in temperature. 
Therefore, thermistors are a special resistor that has significant 
changes in resistance as temperature varies [9]. In order to 
measure the temperature value, resistance must be measured 
first. Arduino has no ohmmeter function, however, this can be 
done by detecting changes in voltage drop with the help of an 
analog-to-digital convertor (ADC). Therefore, it is needed to 
convert changes in resistance of thermistor to the changes of 
voltage. This was executed by using a potential divider circuit 
as shown in Figure 10. 

 

Figure 10. Schematics and connection to Arduino Nano 

The voltage drop at V0, that will be transmitted to the 
Arduino analog pin is: 

V0 = R / (R+10K)*Vcc   (1) 

where Vcc is the voltage source from Arduino 5V pin. From 
the formula above we can relate changes in resistance to the 
voltage changes. Next step is to connect V0 to the Arduino 
ADC. Converter of Arduino remaps the input values from 0 to 
1023 range. Therefore, 5V corresponds to 1023, and 0V to 0 
respectively. Finally it can be written as (V0=Vi from Arduino 
perspective): 

ADC value = Vi*1023 / Vcc  (2) 

Combining equations (1) and (2), and solving for the 
needed resistance, we have: 

 ADC value = R / (R+10K) * 1023 

R = 10K / (1023/ADC - 1)  (3) 

 

The value obtained from equation (3) for R gives us 
varying resistance of thermistor that can be read by Arduino. 
Next step is to find dependence between these changes in 
resistance with temperature variations of body. For this reason 
a simplified version of Steinhart-Hart equation is used: 

 (4) 

where T0 is the normal body temperature (36.6˚C=309.75K), B 
is the thermistor coefficient, R0 is the resistance at T0, and R is 
the thermistor resistance. Figure 11 shows the reading of room 
temperature using these equations.  

 
Figure 11. Temperature versus time graph results. 

Communication 

The communication of PC and Arduino board was done 
with the help of a Bluetooth HC-05 module. Bluetooth is great 
for transmitting data in a 10-100m range [10]. The most 
important part is that Arduino treats Bluetooth as serial data 
connection. This implies that Serial Library is also usable for 
Bluetooth, which is very convenient and simple. After pairing, 
completed data transfer can be started. In order to read data on 
PC, TeraTerm terminal was used, connected to a COM port of 
the Bluetooth adapter. The results are exactly the same as when 
using a cable connection because both of them were using 
serial communication. Next step is to save this data. In 
TeraTerm software there is a useful function called ‘Log’, 
which saves incoming data to a text file instantaneously, and 
updates it if new serial data is received as shown in Figure 12.  
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Figure 12. Saving the sensor data onto a text file. 

IV. SYSTEM INTEGRATION 

In this part outputs from two subsystems are now 
considered in one loop of Python code. As it was mentioned 
before, from sensors subsystem there are three outputs 
(heartbeat, blood pressure, temperature). They are saved in a 
constantly updated text file, indicating the current health 
condition of the patient. From image processing subsystem 
there are also three outputs, indicating the current posture of 
the patient (standing, sitting and lying), and how long the 
patient is in a particular position.  

The Python loop itself comprises of IF/ELSE statements 
where it monitors the vital physiological signs. The normal 
temperature value is set to 36.6˚C, heartbeat is considered 
normal between 60 and 85bpm, systolic value between 100 and 
140 and diastolic from 50 to 90. These threshold parameters 
can be adjusted differently for specific patient. If one of these 
parameters will go beyond the acceptable range, immediately 
an email message will be sent to an appropriate medical 
service. This is executed by importing smtp library to the 
Python main code.   

Besides this, the second parameter being monitored is the 
posture and its duration. Messages will be sent if the person: 

� is lying on floor for more than 10 seconds; 

� is sitting without standing for more than 1 hour. 

In such cases, the message also includes the last measured 
parameters of the patient.  

V. DISCUSSION AND ANALYSIS 

There are some clear advantages of the proposed system in 
terms of cost and availability. The entire project costs not more 
than $170. The equipment and components can be easily found 
in local markets, making the project available. Cost and 
availability factors can have a huge impact on elderly. There 
are indirect benefits to the aged society as travelling to the 
hospitals and queue issues can be eliminated. 

The main problem of this project is its functionality. The 
outputs from integration part strongly depend on the outputs 
from image processing subsystem. This subsystem has a very 
high potential, and can be improved a lot: detecting more 
actions and tracking more objects.  

Communication with medical service through emails was 
an obliged design specification. There was a trial to connect 3G 
modem to the computer, and send short messages (SMS) to a 
doctor’s individual phone number. This solution would be 
more effective. However, one obstacle encountered was no 
access to an AT commands of this modem. Access could be 
opened only by paid hacks or buying special expensive GSM 
device (~$70) which was not cost efficient for this project. 
However, if AT commands function could be accessed, it 
would give chance for doctor to request latest health 
parameters, see the history of vital signs and activity done.  

There were also interesting findings at the completion of 
this project. As it was discovered, blood pressure can be 
measured straightly from heart beat output signal waveforms. 
The output signal from first filtering, where DC component 
still exists, also carries information about systolic and diastolic 
pressure.  

VI. CONCLUSION 

The developed assistive healthcare home monitoring 
system can monitor current health condition and prevent 
elderly from long-term diseases. The dramatically increasing 
population of aged people makes this project topical in current 
situation. Taking in fact the financial conditions of local elderly 
in Kazakhstan, main focus in designing the project was to 
make low cost and available for aged people assistive system.  

This project has a very high potential and can be improved. 
In this project there was shown that main health parameters can 
be monitored in a real-time basis. The simple working method 
of communication was implemented with further data analysis 
(IF/ELSE loop).  

There are also several future works and challenges. The 
first is image processing part, to obtain clear results and track 
as many objects with different interference and relations 
between them. The second is sensors part, it can be added more 
health parameters to be measured, as ECG and blood sugar 
level. Then IF/ELSE loop can be improved, depending on 
outputs from image processing part. These improvements can 
then even detect diseases and send possible diagnoses to the 
doctor. Other sensing techniques using radio frequency can 
also be incorporated [11, 12]. Finally, communication system 
with doctor can be done in more effective ways. 
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Abstract—The aim of this study is twofold. First one is to derive 
a feasible numerical prediction model for the duration of medical 
services in a medical institution that could be used by the hospital 
management within their quality assurance and improvement 
processes. The second aim is to develop a freeware software tool, 
which implements an adaptive artificial neural network-based 
fuzzy inference system with a user-friendly interface that can be 
effectively used by both technical and non-technical people. Some 
promising results have been obtained which show that both of 
these objectives have been successfully achieved to some extent. 

Index Terms—ANFIS, duration estimation, medical services, 
numerical prediction.  

I. INTRODUCTION 
In recent years, information and communications technology 

(ICT) has proven to be successful in various fields of medical 
science and healthcare. ICT plays an important role in improving 
the quality of the healthcare services, the effectiveness and 
efficiency of hospital management and also aids in the 
improvement of social health. The continual progress in ICT 
such as hardware, software, digital systems and networks, 
electronic devices and their integration with business processes 
in medicine provides new solutions for healthcare services, such 
as electronic health cards [1]. There are also a great amount of 
scientific studies focusing on the improvement of the quality of 
services and business processes in clinics, laboratories and 
similar medical organizations such as the analysis and 
improvement of duration or turnaround times [2, 3, 4]. Reliable 
prediction or estimation of the durations or turnaround times 
among such services is also crucial, which might help the 
management to make proper decisions in order to decrease these 
durations or to find out the underlying causes that affect such 
durations. This has been one of the primary reasons that 
motivated us to carry out this study. 

There are methodologies and theoretical models for 
numerical estimations or predictions that are used among 
different areas of applied sciences, business, economics and 
daily life. In the recent decades, such methodologies are also 
used in data mining and machine learning where new alternative 
models, algorithms and techniques have also been developed. 

Data mining is a globally accepted discipline that can be defined 
as the extraction of useful information from large data sets or 
databases. It lies at the intersection of statistics, machine 
learning, data management and databases, pattern recognition 
and artificial intelligence [5]. On the other hand, machine 
learning provides the technical basis of data mining and it is 
accepted as a discipline that is used in cooperation with data 
mining where both disciplines have intersection points [6, 7]. 
Some of the machine learning algorithms are based on heuristic 
models and some are based on statistical theories and 
methodologies or a mixture of both [7, 8]. 

Artificial neural networks (ANNs) are one of the well-
known heuristic models that are used in machine learning and 
soft computing. They are computational models inspired by an 
animal's central nervous systems and the brain. ANNs are used 
to estimate or approximate functions that can depend on a large 
number of inputs and they can be used either for classification, 
clustering or numerical prediction [9]. ANNs are generally 
presented as systems of interconnected neurons or nodes that 
compute values from inputs, and they can be adaptively used for 
supervised, semi-supervised or unsupervised learning. There are 
various models among ANNs such as feedforward networks, 
recurrent networks, radial basis functions, self-organizing maps, 
convolutional neural networks and deep learning [10, 11]. 
ANNs can be trained to learn from the input data and they are 
being used to solve a wide variety of difficult tasks such as 
computer vision, time-series prediction, forecasting, computer 
aided design, decision making, time-series prediction, pattern 
and speech recognition [11, 12, 13]. 

Fuzzy sets and fuzzy inference systems are known as another 
type of computational methodology that are used in expert 
systems, optimization, robotics, decision-making, artificial 
intelligence, medical researches, image processing and soft 
computing. They can also be used in conjunction with machine 
learning models and methodologies. Fuzzy sets and fuzzy 
systems are based on fuzzy logic theory, which manifested the 
concept of fuzziness [14]. Fuzzy logic model combines the 
concepts of crisp logic and the Lukasiewicz sets by defining 
membership function [15] [16]. A fuzzy set extends the notion 
of standard set by enabling degrees of membership of an element 
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in the standard set where this extension is measured by real 
numbers having values between 0 and 1. A fuzzy system accepts 
continuous or discrete numerical values as input and then 
translates these into linguistic terms such as “high”, “cold”, 
“slow”, etc. This process is known as “fuzzification”. Fuzzy 
rules map these linguistic terms onto similar output linguistic 
terms. The output linguistic terms are translated into an output 
number which is known as “defuzzification” [17]. Fuzzy 
inference systems can be described simply in three stages; 
fuzzification, rule evaluation and defuzzification.  

Adaptive network-based fuzzy inference system (ANFIS) is 
a kind of artificial neural network model that is based on 
Takagi–Sugeno fuzzy inference system which combines 
artificial neural networks and fuzzy logic in a single framework 
[18]. The inference system in ANFIS corresponds to a set of 
fuzzy rules that have learning capability to approximate non-
linear functions. Since ANFIS is used and implemented as the 
basic model in this study, it is explained in more detail in 
sections Section 2 and Section 3. 

II. ADAPTIVE NETWORK-BASED FUZZY INFERENCE SYSTEM  
Artificial neural networks can be integrated with fuzzy 

inference systems in order to establish hybrid models. One of 
these models in hybrid neuro-fuzzy systems is adaptive 
network-based fuzzy inference system (ANFIS), which is 
usually constructed in five layers. A five-layer ANFIS 
architecture with two inputs, one output and four rules is denoted 
in Fig. 1 [19]. 

Fig. 1.  Example of a five-layer ANFIS architecture. 

ANFIS is an architecture for tuning fuzzy system parameters 
from input/output pairs of data. The fuzzy inference process is 
implemented as a generalized artificial neural network, which is 
then tuned by gradient descent techniques [20]. However, it 
could also be tuned by least squares method or some other 
hybrid methodologies [21]. ANFIS represents a Takagi-Sugeno 
type fuzzy system, where the fuzzy rules take the following form 
[19]: 

 
			��� 

 
In Eq.1 above, xi is ith input linguistic variable in the 

antecedent part of the pth rule with i = 1… n and Ai 
p is the 

linguistic label associated with it in that rule. Ai 
p has its 

associated fuzzy membership function given by μ (Ai 
p) (xi). In 

the consequent part of Eq.1, op is the output of the pth rule and α0 
p, α1 

p … αn 
p are the Takagi-Sugeno parameters. 

In the first layer of the ANFIS architecture (fuzzification 
layer), nodes are calculated by multiplying inputs with their 
respective fuzzy membership values using a fuzzy membership 
function as follows [20]: 
 

 �
� 

In Eq.2, x denotes the input to the node, Ai 
p is the linguistic 

label associated with this node function and Oi 
p is the output 

function of that node. The fuzzy membership values can be 
calculated by various different of membership functions such 
as Trapezoid, Gaussian bell and Gaussian curve. Gaussian bell 
membership function is given in Eq.3, where c is the center, a 
is the width and b is fuzzification factor for the pth rule [19]. 
This function is also used in this study. 
 

 
��� 

 
T-norm operation layer stores the rules where each rule is 

represented by one node. Each node is connected to those nodes 
in the previous layer that forms the antecedent of the rule. For 
a node r, the inputs are degrees of membership functions, which 
are multiplied through a T-norm fuzzy multiplication operator 

 to determine the fire strength wp (degree of fulfillment) of 
that rule. This operation is shown in Eq. 4 where total number 
of rules is set to four. 
 

 �� 
 

Normalization layer is the layer where the nodes are 
calculated by dividing each node by total output. These nodes 
are called normalized firing strengths. In other words, the 
relative degree of fulfillment for every rule Rp is calculated [19]. 
This calculation is shown in Eq. 5 where  denotes the 
normalized firing strengths. 
 

 ��� 

 
The nodes in the fourth layer (consequent layer) are 

connected to all input nodes and with exactly one node in the 
previous layer. Each node in the fourth layer computes the 
output for the rule. In other words, it computes the consequent 
part of the fuzzy rule. This is denoted in Eq. 6 where  is the 
output of third layer, and {pi, qi, ri} is the parameter set. 
 

 ��� 
 

The overall output is calculated in the final and fifth layer by 
the summation of all nodes’ signals coming from the previous 
layer which is given in Eq. 7. This single output node is the 
aggregated output of all the nodes. 
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The learning mechanism and the update of weights in ANFIS 

is established by the feed forward neural network mechanism. 
The differential error and corresponding weight updates in feed 
forward neural network is usually achieved by backpropagation 
with gradient descent methodology. The linear combination or 
input function for each of the nodes / units within the hidden 
layers and the output layer is given in the Eq. 8 which is 
generally used in feed-forward neural networks [22].  
 

 
 

�0� 

 
In Eq. 8, for each unit j in the hidden / output layer, the net 

input Ij will be calculated where Wij is the weight of the 
connection from unit i in the previous layer to unit j; Oi is the 
output of unit i from the previous layer; and θj is the bias value 
of the unit. It should be noted that the weights and biases in the 
neural network are usually initialized to small random numbers 
ranging between −1.0 to 1.0, or between −0.5 to 0.5.  

A non-linear activation or output function is used to calculate 
the output value within each unit in the hidden layer or the output 
layer. This output activation function is usually chosen as 
sigmoid function, which is given in Eq. 9, where the net input to 
unit j is denoted by Ij, the output of unit j is denoted by Oj [11]. 
 

 
 

�1� 

 
When multilayer feed-forward neural network models are 

used for numeric prediction, a single node / unit is used in the 
output layer and the last output value derived within the output 
layer produces the predicted value of that instance. In fact, this 
output node corresponds to the ANFIS output node which is 
explained previously. The predicted value might usually be 
different from the original value and this is defined as the error 
within the prediction. There might also be some errors within 
unit in each hidden layer where these errors must be calculated 
and the weights must be updated iteratively after finding out the 
errors. Back-propagation with gradient descent is one of the 
methods that can be used in multilayer feed-forward neural 
networks to calculate the errors and new weights [9, 11]. This 
method is also used in the neural network mechanism within 
ANFIS. The back-propagation error calculation for the output 
layer is given in Eq. 10 where j denotes the output node, Oj is 
the predicted value and Aj is the actual value for that record or 
instance. 
 

 
 

��2� 

The weighted sum of the errors of the units connected to unit 
j in the next layer must be included in order to calculate the error 
of a unit j within any hidden layer. The error of a hidden layer 

unit j is shown in Eq. 11 where Wjk is the weight of the 
connection from unit j to a unit k in the next higher layer, and 
Errk is unit k’ s error. 
 

 ���� 

 
The weights and biases are updated within each round of 

epoch (iteration) within the training process of an artificial 
neural network by using these error values. The weight update 
is given in Eq. 12 where �Wij(k-1) is the change in weight Wij from 
the previous iteration (k-1), W‘ij is the updated weight value for 
the kth iteration, Errj is unit j’ s error, Oi is output value of unit i 
and l stands for the learning rate of the neural network. 

 
��
� 

 
It should be noted that in Eq. 12 there is also a constant α that 

is known as the momentum parameter. This momentum 
parameter is used in order to increase the learning rate while 
avoiding the danger of instability in artificial neural networks 
[9]. 

III. CASE STUDY 
The design, implementation and tests of this research was 

carried out as a case study within one of the private hospitals in 
Istanbul, Turkey. Due to the confidentiality and legal concerns 
of hospital management, the name of the hospital is not 
explicitly given in this study. The data were collected from the 
health information system’s database. It was made up of a two-
year period of data that were entered to the system whenever the 
patients made an appointment. It should be mentioned that only 
a random subsample of the whole data set was provided to us 
was. There were a total of 28182 records with 9 different 
attributes (fields) such as “Patient ID”, “Department Name”, 
“Time and date of patient admission”, “Time and date of 
preliminary medical examination”, “Specimen collection time 
and date”, “Laboratory sample receipt time and date”, “Time 
and date of report for test results”, and so on. A sample of the 
data set is given in Fig 2. 

 

 
Fig. 2.  An excerpt from the original data set.  
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A. Materials and Methods 
The primary objective of quality assurance department of 

medical services was to analyze and obtain a reliable model to 
estimate the duration between preliminary medical examination 
and patient’s admission. Hence, during the data analysis process, 
some of the attributes and instances were excluded from the data 
set. Some of the records had null or duplicate data due to data 
entry errors and these records were also discarded from the data 
set. As a result, a total of 5717 records were obtained and used 
in this study.  

Some necessary data preprocessing methods were also used 
in order to make input data appropriate both for ANFIS and the 
numerical prediction. “Department name” attribute was 
originally a nominal attribute having eleven different types of 
categorical values such as “Urology”, “Cardiology” and so on. 
Due to the fact that ANFIS and artificial neural network 
algorithms can only accept and use numerical attributes, 
“Department name” attribute was transformed into dummy 
variables. This method is known as dummy coding where each 
different value of a categorical attribute, one input unit was 
generated and encoded with 0 and 1 values [22]. The duration 
between “Time and date of patient admission” and “Time and 
date of preliminary medical examination” is calculated by 
converting their values into terms of seconds and then 
calculating their difference and deriving a new attribute which 
is named as “Delta1”. This attribute shows the duration between 
“Time and date of patient admission” and “Time and date of 
preliminary medical examination” in terms of seconds for each 
record. Hence, this “Delta1” is the numerical attribute that needs 
to be accurately estimated by ANFIS and other machine learning 
algorithms. 

“Time and date of patient admission” and “Time and date of 
preliminary medical examination” were also preprocessed. The 
day of the week and the hourly periods were valuable 
information for the hospital management. Thus, these two 
attributes which were originally in date time format 
(MM.dd.yyyy hh:mm) were converted into “day of week” 
(ranging between 1 and 7) and “hour of day” (ranging between 
1 and 24) integer values. In order to normalize the numerical 
variables and also to make it suitable for ANFIS and ANN 
models, min-max normalization [22] was used and all of the 
numerical attributes were min-max normalized ranging between 
0 and 1. Hence, the final data set was established with 5717 
instances and 16 numerical attributes. A sample from the final 
version of the data set is shown in Fig 3. 

It should be noted that a subsample data set with 900 
instances was produced out of 5717 instances and this 
subsample was also used in the experiments. Random sampling 
without replacement method was used to generate the subsample 
set [23]. The sampling size was chosen according to the 
following criteria:  

( confidence interval (accepted margin of error) = 3% 
( confidence level = 95% 

 
 
 
 

Fig. 3.  An excerpt from the final data set.  

B. Design and Implementation 
The architecture and design of the tool used in this study was 

mostly based on the ANFIS model that was described in the 
second section of this article. The tool was implemented and 
coded with Microsoft Visual C# programming language in MS 
Visual Studio 2015 environment. ANFIS was designed to 
operate with five layers, which is similar to the model given in 
section 2. Takagi-Sugeno type fuzzy system was used for the 
fuzzy rules. Since the actual input data consisted of features 
showing the hourly period within a day and the day of week, 
three linguistic levels were designed and used for fuzzification: 
“Early”, “Medium” and “Late”. Two alternative rule models 
were implemented and used in the experiments. One of the 
models was constructed with 5 different constraints for the 
antecedent part of the rules and the other with 10 different 
constraints. For instance, some of the antecedent parts used in 
the rules were as follows: 

 
( IF Department name is “Cardiology” AND patientAdmission-

dayperiod is “Late” AND preliminaryMedicalExamination-
dayperiod is “Early” AND preliminaryMedicalExamination-
weekperiod is “Early” THEN … 

( IF Department name is “Neurology” AND patientAdmission-
dayperiod is “Late” AND patientAdmission-weekperiod is 
“Medium” AND preliminaryMedicalExamination-dayperiod 
is “Late” AND preliminaryMedicalExamination-weekperiod 
is “Early” THEN … 

 
Gaussian bell function was implemented and coded for the 

fuzzy membership function and T-norm operators were used. 
Least squares and backpropagation with gradient descent were 
both used for the weight updates. All the necessary data 
preprocessing operations such as min-max normalization and 
nominal-to-numeric transformation by dummy coding were also 
implemented in our ANFIS tool. In addition, most of the 
parameters used in ANFIS architecture can be interactively and 
easily set or changed from the graphical user interfaces provided 
with the tool. Some of the screen shots of the tool developed in 
this study is given in Fig. 4 and Fig. 5. 
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Fig. 4.  Main screen of ANFIS tool. 

Fig. 5.  Fuzzy membership function and rule editor screen. 

IV. EXPERIMENTS AND RESULTS 
All of the experiments and tests were conducted on the same 

hardware platform with a 64-bit architecture, Intel Core i7 2.60 
GHz microprocessor and 8 gigabytes of RAM. Weka version 
3.7.17 data mining software was used for all of the other 
available machine learning algorithms that were comparatively 
tested with our ANFIS model. In all of the experiments, 10-folds 
cross-validation methodology was used. Two different data sets, 
one with 5717 instances and one with 900 instances were used. 
Root mean square error (RMSE) was used to measure and 
compare the estimation performances of the algorithms for 
“Delta1” attribute. It should be noted there are several options 
for tuning the parameters of the algorithms in Weka and we also 
tested these algorithms with different parameters as well as their 
default values where the best results are included in the tables. 

The algorithms in Weka that were included in the 
experiments and their abbreviations are as follows: 

 
( MLP: Multilayer Perceptron. It is a feedforward 

artificial neural network algorithm using 
backpropagation with gradient descent to balance the 
errors and to update the weights. 

( IBk: k nearest neighbor (k-NN) algorithm. k was set to 
1 and weighted distances were not used. 

( KStar: It is an instance-based learner algorithm which 
uses some similarity function and it uses an entropy-
based distance. 

( Linear Regression: Multi-linear regression. 
( Random Forest: It is a type of ensemble learner and it 

constructs a forest of random trees. 
( M5P: M5Base algorithm that implements base routines 

for generating M5 Model trees and rules [24]. 
 
It was observed ANFIS produced the best estimation 

performance (lowest RMSE value) for “Delta1” when tested 
with the data set with 900 records. Random Forest algorithm 
produced the best estimation performance when tested with the 
data set with 5717 records. The comparative results obtained by 
all of the algorithms using 10-folds cross-validation are given in 
the tables Table I and Table II. 

 

TABLE I.  COMPARATIVE PERFORMANCE RESULTS FOR THE DATA SET 
WITH 900 INSTANCES. 

Algorithm name: Test methodology: 10-folds cross-validation 
 Parameters / settings RMSE 

Ibk (1-NN) default values in Weka 0.1748 

KStar default values in Weka 0.1467 

Linear Regression default values in Weka 0.1656 

Random Forest default values in Weka 0.1581 

M5P default values in Weka 0.1602 

Multilayer 
Perceptron 

learning rate: 0.3 
momentum: 0.72 

500 iterations 
Hidden layer1: 7 nodes 
Hidden layer 2: 2 nodes 

0.1726 

ANFIS (with 5 
fuzzy rules) 

learning rate: 0.32 
momentum: 0.68 

500 iterations 
0.1237 

ANFIS (with 10 
fuzzy rules) 

learning rate: 0.32 
momentum: 0.68 

500 iterations 
0.1232 

 

TABLE II.  COMPARATIVE PERFORMANCE RESULTS FOR THE DATA SET 
WITH 5717 INSTANCES. 

Algorithm name: Test methodology: 10-folds cross-validation 
 Parameters / settings RMSE 

Ibk (1-NN) default values in Weka 0.0981 

KStar default values in Weka 0.0588 

Linear Regression default values in Weka 0.0684 

Random Forest default values in Weka 0.0573 

M5P Minimum number of instances: 5 0.0608 

Multilayer 
Perceptron 

learning rate: 0.28 
momentum: 0.7 
1000 iterations 

Hidden layer1: 8 nodes 
Hidden layer 2: 2 nodes 

0.0661 
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Algorithm name: Test methodology: 10-folds cross-validation 
 Parameters / settings RMSE 

ANFIS (with 5 
fuzzy rules) 

learning rate: 0.32 
momentum: 0.68 

500 iterations 
0.0955 

ANFIS (with 10 
fuzzy rules) 

learning rate: 0.32 
momentum: 0.68 

500 iterations 
0.0894 

V. CONCLUSION 
The results show that ANFIS model could be a promising 

numerical prediction alternative for the duration of medical 
services in medical institutions. Both 5-fuzzy rules and 10-fuzzy 
rules versions of ANFIS provided the lowest root mean squared 
error values among all of the well-known numerical prediction 
algorithms for the sample test set with 900 instances. 

On the other hand, more accurate results were observed by 
some other algorithms after the tests with 5717 instances. This 
could be due to several reasons. The fuzzy rules that were 
implemented in the study might not be optimized for the 
problem. In addition, momentum, epoch and learning rate 
parameters might have been reconfigured in order to achieve 
better results. Instead of using both methods (least squares and 
backpropagation with gradient descent) together for the weight 
updates, each might have been implemented and tested 
separately. In order to build a more appropriate model for the 
problem in this case, some other fuzzy membership functions 
might have been used instead of Gaussian bell function. Our 
research plan in the near future is to design, implement and test 
all of these alternatives and improve the model. 

A freeware ANFIS tool with a simple interface that can be 
used easily by both technical and non-technical people has been 
developed successfully. This might also be an important 
outcome of this study since it has been observed that all of the 
commercial licensed ANFIS software products might be costly 
for some companies or organizations while non-commercial 
freeware alternatives seem to be sophisticated for non-technical 
people. It has been planned to develop a second version of this 
tool and bring it into service for free public use. 
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Abstract— This paper is devoted to the problems of the 
design of Fuzzy Expert System for cardiovascular disease 
diagnosis. Such type of systems may be efficiently 
constructed by using the fuzzy variables as inputs and 
outputs and generation of results in terms of the presence 
of the disease in human.     

Index Terms— expert systems, fuzzy logic, cardiovascular 
disease. 

I. INTRODUCTION 
Cardio - Vascular Diseases (CVD) are the leading cause of 

death worldwide: for no other reason, every year more people 
die from CVDs than before. According to estimates in 2008-
2012, 17.3 million people were died from CVDs that represent 
30 % of all deaths in the world. Of this total, 7.3 million 
people died from coronary heart disease and 6.2 million died 
due to stroke. And this is a problem not only for the elderly 
population, but unfortunately equally for young generation. 
The early prophylaxis of CVDs may help to decrease the 
mortality rate. For prediction of the state of human's health the 
expert systems are often used. By combination of different 
parameters and analyzing its impact we can identify the level 
and degree of the disease presence in human.  

Very often heart disease diagnosis is hard to   determine. 
Many factors may serve as a base for identifying the state of 
human. But actually not all of these discoveries are real 
features of disease. The vague and uncertain boundaries 
between the state of health and state of disease make the 
process of identifying the risk of CVDs more complicated. [1] 

In this case by using the intelligent systems we can 
facilitate the work of CVD's experts.         

Main reasons of the heart disease usually include the 
following characteristics: risk of blood pressure, cholesterol, 
diabetes, smoke, gender and age that affect on heart disease 
risk [2]. By identifying the level of each factor above we can 
define the risk level of disease. Thus, they can serve as an 
input factors for our Fuzzy Expert System which allows to 

create the special rules in order to generate the information 
about human state.     

II. OVERVIEW OF EXISTING TECHNOLOGIES TO 
DEVELOPMENT AN INTELLIGENT SYSTEM 

Conduct studies on the review of existing technology 
Intelligent Systems are the following aspects. Classes of 
expert systems. According to the degree of complexity of 
tasks of the expert system can be classified as follows: 
According to the method of formation of the decisions of the 
expert system are divided into two classes: analytical and 
synthetic. Analytical systems include solutions from the set of 
known alternatives, and a synthetic system to generate the 
unknown solutions. The analytical expert system is ES 
carrying out the evaluation of solutions (hypothesis testing). 
Synthetic expert system is ES engaged in the generation of 
possible solutions (hypothesis generation). 

Part of the provisional characteristic of an expert system 
can be static or dynamic. Static systems solve tasks with 
immutable in the process of addressing data and knowledge. 
Dynamical permit such changes. 
Static expert system is ES, the crucial tasks in conditions that 
are not time-varying source data and knowledge. 
The dynamic expert system is ES, the crucial task in terms of 
time-varying source data and knowledge. 

The types of data used and knowledge of the expert system 
are classified into a system with deterministic (well-defined) 
knowledge and uncertain knowledge. Under the uncertainty of 
knowledge (data) shall be defined as incompleteness (no), 
inaccuracy (measurement uncertainty), ambiguity (ambiguous 
concepts), fuzziness (qualitative assessment instead of 
quantitative). 

The number of used sources of knowledge expert systems 
can be built using one or multiple knowledge sources. 

Also expert systems classified. The standard classification 
of expert systems is missing, however, is most often expert 
systems differ in purpose, subject area, methods of knowledge 
representation, dynamism and complexity: For the purpose of 
classification of expert systems can carry out the following: 
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diagnostics of the systems, including monitoring (continuous 
monitoring of the current status) 
forecasting systems based on modeling past and present 
planning and development of organizational and technological 
management; the design or formulation of clear regulations for 
the construction of objects that meet the requirements; 
production expert system designed to improve the efficiency 
of the various stages of the production process (planning, 
design, production, control) 
automatic control (regulation).  

By subject area the greatest number of expert systems used 
in military, Geology, engineering, computer science, 
aerospace engineering, mathematics, medicine, meteorology, 
industry, agriculture, process control, physics, Philology, 
chemistry, electronics, law.  

Classification of expert systems on the methods of 
knowledge representation divides them into traditional and 
hybrid. Traditional expert systems are used mainly empirical 
models of knowledge representation and predicate calculus of 
the first order. A hybrid expert system using all available 
methods, including optimization algorithms and concepts of 
databases. 

According to the degree of complexity of the expert 
system is divided into superficial and deep. Surface expert 
systems represent knowledge in the form of rules "IF-THEN". 
Classification of expert systems for dynamic divides expert 
systems for static and dynamic. The subject area is called 
static, if it describes the original data is not changed in time. 
Static field means describing the immutability of its source 
data. Thus derived data (derived from source) and may appear 
again, and be changed (without changing, however, the 
original data). If the original data describing the subject area, 
change during the decision task, the subject area is called 
dynamic. In the dynamic architecture of the expert system 
compared to static, two components are introduced: 
the subsystem modeling the external world; 
the communication subsystem and the external environment. 

Most famous ES and their application. 
� CLIPS - a very popular shell for the construction of ES 

(public domain) 
� OpenCyc is a powerful dynamic ES with a global 

ontological model and support independent contexts 
WolframAlpha, a knowledge base and a set of 
computational algorithms, intelligent “computational 
knowledge engine” 

� MYCIN was an early expert system developed over 5 or 
6 years in the early 1970-ies at Stanford University. It 
was written in Lisp as the doctoral dissertation of 
Edward Shortliffe under the direction of Bruce 
Buchanan, Stanley N. Cohen and others. In this lab you 
created earlier Dendral expert system, but this time 
attention was focused on the use of decision rules with 
elements of uncertainty. MYCIN was designed to 
diagnose bacteria that cause severe infections such as 
bacteremia and meningitis, and to recommend the 
required number of antibiotics depending on the body 
mass of the patient. The system name comes from the 

suffix "-mitsin '" often found in the names of antibiotics. 
Also, Mycin was used to diagnose diseases of blood 
clotting. 

Combining the existing technology of intelligent systems 
to create new systems for different application areas. 
Therefore, the prospect of the studied direction is to create a 
base of scientific research for new development of intelligent 
systems. [2] 

III. FUZZY LOGIC CONCEPTS 
Due to intrinsic uncertainty in decision making process of 

identifying the features of diseases, it is very difficult to apply 
quantitative approach and productive model to the 
measurement in many critical decision making tasks.  For this 
reason, they are usually handled by a significant number of 
human experts. On the other hand, this causes unnecessary 
inconsistencies, together with the high fault risks and long 
duration of the processing. Consequently, we expect a 
significant demand on a framework for handling such 
uncertainties such as fuzzy logic. 

Fuzzy logic may be viewed as an attempt at formalization 
and mechanization of two remarkable human capabilities: (1) 
to thinking and make decisions in an environment with 
imperfect information and (2) to perform a wide variety of 
intelligent tasks without precise measurements or intensive 
computation Experts in medical area may almost always 
utilize both of the capabilities in their work. 

There are plenty of applications of fuzzy logic in risk 
management and decision making for matters related to health 
care systems. [3] 

A new technique based on fuzzy logic is developed for 
prioritizing diseases and features of disease for decision 
making process by assessing risks of the disease discovering 
based on severity, recurrence of event, and detectability [3]. 
Trivially, fuzzy logic and its related methodology resolve 
basic issues in customary strategies for danger assessment 
construct entirely with respect to numerical techniques such 
that: 

1) it permits the investigator to assess the danger 
connected with malady finding modes specifically utilizing 
the phonetic terms that are regular for human experts in 
making the decisions; 

2) equivocal, subjective, and loose data, together with 
quantitative information, can be utilized as a part of the basic 
leadership procedure and they are taken care of in an 
integrative and predictable way; and 

3) it gives a more adaptable structure for joining the 
seriousness, event, and perceptibility parameters. 

In short, approaches based on fuzzy logic allow utilization 
of generalized, i.e. imprecise or incomplete information, 
whereas traditional numerical methods may only work well 
with precise numbers. Moreover, fuzzy logic based 
approaches are much more compatible with human reasoning, 
as quantities can be represented naturally in linguistic terms.  
This means that the inputs, as well as the outputs, to such 
systems can be partially or entirely linguistic so that human 
experts may likely interpret those naturally.  When necessary, 
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consistent numerical representation can be generated as a 
result of defuzzification. 

As can be seen, fuzzy logic was applied effectively but 
only in particular stages of decision making process, more 
precisely, in its risk identification and evaluation. Actually, 
assessment of the diseases risks requires a systematic 
approach to analyze various types of risks in a comprehensive 
manner. [4] 

IV. KNOWLEDGE BASE

Any expert system consists from the knowledge base, 
inference engine and user interface for interaction with human 
experts and ordinary users. [4] 

The knowledge base — is a set of the facts and inference 
rules allowing a logical output and intelligent information 
processing. The events are provided by depth (fundamental) 
knowledge of medicine, such as the hierarchy of diseases and 
hierarchy of parameters for the description of symptoms. 
Inference rules are surface (managing directors, practical) 
knowledge, such as rules of diagnosis of illness on symptoms 
and differentiation of diseases. [5] To build a knowledge base 
we use two methods of elicitation knowledge from an expert. 
We use one of the active methods is Interview and the second 
one passive Document analysis. For the interview we create 
questions and we ask real expert to give for every answer 
(attribute) its weight. The example of one attribute values is 
shown on Table I. 

TABLE I.  EXAMPLE OF HEART RATE ATTRIBUTE VALUES 

Input fields (attributes) are chest pain type, blood pressure, 
cholesterol, resting blood sugar, resting maximum heart rate, 
gender and age. The output field refers to the presence of heart 
disease in the patient. It is integer value from 0 (no presence) 
to 4 (distinguish presence (values 1, 2, 3 and 4)); increasing 
value shows increasing heart disease risk. In this study we 
give for every input own parameters. Regarding the blood, we 
can use systolic blood pressure. In this dataset, fields are 
divided to some sections and each section has a separate 
value. For example, in this dataset, gender has two section 
(1=male and 0=female), chest pain has 4 parameters 
(1=typical angina, 2=atypical angina, 3=non-angina pain and 
4=asymptomatic), resting blood sugar has 2 parameters 
(0=false and 1=true) and it is true and 2=Hypertrophy. The 
result of study depends on parameters of inputs and how we 
define the boundaries of the parameters. 

V. FUZZY EXPERT SYSTEM DESIGN

For finding solutions to issues of uncertain fuzzy system is 
the perfect tool. Accordingly, for analysis and determination 
of risk of diseases of fuzzy logic [6] is the appropriate tool. 
First design a fuzzy expert system is the definition of input 

and output variables. After need to determine membership 
function of all variables. Second, we introduce output variable 
with its membership functions. The following section, we 
show the rules of the system. The input variable are: 

1) Chest pain: This input variable includes 4 types of
chest pain. We determined the value in this system for each 
type chest pain, those values which we use to create the 
system. Each type of chest pain is a fuzzy set. Types of chest 
pain with their values showed the following. 

1=typical angina  
2=atypical angina  
3=non-anginal pain 
4=asymptomatic 
2) Blood Pressure: Different values of blood pressure

change the result easily. This variable input divided 4 fuzzy 
sets. Fuzzy sets "Low", "Medium", "High" and "Very high". 
The membership functions "Lоw" and "Very high" sets are 
trapezoidal and membership functions of "medium" and 
"high" sets are triangular. We defined fuzzy membership 
expressions for the input fields blood pressure Thеsе fuzzy 
sеts are shown in Fig. 1. The structure of functions of the field 
of blood pressure are shown in Fig. 2. 

Fig. 1. Classification of Blood Pressure 

Fig. 2. Membership function of Blood pressure 

3) Cholesterol: Cholesterol can influence tо the result and
can change. And for this input field, we use the value of low 
density lipoprotein (LDL) cholesterol. Cholesterol field has 4 
fuzzy sets (Low, Medium, High and Very high). On Fig. 3 
showed Classification of cholesterol and on Fig. 4 we can see 
Membership function. 

Fig. 3. Classification of Cholesterol 
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Fig. 4. Membership function of Cholestorole 

4) Blood Sugar (Diabetes): Blood sugar field is one of the 
most important 
factors in this system that changes the result. This input field 
has just one fuzzy 
set. In this system, we have defined that if the mount value of 
blood sugar is higher 
than 120 (>120) then man has blood sugar. Figure 5 shows the 
membership 
function of blood sugar. Membership function of this fuzzy set 
is trapezoidal. 

 
Fig. 5. Membership of Blood Sugar 

5) Maximum Heart Rate: The Value of this input 
field is a maximum heart rate of the person within 24 hours. 
With increasing age in humans, high heart 
rate during 24 hours is reduced. In this area, we have 3 
variables (fuzzy sets) (low, medium and high). In Fig 6 we 
defined these fuzzy sets. The membership functions "Low" 
and "High" fuzzy sets are trapezoidal and membership 
function of "Medium" fuzzy set is triangular that will be 
shown in Fig 7 

 
Fig. 6. Classification of Heart Rate 

 
Fig. 7. Membership function of Heart Rate 

6) Gender: This input field has only 2 values (0, 1) and sets 
(Female, Male). If value is 0, means that patient is male and if 
value is 1, means that patient is female. 

7) Age: This input field divides into 4 fuzzy sets (Young, 
Mild, Old, Very old). These fuzzy sets with their ranges will 
be shown in Fig 8. Membership functions of “Young” and 
Very old" are trapezoidal and membership functions of “Mild” 
and “Old” are triangular. This function showed in Fig. 9 

 
Fig. 8. Classification of Age 

 

 
Fig. 9. Membership function of Age 

Output Variable: The "goal" field refers to the presence of 
heart disease in the patient. It is integer value from 0 (no 
presence) to 4. By increasing of integer value, heart disease 
risk increases in patient. In this system, we have considered a 
different output variable, which divides to 5 fuzzy sets 
(Healthy, Sick (s1), Sick (s2), Sick (s3), sick (s4)). Fig. 10 
shows these fuzzy sets with their ranges. Membership 
functions of “Healthy” & “Sick (s4)” fuzzy sets are 
trapezoidal and membership functions of “Sick (s1)”, “Sick 
(s2)” and “Sick (s3)” are triangular. These membership 
functions will be shown in Fig. 11. 
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Fig. 10. Classification of Results 

 

 
Fig. 11. Membership of Results 

 

VI. CONCLUSION 
On this paper we studied how to apply Fizzy logic 

concepts to one of the most popular problem in health care 
and solve this problem by creating the fuzzy expert systems.  
Fuzzy Expert System was design by knowledge of real expert 
(doctor), every input and input’s parameter was created based 
on professional knowledge. This system can assist the 
physicians in making decision, reduce time for determine 
disease and can help to avoid the faults. 
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Abstract—Sound of the heart is the basic biomedical 
information utilized for diagnosis by medical doctors in heart 
diseases. These sounds show differences according to different 
pathological characteristics. Extra systole sounds, which mean 
extra heartbeat, can be perceived as throbbing by people. 
Occurrence of these sounds in certain age groups may be the 
indication of tachycardia. In this study, effect of Butterworth, 
Chebyshev and Elliptic filters on classification results for noise 
removal in extra systole specific sounds in heart sound database 
is analyzed. The filters chosen and other methods are paid 
attention to be faster because the application developed for this 
aim will be used on mobile devices. Db5 type wavelet 
transformation method has been used to gain less as feature set. 
Support vector machine has been used to classify. According to 
the results gained, the fastest filter for noise removal in extra 
systole specific heart sounds is Butterworth and the filter that 
gives the best classification results is Elliptic filter.  

Keywords— filter selection, phonocardiogram, extrasystole, 
classification, mobile, heart sound 

I.  INTRODUCTION 
The heart is divided into four cubbies. The upper cubby is 

called atrium and lower cubby are called ventricle. The heart 
muscles squeeze blood from cubby to cubby. At each squeeze, 
the heart valves open to allow blood move backward. Thereby, 
the valves keep blood moving as adequately as possible 
through the heart and out to the body [1]. Acoustic vibrations 
occurred as a result of these mechanical movements of the 
heart forms heart sounds (HS). Listening to these sounds 
(Auscultation) is one of the basic medical knowledge used by 
medical doctors for diagnosis of heart diseases. The recorded 
forms of the sounds occurred as a result of these movements 
are called phonocardiogram (PCG) signals. Diagnosis of heart 
diseases are performed by analysis of the sound signs that 
belongs to the heart by expert doctors. Early diagnosis and fast 
recognition of heart diseases is of vital importance for 
treatment and early intervention. Therefore, besides heart 
diseases, it is very important to gain fast the general 
information (blood pressure, heartbeat speed, pulse, rhythm, 
etc.) of a patient having a heart disease in urgent delivery to the 
hospital. Because of this, biomedical devices processing heart 
sound should use fast signal processing methods [2]. Mobile 
devices in communication and information systems have 
additional hardware features like integrated camera, heat 
sensor, balance sensor, GPS, gravity sensor, integrated 
microphone, integrated speaker, integrated compass, 

fingerprint reader. Mobile computers have widespread usage 
more than they used to have, because they are small enough to 
be easily portable and they have features mentioned above. In 
spite of benefits mentioned above, mobile computers do not 
have high-speed processors, memory and graphic card as 
desktops or laptops have. Mobile devices mostly have low 
processor clock frequency, memory and graphic card capacities 
and limited batteries. The applications that will operate on 
mobile devices should be developed according to these 
characteristics. Thus, to classify heart sounds recorded by 
mobile devices effectively, least amount of data that can 
represent heart sounds and the fastest methods should be used. 
So, limited batteries of mobile devices will be used effectively 
with low memory and processor usage by utilizing less data 
and faster methods.  

Before classification of heart sound signs, attributes belong 
to the sound should be attained [3]. The structure and gaining 
methods of these attributes affect classification result directly. 
Removal of noise, interference, respiration sound, movement 
sound, ambient sound, etc. besides heart sound from HS 
provides gaining of attributes belong to HS in higher accuracy. 
It also provides representation of sign by less data when the 
specific frequency information is removed from the sign, thus 
providing faster sign processing procedure. 

These systems that can be used by both doctors and patients 
will be effective in gaining of data belong to heart both by 
doctors and patients in general. An average user will have the 
chance to get a pre-diagnosis for his/her disease maybe not 
going to hospital by sharing his/her heart sound that he/she 
listens by microphone of the mobile device. It will be also 
possible to make necessary preparations and pre-diagnosis for 
diagnosis and treatment in the hospital by transferring data of 
the heart of a patient having an urgent heart disease to the 
hospital database gained by mobile devices. 

Among the recent studies with artificial intelligence 
methods through classification of heart diseases are noise 
removal with different methods from heart sounds with 
different pathological characteristics, gaining of attribute 
values and performing of frequency analysis [3, 4]. Fourier 
transforms and wavelet transforms are the mostly used methods 
among those methods respectively [5-10]. In studies aiming 
classification, methods like plexus in different models, 
different seed methods and support vector machines, Hilbert-
Huang transform are used [2, 11-14]. 
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II. MATERIALS

Heart sounds result from the vibrations of heart valves 
between auricle and ventricle. A normal heart sound is like the 
sounds “lub dub, lub dub” sounds. In medicine, “lub” is named 
as S1 sound while “dub” sound is called as the S2 sound.  
Every “lub dub” sound is one beat [15]. Normal heart can have 
60 - 100 beats in a minute. In Fig. 1, normal heart sound, S1, 
S2 parts sound design are shown. 

 

Fig. 1 Normal heart sound S1, S2 sections 

Range between inception of S1 and S2 sounds are called as 
systole. Inception of   S2    sound and starting of the S1 sound 
again is called as diastole.  Systole sounds in a normal heart 
follow the diastole between every beat. This situation is shown 
in Fig. 1.  Extra systole range, which is one of the heart sounds 
in an abnormal heart, is the event of hearing the S1 sound after 
the S1 sound or   hearing S2 again instead of S1 after the S2. 
Extra systole heart sounds include sound design of “lub-lub   
dub” or “lub dub-dub” series. Heart records half beat in this 
way. This situation is shown in Fig. 2. 

 

Fig. 2 Heart sound with extrasystole pattern 

A. Extra systoles rate of incidence in Humans 
Atrial extra systoles are frequently seen in 60% of healthy 

adults connected to a 24 hour Holter monitor. According to 
Framingham heart studies, 1-2 extra beat were observed in 
33% of people who have no heart disease.  In those with 
cardiovascular disease it raised to 54%. Ventricular extra 
systoles are very rare in little children. However, ventricular 
extra systoles were observed in 41% of healthy youth who are 
between the age of 14 and 16, in 50-60% of healthy adults, and 
finally 84% of people who are 70 [16]. Ventricular extra beats 
are very frequent in people with hypertension, hypertrophy 
depending on sports and other reason, in cardiomyopathy 
disease, mitral valve prolapse disease, and valvular heart 
disease, cardiovascular disease. Extrasystole which is identified 
as early or extra beat of heart is the most frequent incident seen 
in irregular beats resulting from ventricles and heart valves. 
Extrasystole heart sounds can be seen in a healthy person. 
Extrasystole heart sounds are   associated with existence of 
symptom of a disease in cases that it often happens. If the 
frequency is above a definite value of age, it speeds up 
tachycardia heart disease [17].  Thus, extrasystole heart sounds 
must be taken seriously into consideration. In this study there 
are four types of heart sounds including 320 normal, 95 
murmured, 46 with extrasystole pattern, and 195 unlabeled 

ones. These sounds were recorded by using Digiscope 
numbered stethoscope [18].  

III. METHOD 
Hearty sounds must be normalized before extraction of the 

noise. The noises were normalized with the statement in (1) 
[19]. 

 
(1) 

A. Filtering 
Filtering process in biomedical systems are usually 

performed by numerical filters. Numerical filtering is described 
as gaining required frequency values according to the 
separation characteristics of required filter to improve the sign 
for intended use [20, 21]. In this study, Butterworth, 
Chebyshev and Elliptic numerical filters which are widely used 
for filtering processes are used.  Cardiac information in heart 
sounds includes low frequency ingredients. Generally, heart 
sounds have 10-500 Hz frequency range [26]. A normal   S1 
sound is in frequency of 70 -150 milliseconds and 25-45 hertz. 
A Normal   S2   sound is nearly between 60 - 120 milliseconds 
and with 50 hertz [27]. During auscultation with an electronic 
stethoscope, sounds such as lung sound, rhonchus sound, body 
movement, and even environmental sounds mixed with heart 
sound make noise. If these noises aren’t extracted from heart 
sounds accuracy of features belonging to these sounds can be 
affected [28]. In this case, it is not expected to have correct 
results from this classification. It is noticed by Butterworth and 
Chebyshev are the best, fastest, and simple filters for extraction 
of noises from heart sounds [4, 29]. With the same level ad 
values, Butterworth, Chebyshev and Elliptic filters within 
MATLAB™ program were applied to some heart sounds 
having feature of extra systole in heart sounds data base. 
Uptimes are shown in Fig. 3.  

 

Fig. 3 Uptimes of the  filters 

Another feature in selection of filter for extraction is SNR 
(Signal-Noise-Ratio).  This value is described in dB and its 
high level indicates the success of filter in noise extraction. 
When these filters were applied to the heart sounds in database, 
it was seen that the most approximate and the fastest filters for 
uptimes are Butterworth and Chebyshev. As seen in Fig. 4, the 
Elliptic filter has the best SNR. 
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Fig. 4 SNR values of filters 

B. Classification 
1) Support Vector Machines: SVM can be defined as 

separation of data on the same plane belonging to different 
classes thanks to bound line formed by linear equation [30]. 
SVM is a core based learning approach giving fast and correct 
results in such issues; linear and nonlinear classification, 
regression analysis, identification of outlier, function and 
density estimation. It is especially used in classification 
problems when patterns between variances of data to be 
classified in data mining are not known [31]. In SVM, training 
data is in (2) when n dual dimensioned, and classed data set is 
considered as in (2). 

 (2) 

In (2)      resembles d-dimensioned features vector, 
vector symbolizes class labels.  For dual dimensioned  

,
 

numbered input data     and   . Support 
vectors, in condition that x point 
is

,
, identified in (3) 

as differentiation or decision function.    in (3) is a constant 
number symbolizing bias value. 

 
(3) 

 
Fig. 5 Best separator plane selection 

According to (3) separative striped line presented in Fig. 5 
can be defined in (4). 

 (4) 

Canonical upper hyper planes are described as; 

D1 =  (5) 
D2 =  (6) 

Lett   symbolizes weight vector in (5),(6), distance of   x1  
point to upper plane on D1 line , and distance of x2  on  D2  
line to upper lane   in turn  symbolizes in class 1 and 2 
distance of samples closest to upper plane to upper plane  M 
(margin) = 

p
  is accepted as differentiation value [32].  

M can be defined geometrically as in (7); 

 
(7) 

SVM aims to find an upper plane to take differentiation 
value M on countless number of upper planes to the highest 
level [33]. It is called as Interval Maximization.  In order to 
maximize M it is necessary to minimize .  When applying 
SVM to the problems that cannot be separated completely as 
linear -with the help of function of kernel- data is moved to a 
higher dimension and a space where it can be separated 
linearly. It is preferable that the classification is held in this 
new space. This high dimensional space is called the defining 
quality space. In order to leave out the features of classification 
in the original data, the function of mapping  which is 
not linear, should be used. This function of mapping is a stable 
function that allows the transformation of xs to 

p g
 in data. 

This situation is shown in Fig. 6. 

 

Fig. 6 Moving data which can not separate as linear to feature space by 
mapping function 

The function of  that moves the samples to a different 
quality space is defined as; 

 

While  vector, which forms the vector of input, consists of 
 value, and 

,
 vector, which forms the quality space, 

consists of  value. After inputs have moved to the 
defining quality space, the training of linear classification is 
done in order to find out the maximum range (margin). The 
training algorithm of SVM is only related to inner multiplying 
of data in H space. This multiplying is shown by K in (8) and 
called as the kernel function [34]. 

  =  (8) 

In the mapping of quality space via positive defined kernel 
functions, there is a linear separator [35]. In this direction the 
values of classification derived from data in testing phase is 
calculated through the chosen function in (9) [21]. 

 
(9) 
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IV. RESULTS AND DISCUSSION 

The fastest and the best methods should be chosen taking 
into account the limited hardware features of mobile devices 
after these methods are analyzed. Filters utilized are applied to 
heart sounds in the heart sound database [18] and the results 
gained for the filters at the same value and level are given in 
Fig. 7. 

 

Fig. 7 Frequecny and spectrogram analysis of Noisy heart sound (left)  and,  
noiseless heart sound (rigth) 

Wavelet transform is applied to gain attribute that belongs 
to heart sounds gained after the usage of filters. db5 
(daubechies 5. level) type fifth level wavelet approximation 
coefficients (a5) attained with the developed mobile 
application. Calculated wavelet coefficients are transformed 
into the data in Table-1 to be used as training data. In Table-1, 
first value in every line is mean of wavelet transform values of 
heart sounds while second value is variance and the last one is 
class label. 

TABLE I.  TRAIN DATA FILE INFORMATION (SPECIFIC SECTION) 

Mean Variance Class 
0.032719350 0.064847712 E 
0.035215709 0.040964317 E 
0.017195715 0.006889646 E 
-0.026257453 0.114419844 E 
0.031954579 0.036022337 E 
-0.002094549 0.000732152 N 
0.000400911 0.000487900 N 
-0.015545786 0.043945478 N 
0.002552997 0.003975180 N 

E: Extrasystole N: Normal 

 Uusing descriptions in Table-2, certainty, accuracy 
and precision values are calculated in compliance with the 
classification results. 

TABLE II.  CALCULATION OF PERFORMANCE ANALYSIS 

 Real Status 
Positive Negative 

Predicted 
Status 

Positive True Positive (TP) False Positive (FP) 

Negative False Negative (FN) True Negative (TN) 

If sample class label and class data was found positive after 
the calculation, it is defined as true positive (TP) and when 
sample class label is positive but class data is found as negative 
it is called as false- negative (FN). When sample class label is 
negative and class data was found negative it is called as true – 
negative. Finally, if when sample class label is negative but 
class data was found positive, it is then called as false positive 
(FP). Confusion matrix [36] according to classification results 
is given in Table-3. Performance analysis values calculated in 
this way with values are given in Table-3.  

TABLE III.  CONFUSION MATRIX 

Filter Type Classified Heart Sound 
 Classes E N A B C 

Butterworth 
E 6 9 15 40 9 
N 8 7 15 53.33 8 
 14 16 30  17 

Chebyshev 
E 10 5 15 66.66 5 
N 4 11 15 73.33 4 
 14 16 30  9 

Elliptic 
E 12 3 15 80 3 
N 4 11 15 73.33 4 
 16 14 30  7 

 E: Extrsystole N: Normal  

A = Line Total, B = Classification accuracy of every class 
in percentage, C = Number of heart sounds which are in x class 
in reference data but detected that it is not in that class after 
classification. Necessary calculation of certainty (P(c)), 
sensitiveness (P(s)), accuracy (P(a)) values used in analysis of 
classification performance can be solved via (10), (11), (12) 
with the use of definitions provided in Table-2.  

 P(c) = TN / (TN + FP) (10) 
P(s) = TP / (TP + FN) (11) 
P(a) = (TP + TN)/N (12) 

Certainty value determines in which ratio normal heart 
sound data could be separated from extra systole pattern heart 
sound data. Precision value determines in which level of 
success the extra systole pattern heart sounds could be guessed. 

TABLE IV.  VALUES OF PERFORMANCE ANALYSIS 

Filter Type Certainty Sensitiveness Accuracy 
Butterworth 0,4375 0,4285 0,43 
Chebyshev 0,6875 0,7142 0,70 

Elliptic 0,7857 0,75 0,76 

When classification success of the mobile application is 
calculated by use of confusion matrix in Table-3, the value is 
found as ((10+11)/30) * 100= 70% is found using Chebyshev 
filter and ((12+11)/30) * 100= 76.66% is found using Elliptic 
filter according to Table-3. In another study made on the same 
heart sound database [10], extra systole heart sounds were 
calculated as accuracy of 16.67%, while classification by the 
developed mobile application was calculated as accuracy of 
40% at minimum and 80% at maximum. In Fig. 7, it is 
observed that Chebyshev and Elliptic filters are more 
successful in extraction of noise. Also in Fig. 7 noise extraction 
was shown with red arrow mark. In Table-3 and 4 it is 
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observed that Elliptic filter is the best filter type to classify of 
extra systole heart sound.  

V. CONCLUSION 

Noise removal step of sound is too important that beginning 
step of classification studies on heart sound with the purpose of 
early diagnosis of heart diseases. In this study, different 
filtering method is applied for same heart sound data set and 
classification method in an attempt to emphasise important of 
filtering step of heart sound, to offer an insight into studies 
after now in this area. For example, it is mentioned that the 
best, the fastest and the simplest filters to remove the noises in 
the heart sounds are Butterworth and Chebyshev [4, 29, 37]. In 
this study, to classify heart sounds on mobile devices with 
SVM it is observed that the fast filter is Butterworth and the 
filter having the best effect on classification result is elliptic 
filter. According to this result and if we take other studies into 
consideration, the effect of the filters which are used in 
classification process may show differences according to the 
data set that is applied to the filter. 
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Abstract - The article is devoted to computer molecular design 
of new drugs of sulfa group based on immune network modeling 
of the structure-activity relationship. There are considered 
sulfonamides with different durations of action. Developed a 
systematic approach to the treatment of chemical structural 
information based on artificial immune systems and ontological 
models. Ontological model are created in ontology editor Protégé. 

Index Terms—Drag design, sulfanilamide, immune network 
modeling, ontological approach, prediction of dependence 
“structure –property”.  

I. INTRODUCTION  
Nowadays is relevant the development of innovative 

approaches for computer molecular design of new drugs with 
desired properties using the latest computer technology, 
modern information technologies and different methods of 
artificial intelligence [1]. The high relevance of this problem to 
pharmacology is determined by huge financial costs and long 
duration of studies necessary for the identification of new 
chemical compounds with the desired pharmacological activity 
[2]. 

The number of structures of chemical compounds is about 
60 million. [3, 4], the number of virtual computer generated 
molecules is almost one billion, the number of potential targets 
is around two million [5]. Obviously, the experimental testing 
of chemical compounds is not possible [6-8]. Therefore, the 
creation of effective methods of quantitative and qualitative 
analysis of structural relations for the study of properties of 
new chemical compounds and computer modeling of molecular 
structures with a given set of characteristics - are among the 
most important problems of bioinformatics and 
cheminformatics. 

To describe the structure of chemical compounds there was 
used a descriptor approach. Molecular descriptors are 
parameters [9], characterizing physical, chemical and 
biological properties of the substance. There were studied more 
than 3000 descriptors and the most important task is to look for 
informative descriptors to describe the chemical structure of 
the test chemical substance.  

II. INTELLIGENT METHODS FOR PREDICTING THE DEPENDENCE 
OF THE STRUCTURE – ACTIVITY RELATIONSHIP AND 

ONTOLOGICAL APPROACH 
There are actively developed intelligent approaches of 

QSAR (quantitative structure-activity relationship of chemical 
compounds) based on artificial neural networks, genetic 
algorithms, swarm intelligence algorithms, artificial immune 
systems. 

There were well established neural networks. In work [10] 
the QSAR models and the QSPR models (Quantitative 
Structure-Property Relationships) are used to describe 
forecasting of a particular compound based on artificial neural 
networks. In work [11], there are given the researches in the 
field of quantitative relationships between molecular structures 
and activities of the sets CCR5 of derived inhibitors using two 
effective methods of non-linear regression and radial basis 
function of neural networks to evaluate the quantitative 
structure-property/activity relationships of test compounds. 
There was given an analysis of input data of the non-linear 
models by the method of principal components. Experimental 
and calculated molecular activity indicators for developing new 
derivatives of inhibitors with high activity and low side-effects, 
used during the model development stage, showed good 
correlation, whereby authors developed the PC-RBFNNs 
QSAR model to calculate the inhibitory activity of some of the 
compounds. 

Together with neural networks there are widely used 
genetic algorithms as the optimization algorithm to create 
drugs. In work [12], there is presented a genetic algorithm for 
the preparation of medicaments using QSAR model based on 
Bayesian regularized genetic algorithm (Bayesian-regularized 
genetic neural networks, BRGNN) and genetic algorithm based 
on support vectors method. 

Also, along with genetic algorithms and neural networks 
there is used a swarm intelligence for the studying "structure-
property/activity" relationships of chemical compounds. Due to 
the fact that the selection of the most informative variables in 
modeling of QSAR/QSPR is an important task therefore the 
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work [13] presents a modified swarm optimization method 
based on multiple linear regression to select a small subset of 
descriptors. 

For the development of new drug compounds there is 
applied a prospectively biological approach - artificial immune 
system (AIS). The term artificial immune system refers to 
information technology, using the theoretical immunology 
concepts for various applications [14]. Artificial immune 
systems have the following advantages: memory, learning, 
distribution, self-organization and a high degree of parallelism. 
Currently, there were formed three major directions in the AIS 
[15], based on the theory of adverse selection; clonal selection; 
theory of the immune network. In work [16] there is shown a 
detailed theoretical analysis of the main types of AIS 
algorithms, presented simple examples of the use of these 
algorithms. 

With the use of the data of AIS approaches [17], which use 
behavioral mechanisms of the human immune system in the 
process of protecting the body from external factors (pathogens 
and antigens), there were developed a large number of different 
methods of multivariate data analysis, image recognition, 
optimization, etc. Article [18] is devoted to the development of 
an artificial immune network for multi-site optimization. In 
work [19] there is developed a multi-site multi-population 
artificial immune network for double clustering. The feature of 
this algorithm is to return several sets of equivalent solutions as 
opposed to a single set of solutions.  

With the ability to learn, integrate and synthesize large 
amounts of disparate information, AIS can be used to predict 
the properties of unknown compounds when analytical view 
of the relationship between structure and properties of 
chemicals is unknown [20]. AIS approach allows modeling 
the relationship "structure - property/activity" taking into 
account their non-linear character. 

The interdisciplinary nature of QSAR studies affects 
different areas of knowledge: pharmacology, bioinformatics, 
molecular biology, chemometrics, statistical analysis, 
cheminformatics, system analysis, pharmacodynamics, 
information theory, etc. Therefore, solving the problem of 
processing of chemical structural information it is 
prospectively to use the system analysis and ontological 
models to combine a variety of interdisciplinary approaches 
and for understanding of problems from different perspectives. 
 Recently, ontology - based development of intelligent 
prediction systems is an extremely urgent task. The use of 
ontologies in the processing of the chemical structural 
information and the creation of intellectual information system 
on their basis allows structuring the input and outputting data, 
to reduce the complexity of creating and maintaining of 
programs.  
 Researches [21] are devoted to the consideration of 
artificial immune systems, as key features and characteristics 
of biological immune system for solving a number of 
problems. There were described some approaches for 
modeling of biological and artificial immune systems. The 
article discusses the possibility of using the language OWL 
(Ontology Web Language) for modeling artificial immune 

systems in ontology editor Protégé. The work [22] deals with 
the modeling of the immune system and with the important 
role in understanding the computational aspects, because most 
of the existing models of artificial immune systems are 
developed for specific applications and have their advantages 
and disadvantages. This article presents a model of AIS based 
on ontology, which combines several models of AIS and 
algorithms. This model has the exact semantic, general 
knowledge understandable to the computer. Under the 
leadership of AIS the ontologies can be created and can 
dynamically develop more effective AIS models. 

Difficulty of immune network modeling technology is that 
the implementation of the technological chain is possible by 
different ways, depending on the available data, the 
formulation of the problem and the available conditions for 
the realization of the task. Using multialgorithmic approach 
[23], in which different artificial intelligence approaches can 
be employed, the classical methods of multivariate data 
processing (factor analysis, support vector method, etc.), the 
modularity of the developed software - all of this require the 
use of the advantages of the ontologies during the creation a 
component - oriented software [24], implementing the 
intelligent forecasting technology based on "structure - 
property/activity" relationships to create new drugs based on 
the approach of artificial immune system [25]. 

III. PROBLEM STATEMENT 
Statement of the problem is formulated as follows: it is 

necessary to develop an integrated ontological model (OWL 
model) of immune network technology of chemical structural 
information data processing based on AIS for computer 
molecular design of new drugs sulfonamides. 
 Development of theoretical bases of immune network 
modeling using the ontological approach is an extremely 
important task, which will allow on the basis of in-depth 
analysis of the various ontological models of AIS to create a 
more efficient computational algorithms of AIS and will 
significantly simplify the process of creating a component - 
oriented software for the implementation of intelligent 
technology of chemical compounds activity forecasting. 
 As a tool for the development of an integrated model for 
the processing of chemical information based on immune 
network technology there was selected ontology editor 
Protégé.  

IV. IMMUNE NETWORK MODELING TECHNOLOGY TO PREDICT 
DEPENDENCE OF THE STRUCTURE-ACTIVITY OF SULFONAMIDES 
 Sulfa drugs are drugs containing a sulfamide group and, in 
most cases, benzosulfamida derivatives [26]. These substances 
belong to the means of broad antibacterial spectrum of action. 
They were the first chemotherapeutic antibacterial agents and 
have been successfully used in a number of diseases (malaria, 
toxoplasmosis and others.). This group of antibiotics 
suppresses the vital activity of staphylococci (norsulfazol, 
sulfazol), streptococci (streptocid), meningococcus, Neisseria 
gonorrhoeae, they are used against intestinal and many other 
bacteria and viruses. Sulfonamides possess bacteriostatic 
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properties, that is, do not destroy but inhibit the multiplication 
of microorganisms. The advent of antibiotics, including 
penicillin, reduced the use of sulfonamides, but due to the 
complications of allergic reactions of patients to various 
antibiotics and getting used to them after repeated application 
there was actual of the development of new drug compounds 
of sulfa group. Sulfonamides are still successfully used in the 
treatment of many diseases, such as pyelonephritis, etc.
 Sulfonamides can be classified by duration of action as 
follows: short-acting (less than 10 hours); the average duration 
of action (10-24 hours); long-acting (24-48 hours); extremely 
long duration of action (more than 48 hours). Currently, of 
particular interest are sulfonamides of long and extremely long 
action. 
 Let’s consider immune network technology for predicting 
"structure - activity" relationship of sulfonamides drug 
compounds represented as an algorithm. 

Algorithm: 
1) Selecting chemical compounds for research. 
2) Description of the structure of the compounds based on 

descriptors and their classification. 
3) Preliminary data processing. 
4) Construction of the optimal model (time-series - 

standards, consisting of descriptors that describe the structure 
of the selected chemicals with the known properties). 

5) Training the artificial immune system and model 
analysis. 

6) Formation of matrices - images. 
7) Image recognition [14] based on the singular value 

decomposition of matrices (SVD). 
8) Assessment of the energy errors. 
9) Evaluation of the results of prediction of properties of 

unknown compounds. 
10) Selection of compound candidates in the sulfa drug 

group for further research. 
Intelligent technology based on immune network modeling 

has several advantages: 
- The ability of a deep analysis of the hidden (latent) 

relationships between the descriptors and the underlying 
factors that affect them; 

- recognition of chemical compounds present at the 
boundary of nonlinear split classes (with similar structures); 

- the use of multialgorithmic approach (factor analysis, 
neural networks, etc.) in the construction of the optimal 
immune network model; 

- reduction of time for training the immune network by 
constructing an optimal immune network model and reduction 
of descriptors carrying significant errors [27]; 

- modular structure of AIS and the ability to expand and 
reconstruction; 

- parallelization of algorithms of service procedures, and 
work in real time; 

- a systematic approach to the unification of best practices 
in biomedicine and pharmacology, computer technology, the 
latest achievements of artificial intelligence with the use of an 
ontological approach and with the use of modern data base of 
chemical information. 

V. DEVELOPMENT OF INTEGRATED OWL MODEL IN 
ONTOLOGY EDITOR  PROTÉGÉ  

Integrated ontological model AIS_Technology includes 
three different models: 

- the ontological model of the pre-treatment data 
processing  AIS_Preprocessing_Data. 

- the ontological model of image recognition based on 
artificial immune systems AIS_Image_Recognition. 

- assessment of the energy error based on homologous 
proteins AIS_Estimation_energy_error. 

As an example, let’s consider the ontological model 
AIS_Preprocessing_Data of chemical structural information 
pre-treatment. 

There is used the Protégé ontology editor, which allows to 
design the ontology, expand the taxonomic structure of the 
abstract or concrete classes and slots. The ontology structure 
corresponds to the classical directory structure. Protégé can 
generate examples of classes and subclasses. A key objective 
in the design of the ontology in the editor Protégé is the 
distribution of classes in taxonomy. Basic concepts of 
chemical pretreatment of information according to immune 
network technology of data processing within 
AIS_Technology ontology will be the objects of ontology in 
the form of classes. Ontology development begins from the 
most general terms, and then proceeds to the following 
detalization and structurization. 

In the software product Protégé the root of taxonomic tree 
is a class THING in which there is the whole set of concepts 
of the ontology. Figure 1 shows the enlarged hierarchical 
structure of the ontological model of the chemical information 
pretreatment, which consists of the following classes: DATA, 
INPUT_DATA, OUTPUT_DATA and subclasses: Chemical 
Data, Molecular_descriptors etc. 

 

Input Data

Chemical information

Molecular 
Descriptors

Database 
forming

Fig.1. The enlarged hierarchical structure of ontology classes 
AIS_Preprocessing_Data 

 
Preliminary data processing includes a description of the 

chemical information in the form of descriptors, quality 
control of the initial information, during which there are 
verified the completeness and accuracy of the descriptors, is 
carried out normalization, filling the missing data in different 
ways, as well as the selection of informative descriptors based 
on intellectual and statistical approaches (reduction of 
uninformative descriptors). 
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Figure 2 shows a fragment of the taxonomy of the 
ontology classes AIS_Preprocessing_Data.  

Verification of the
 data quality

Filling of the Missing Data
Data normalization  

Reduction of the 
uninformative descriptors  

Fig. 2.  A fragment of the taxonomy of the ontology classes 
AIS_Preprocessing_Datа 

 
Then there is a detalization of the subclasses and 

visualization of deployed taxonomy of classes. 
On the basis of the developed ontological models there is 

built an integrated OWL model of AIS presented in Figure 3. 
 

INTEGRATED  OWL MODEL OF THE AIS

Multialgorithmic approach 
for the isolation of the 

informative descriptors

- Neural networks;
- Genetic algorithms;
- Swarm intelligence;
- Factor analysis;
- Support Vector Machine;
-  Random Forest and etc. 

Singular decomposition of the 
matrices

232
234

236
238

240
242

244

150

155

160

165

170
230

232

234

236

238

240
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W1

W2 W3

Estimation of the prediction 
risk by homology

 
Fig. 3. An integrated OWL model of AIS 

 
 Development of component-oriented software using the 
integrated ontological model allows structuring of input and 
output data, to take into account the peculiarities of 
functioning and relationships, save time and computing 
resources.  

VI. CONCLUSION 
Thus, the creation and application of intelligent technology 

of immune network modeling based on a systematic approach 
and ontological models gives the ability for more targeted 
synthesis of medicinal compounds of sulfa group, having the 
necessary specified pharmacological activity, brings together 
different approaches to solving this problem, facilitates the 

creation of software and reduces the cost of new drugs 
development. 
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Abstract — The paper deals with generation of new hybrid 
algorithms based on the bioinspired search methods. Subsystem 
architecture involves a data management module and a module 
of automation of new search procedures generation. This module 
is found on genetic search and genetic programming 
mechanisms. The authors suggest a new approach for description 
of the data structure based on the XML. As a result it was 
developed an executable algorithm for optimization problems 
solving. 

Index Terms — bioinspired search, genetic algorithm, atomic 
search procedure, optimization, XML. 

I. INTRODUCTION 
In the mid-1980s stochastic search methods based on nature 

phenomena were widely investigated to increase the 
effectiveness of optimization problems solution [1]. 
Bioinspired algorithms involve a parallel processing all 
alternative solutions and are an alternative to classical search 
methods that process only one solution. All bioinspired 
algorithms belong to the class of heuristic algorithms for which 
convergence to the global optimum is not proved theoretically 
but empirically established that a probability of optimal and 
quasioptimal solution is high. 

II. GENERAL TERMS OF BIOINSPIRED SEARCH THEORY 
The authors suggest to use the term “agent” as a general 

name of population elements. In different bioinspired 
algorithms agents are represented by chromosomes, ants, 
bacteria, bees etc. A set of agents is a population. 

To generate an initial population there are applied 
determine and random algorithms and agents cover all search 
space as far as possible. 

One of the main advantages of bioinspired algorithms is its 
module structure. This approach allows to obtain a lot of new 
versions of the algorithm by the development of new and 
modification of existing rules for initialization and generation 
of new agents. 

One of the key problems in developing bioinspired 
algorithms is a balance between algorithm convergence rate 
(intensification) and search diversification (diversity of agents).  
The high rate of convergence requires a decrease of agents 
diversity in a population, as well as diversification deals with 

more wide set of agents which cover all search space and has a 
great probability of finding a global solution [1, 2]. 
Diversification principle saves a diversity of agents in 
population during a great number of iteration of the bioinspired 
algorithm. 

Adaptation solves the problem of balance between a 
convergence rate and search width. Adaptation methods 
implement a regular changing of algorithms setting parameters 
so that is realized a serial transfer from diversification at initial 
steps of the bioinspired algorithm to intensification at final 
iterations. 

Today, a perspective means for bioinspired algorithm 
creation is a hybridization of bionic algorithms to obtain new 
structures increasing probability of global optimum finding by 
archiving of balance between intensification and diversification 
at different stage of hybrid search [1,3]. 

III. GENERATION OF BIOINSPIRED SEARCH PROCEDURE 
The general system structure of generation of bioinspired 

search procedure is shown on Fig. 1. 
In the Block #1 a decision-making person inputs 

standardized descriptions of initial hierarchical search 
mechanisms and atomic search procedures (ASP). Information 
about ASP saves in ASP database (ASPDB) and standardized 
descriptions used for generation of hierarchical search 
procedures. 

In the Block #2 on the basis of input data the system 
generates new hierarchical procedures and uses all ASP 
containing in ASPDB. At the third stage (Block #3) an 
obtained hierarchical search procedure is compiled. 

Input data here is results obtained in the Block #2 and 
Block #5 represented as a standardized description. In the 
Block #5 a decision-making person may denote a function for 
generation of initial encoding solution and an objective 
function calculate() [1, 4]. These functions are implemented 
with taking into account a given problem. Generation of initial 
encoding solution contains two stages: search of solutions and 
encoding of solutions [5]. Compilation module modifies 
information in XML-file into finite sequence of actions which 
executes in the Block #4. As a result we obtain an executive 
algorithm. 

The Block #4 is a module for estimation of obtained results. 
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Fig. 1. General system structure of generation of bioinspired search procedure. 
 
The Block #6 is responsible for output data. With the use of 

this module a decision making person may obtain information 
about generation of the algorithm, standardized description of 
obtained hierarchical mechanism, executive algorithm as a 
DLL and information about setting parameters which were 
used during the creation of new hierarchical mechanisms.  

The authors carried out an analysis of derived architecture 
and make a conclusion that for decision making person the 
most labor-intensive stage is an input of initial information. At 
this stage a decision making person need to developed 
optimization hierarchy, calculate theoretical estimation of 
effectiveness and represent an algorithm according with a 
standardized description. This information input one time and 
can be used and modified later within the developing system. 

The authors suggest a new optimization approach based on 
the hybridization of various ASP. Here ASP is an algorithm 
with unitized interface which returns one of several optimal or 
quasi-optimal solutions. The ASP interface (ASPintf) can be 
written as 

 
where id is an algorithm identifier, solution is an initial 
encoded solution, objectiveFunction is a attribute list (for 
example, a number of iteration). 

To obtain the effective hierarchical architecture based on 
the ASP a search hierarchy is describe by XML (2008) [6]. 

The authors suggest following instances in order to have an 
opportunity create sequential and parallel search procedures: 

flow – an instance describing global search procedure, subflow 
– an instance describing different processes within global 
search procedure. There are various interactions between 
instances. Parent interaction points at an instance which is a 
parent one for a current instance. A parent instance is an 
instance which initiates a current instance after the completion 
of it work. Correspondingly, child interaction points at an 
instance which is a child one for a current instance. 

An instance foreach can initiate several processes 
dynamically.  

Here is an example demonstrate the suggested description 
of hierarchical optimization procedures on the basis of a VLSI 
placement problem [6]. At the first stage it is used a bees 
algorithm (BA), then obtained quasi-optimal solution 
optimized by a genetic algorithm (GA). There are a function 
for generation of an initial encoded solution (initialSolution()) 
and function for objective function calculation (calculate()). 
Necessary parameters for the bees algorithm are a number of 
population (iteration = 100), a number of blocks (block = 10) 
and a number of bees (bees = 500). Necessary parameters for 
the genetic algorithm are a number of iteration (iteration = 50), 
a size of population (population = 100). Values of parameters 
are given as an example. Let us formalized algorithms 
according with the ASP interface and XML instances. 

The BA is written as: 
<search id=”beeAlgorithm”  
solution=”initialSolution()”  
objectiveFunction=”calculate()”  
attributesList=”iteration=100,block=10,bees=500” />. 
 
The GA is written as: 
<search id=”geneticAlgorith”  
solution=”result(beeAlgorith)”  
objectiveFunction=”calculate()”  
attributesList=”iteration=50,population=100”/>,  
 
Here result(beeAlgorithm) is a result of the BA. The XML-

description of the suggested algorithm, represented in Table 1, 
is as on Fig. 3. 

At this case an instance with an attribute 
parent="InitialPoint" is an instance 
<flowid="mainFlow" parent="InitialPoint" 
child = "beeAlgorithmFlow"> (lane 3, Table 1), where 
mainFlow is an identifier of global search space. 

This instance starts the process with beeAlgorithmFlow 
identifier. Within this process the ASP beeAlgorithm is 
implemented with predetermined parameters. After that it is 
performed the GA 
<subflow id = "geneticAlgorithmFlow" child = "geneticAlgorit
hm" parent = "beeAlgorithmFlow"> (line 19, Table 1) since 
corresponding process has the attribute 
parent ="beeAlgorithmFlow". The identifier mainFlow 
completes the GA and the flow. This event completes 
algorithms <end id="finishPoint" parent="mainFlow"/> (lane 
23, Table 1) because mark end id="finishPoint" is linked in the 
parent instance mainFlow(parent="mainFlow"). 
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TABLE 1. XML-DESCRIPTION  
1 <algorithm> 
2 <start id="InitialPoint"/> 
3 <flow id="  

mainFlow" parent="InitialPoint" 
child="beeAlgorithmFlow"> 

4 <subflow id="beeAlgorithmFlow" 
child="beeAlgorithm"> 

5 <search id="beeAlgorithm" solution="initialSolution()" 
objectiveFunction="calculate()" 
attributesList="iteration=100,block=10,bees=500"/> 

6 </subflow> 
7 <subflow id="geneticAlgorithmFlow" 

child="geneticAlgorithm" parent="beeAlgorithmFlow"> 
8 <search id="geneticAlgorith" 

solution="result(beeAlgorith)" 
objectiveFunction="calculate()" 
attributesList="iteration=50,population=100"/> 

9 </subflow> 
10 </flow> 
11 <end id="finishPoint" parent="mainFlow"/> 
12 </algorithm> 

 

Begin

beeAlgorithm

geneticAlgorith

End

beeAlgorithmFlow

geneticAlgorithmFlow

mainFlow

 
Fig. 2. Representation of XML-description 

IV. GENERATION OF HIERARCHICAL SEARCH PROCEDURES 
In general case automation of hierarchical search 

procedures generation contains following stages: 
1. Definition of a set of ASP (ai). At this stage a decision 

making person denote a set of ASP which includes in the finite 
optimization algorithm. 

2. Definition of function of optimization algorithm 
assessment ϴ(Q(F)), where F is a resulting optimization 
algorithm, Q is an assessment function (criterion) with known 
global and quasi-optimal solutions. 

Q Q  
where Q  is a known global or quasi-solution solution, 
Q  is the best solution obtained by developed GA. 
Obviously, for minimization problem if  a resulting 
algorithm is not effective in comparison with algorithm which 
obtain Q . 

3. Input of restrictions С(сi) (for example, time restrictions 
or specific restrictions). 

4. A view of solutions VIEW for optimization algorithm. In 
other words, it is necessary to define data structure. 

In the paper to simplify generation of hierarchical search 
procedure the authors suggest following assumptions: 

1. As an assessment function Q(F) uses scalar mathematical 
functions such as Ackley’s, Rastrigin’s and Schwefel’s 
functions etc. These functions are widely used in international 
scientific community for assessment quality of obtained 
optimization mechanisms. 

2. As a search mechanism for obtaining new optimization 
algorithm it is used genetic algorithm with modified genetic 
operators. The authors select the genetic algorithm because 
description of hierarchical search procedures can be written as 
a chromosome; a number of ASP in the algorithm do not 
exceed 10-15 elements; GA time complexity is not high for 
small number of input parameters; as a result there are obtained 
a set of alternative solutions which give an opportunity for a 
decision making person to choose the best algorithm. 

3. Solutions are represented as a numerical, binary and 
vector chromosome (VIEW) according to arguments of Q(F) 
function. 

To create new solution the authors developed new 
mechanisms for generation of hierarchical search procedures. 
They allow to represent standard descriptions as alternative 
solutions (chromosome). Developing encoding and decoding 
structure should correspond to following requirements: 

� encoding and decoding speed. Encoding/decoding 
algorithm time complexity should not exceed nlog(n) because 
the GA can process a lot of alternative solutions and each of 
which should be encoded at least one time for its estimation; 

� a data integrity. The encoding and decoding 
algorithm should be realized so as after sequential applying of 
encoding and decoding methods an initial solution is identical 
to resulting one; 

� a simplicity of encoded representation. Hierarchical 
search procedures should be encoded so as there is easy to 
make random changes (mutation operator) and unite two 
hierarchical search procedures (crossover operator). 

To create effective encoding/decoding mechanism the 
authors create to use elements of genetic programming theory. 
[10, 11]. Traditionally, any algorithm can be represented as a 
tree. Each tree node contains a function, each leave contains an 
operand. An expression represented as a tree can be read 
recursively [11, 12].  

In case of the given problem tree nodes are interpreted as a 
links between ASP and leaves – as ASP. To reduce a quantity 
of encoding information and simplification of genetic operators 
work the authors suggest a two-level encoding mechanism 
[13]. At the first level there is implemented a simplification 
procedure, but at the second level – encoding of simplify 
hierarchical search procedures. 

The simplification procedure consists in the following. The 
XML standard enjoins to apply additional instances for 
structuring of hierarchical search procedures. Such structure as 
algotithm, start, end, flow and subflow are necessary for the 
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XML document but superfluous for the algorithm of 
generation. So, in this work there are deleted superfluous data 
in terms of encoding. Let us consider an example presenting in 
Table 1. After the simplification the description is written as 
shown in Table 2. 
 
TABLE 2. XML-DESCRIPTION 

<search id="beeAlgorithm" 
solution="initialSolution()" 
objectiveFunction="calculate()" 
attributesList="iteration=100,block=10,bees=500"/> 

<search id="geneticAlgorith" 
solution="result(beeAlgorith)" 
objectiveFunction="calculate()" 
attributesList="iteration=50,population=100"/> 

 
According to the results of Table 2, representation of 

hierarchical search procedures as a tree is shown in Fig. 3.  
In Fig. 3 the vertex S points at relations between 

algorithms. Let introduce two types of relations: S – sequential 
and P – parallel. Note, relations are not commutative, hence, an 
order of operands is importance. As for the example, the 
beeAlgoritm is initial data for the geneticAlgorithm. 

S

geneticAlgorithmbeeAlgorithm

 
Fig. 3. Representation of simplify hierarchical search 

procedures as a tree 
 

As a data structure in the chromosome it is suggested to use 
a Reverse Polish Notation (RPN). The RPN is a notation 
expression in which operands are located before operators. 
Here, an operand is ASP, an operator is a relation between 
ASP.  

V. GENETIC ALGORITHM FOR GENERATION OF HIERARCHICAL 
SEARCH PROCEDURES. 

To generate hierarchical optimization algorithm the authors 
suggest to use a modified genetic algorithm [5, 7]. As an input 
data it is used developed hierarchical structures. The main goal 
of automated generation is automated creation of new 
multilevel search mechanisms by crossing existing results, and 
estimation of its running time and solution quality thanks to 
new algorithms for finding a global optimum of scalar 
functions [3, 5, 9]. 

At the first stage a decision making person carries in initial 
data (search mechanisms) for the genetic algorithm. These 
procedures are represented as standardized description, 
considered above, and can be encoded and decoded in 
appropriate for GA way. The selection of search mechanisms is 

a significant step because definite features of initial data are 
passed on to descendants as a result of the GA work [5, 7]. 

At the next step a generation system creates a list of ASP 
and calculates configuration parameters in ASPDB. Then, a 
decision making person can specify values of these parameters 
and correct it. Such parameters contain probabilities of genetic 
operators, a number of iteration etc [8]. 

When system gets all necessary information there are 
calculated objective functions (estimations) for each 
hierarchical optimization algorithm. According to obtain values 
modified operators of crossover and mutation are implemented 
[9]. 

New solutions are decoded and estimated which are main 
information for a selection operator based on the “roulette 
wheel” [2, 7]. This type of selection allows ineffective 
solutions to get to the finite sample. Ineffective solutions have 
a good influence on population genotype and do not allow to 
fall into a local optimum. After that the process is continued 
iteratively until predetermined number of iteration is reached. 

At last step there is a selection of the best solution 
according to the genetic algorithm results. The best solution is 
decoded and represented by decision making person as 
standardized description of the optimization algorithm. The 
result can be changed by decision making person or accepted 
in unmodified view. 

VI. CONCLUSION 
In the paper the authors considered main points of the 

bioinspired search theory as well as distinguished fundamental 
mechanisms for creation algorithms inspired by biological 
system simulation. Also it was developed the new system for 
generation of new search mechanisms. The general 
standardized data structure based on XML description was 
made. The developed data structure allows to manage 
information about hybrid search mechanisms. Also the authors 
provide examples of standardized description. To generate new 
hierarchical search procedures it was developed the modified 
genetic algorithm. Modified encoding and decoding algorithm 
and genetic operators were integrated to reduce algorithms 
running time. 
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Abstract—This paper is devoted to the issues of the 
constructing the expert systems in the area of pharmacy. The use 
of expert systems in pharmacy allows reach a new level in the 
process of intelligent search the appropriate pharmacy products 
for the clients and pharmacists.   

Index Terms—Expert system, pharmacy market, intelligent 
search. 

I. INTRODUCTION  
Nowadays, science and technology are developing with a 

high speed. As an example we can take an artificial 
intelligence, task is the understanding of human intelligence. 
In other words, artificial intelligence is a scientific field, 
which develops methods, that allows electronic computers to 
solve intellectual problems, if they are solved by man. 
Furthermore, artificial intelligence as a scientific discipline 
consists of several major trends. It should be noted, that 
nowadays as a progressive direction of artificial intelligence 
have become expert systems. Purpose of expert system is 
forming and outputting the recommendations depending on 
the current situation, which describes a collection of data and 
also user input data interactively. Moreover, recommendations 
issued by the computer must conform to the recommendations 
of highly qualified specialist.         

Today on the pharmaceutical market we can observe a lot 
of different systems that work with storing and extracting the 
data. For example, in Kazakhstan there are some web-oriented 
systems like vidal.kz, i-teka.kz and eurapharma.kz, which 
allow searching drugs, sorting the search results by price and 
give some special information about this drug. These types of 
systems use only data management and processing. But in the 
most cases the pharmacists and clients need more intelligent 
results and recommendations about the proposed drugs. For 
instance, the relevance certain type of drugs for people with 
some contraindications by health. Also as everyone knows, 
that pharmacist’s life like feeling tired or lacking of 
information that may lead to make an error in drug selecting 
or dispending. That is why the creation of expert systems in 
Kazakhstan’s pharmacy market will be useful for pharmacists, 
minimizing their efforts and time. In other words, system will 
greatly facilitate the decision making process of the 
pharmacists, especially in unusual situations when the 
selection needs to be more accurate and complete.    

II. EXPERT SYSTEM STRUCTURE 
  To develop such type of expert system we have 

considered the following components like user interface, 
inference engine and knowledge base.  

 
 
 
 
 
 
 
 
 
 
 

Figure 1. Major parts of an expert system 

User Interface is a tool, which shows relationship between 
the user and system. In other words, user interface enables 
users to interact with our system. Interface of this system 
simple and easy to use.  

 

 
Figure 2. Category of diseases 

In the main page of this system shows the list of all 
disease’s categories (Figure 2). After selecting one disease, 
appears another page which shows a list of contraindications 
only selected category drugs (Figure 3). In this web-page a 
pharmacist can choose one or more contraindications, also at 
the client's discretion, he can choose other options, such as a 
form of release and price of drugs. 

 
 

User 
Interface 

Inference Engine 

Knowledge Base 
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Figure 3. Page of contraindications 

After clicking one or more type of contraindications, 
appears recommendation page (Figure 4), which shows one 
suitable drug with full instruction including type of drug, 
price, indications, dosage, adverse effects and 
contraindications.  

 
Figure 4. Recommendation page 

Also, as shown in table (Figure 5) pharmacist can 
recommend other drugs if client not satisfied with prices or 
other instructions of drug.  It means system shows other drugs 
as sub-drugs which have same number of symptoms, 
contraindications with essential. Furthermore, it should be 
noted, that in table presents only drugs from chosen category. 

 
Figure 5. Table of sub-drugs 

Furthermore, in our system we considered: 

� only frequent diseases, in which people don't need 
the doctor's prescription;  

� only such drugs which are available without doctor’s 
prescription.  

Likewise, how this user interface works and how they will 
interact with each other depends on inference engine. Because 
inference engine is a main brain of our system, also it plays 
main role to get all appropriate information from database. 

III. INFERENCE ENGINE 
Inference Engine is a mechanism that’s manages the expert 

systems and decide if the problem has reached an acceptable 
solution or not [3]. In our case we use the classification by 
categorizing all the drugs. Also, in order to give 
recommendation system will use if-then rule by counting the 
numbers of contraindications and fuzzy logic rule. For 
instance, if the number of contraindications in one drug more 
than others in selected category, then system will remove this 
type of drugs and recommends only one suitable drug with 
minimum number of contraindications by using classification. 
Furthermore, we considered the Dempster-Shafer’s theory of 
believe and decided to improve this system by using this 
theory.   

IV. KNOWLEDGE BASE FORMING 
The core of the proposed expert system is Database. It is 

very important to know how data are stored in database and by 
which logic or rules they interact with the interface.  If 
inference engine is a universal thinking machine, then 
knowledge base is the over what this machine will think [2].  

 
Figure 6. Integration of ES components 

That is why the success and effectiveness of our expert 
system mostly depends on the completeness and the quality of 
the information stored in the system’s knowledge base. In our 
knowledge base part, we have a table with column names like: 

� name of drugs; 
� type of drugs; 
� price; 
� pharmacological properties; 
� indications; 
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� adverse effects; 
� dosage; 
� contraindications. 

V. STEPS IN THE SYSTEM DEVELOPMENT PROCESS 
All tasks implemented step by step in terms of time. 

1) Problem selection: 
At this stage: 
� the problem area is defined; 
� specialists - experts are selected; 
� the group of developers are selected; 
� the detailed plan of development prepares. 

As we noted above, in some cases pharmacists can make 
an error in drug selecting or dispending. Also when we come 
to the pharmacy and ask them an instruction of one drug, in 
most cases pharmacists become to search this drug and start 
reading instruction of drug. It takes more time, especially 
when we are in hurry. In our point of view, it is one of the 
problems on pharmaceutical market in our country.  

2) Development of ES prototype (Prototyping): 
The prototype system is a reduced version of ES and 

correctness representation of facts, designed for check, 
communications and strategy of experts [1].  Development of 
ES prototype is divided into six stages:  

� identification of a problem; 
� extraction of knowledge; 
� conceptualization (structuring) of knowledge; 
� formalization; 
� realization of a prototype; 
� testing. 

a) Identification of a problem – acquaintance and training the 
group members of a developers, and also creation of informal 
formulations of a problem. At this stage our tasks are specified 
and planned the course of development ES prototype. 
Moreover, in this stage are defined: 

� resources (time, people, etc.); 
� sources of knowledge (book, additional experts); 
� the available similar ES; 
� classes of solvable tasks, etc. 

During the implementation of our project we considered 
all available and similar ES in the sphere pharmacy as 
DoseChecker, PharmADE, Microbiology, etc. Also we have 
considered all sources and have consulted with opinions of 
experts who work in pharmacies and of course have consulted 
with programmers to know which programming languages or 
platforms are better to realize ES.  

b) Extracting the knowledge - getting the all possible 
knowledge concepts from engineer about the certain type of 
subject area. To extract the knowledge engineer uses various 
methods: analysis of texts, conversations, lectures, 
discussions, interview, observation, and others. 
c) Conceptualization (or structuring) knowledge - 
development of non-formal description of domain knowledge 
in the form of a graph, table, or chart, which reflects the basic 
concepts and the relationship between the concepts of the 

subject area. At this stage, are determined: the terminology, 
the list of basic concepts and their attributes, relationships 
between concepts, the structure of the input and output of 
information, decision-making strategy, etc. 

Firstly, we collected all dates about the drugs and by 
means of an experts’ knowledge have divided them into 
categories.  

 
Figure 7. Category of drugs 

Also, it should be noted that we have considered only 
frequent diseases and drugs which are available without 
doctor’s prescription in our country.  In figure 7 shown the 
table of categories of all drugs, which are used in database 
part. 

 
Figure 8. Class diagram of system 

In figure 8 shown class diagram of project, where admin 
can add and edit all dates and user can see it. Also system can 
recommend only one suitable drug, using dates which are 
added by admin. 

d) Formalization of knowledge is a development of 
knowledge base in language of knowledge representation. In 
this stage are used: logical methods, productional models, 
semantic models, frames, the object focused languages. 

As a logical method we have decided to use if-then rule 
and fuzzy logic. Because for the beginning developers of 
expert systems, this logic rules are more suitable.  

e) Realization of a prototype – development of complex 
program showing the viability of approach in general. At this 
stage ES prototype (including the knowledge base, other 
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program modules) is created with the help of: programming 
languages (traditional, specialized), tools of development of 
ES, "empty" covers of ES. 

In order to store all dates in database and to create a web-
site we stopped to use MySQL and PHP.  Because, today an 
expert system developers have an opportunity to develop, 
realize their applications via the web also. Since all data are 
stored in database, this language is suitable to connect with 
database and to solve complex problems.  

f) Testing – is a process of identification mistakes in 
approach and realization of a prototype. The prototype is 
checked on: convenience and adequacy of the interface of 
input-output, quality of test examples, completeness and 
consistency of rules in the knowledge base. 

During the testing we have detected some mistakes. For 
example, our system not considered the type of drugs after 
clicking contraindication part. Also, in contraindications page 
(Figure 3) appeared all contraindication of all added drugs. It 
was some kind of mistake because one contraindication 
shouldn’t have repeated twice in selected category.  In this 
stage we have corrected all our mistakes which have appeared 
in a testing time. 

3) Development of a prototype to industrial ES: 

The main work at this stage consists in extension of the 
knowledge base. After establishment of the main structure of 
ES knowledge the knowledge engineer starts development and 
adaptation of interfaces by means of which system will 
communicate with the user and with the expert. The system 
should give to the user an opportunity to specify the unclear 
moments, to stop work and etc. 

In this project as experts pharmacists will add categories, 
add new drugs to the existing castegories, also edit dates.  

Users can choose one category from list of them, then 
click contraindications by chosen category and if they need, 
can choose type of drugs and price. After that system will 
recommend them most suitable drug by couting number of 
contraindications.  

4) Stage joining of system: 

The ES connection with other programs is carried out in 
the environment at which it will work. For confirmation of 
system usefulness, it is important to give to each of users an 
opportunity to give some real tasks to ES to check how it will 
carry out them. Joining includes ensuring communication of 
ES with the existing databases and other systems at the 
enterprise. 

In this stage, we connected all works that we have done. 
For example, database part we connected with user interface 
part by using logical rules as if-then and fuzzy logic.  

5) Support of system: 

Complete systems in order to improve its performance and 
increase portability can transcode into another language (such 
as C), but this will reduce its flexibility. This can be done with 
the systems, which are designed for problem areas where 
knowledge is not changed. If the subject area for a system is 

changed, then it is necessary to maintain the tool in that 
environment in which it was created. 

VI. USING SOFTWARE TOOLS AND SYSTEM EFFECTIVENESS 
Today, expert systems developers have the opportunity to 

distribute their applications via Web.   Since all data are stored 
in the database, we should choose and connect it with one web 
based programming language. The development of the most 
web based expert systems embodies a number of benefits. For 
instance, the use of an internet based database was effective in 
storing large amount of facts and data for web based expert 
systems, also using PHP or HTML makes it easier to enhance 
the expert system user interface [7]. After analyzing and 
testing various types of Web oriented programming languages, 
we stopped at the PHP, because this language is simple to use 
and allows complex conditions and complex conclusions. 
Additionally, to PHP we used programming languages like 
Laravel (framework of PHP), JavaScript, HTML, CSS, 
MySQL, bootstrap, OOP, MVC. By using this languages and 
production model of the expert system we can achieve 
approximately 70% of the efficiency of the proposed 
recommendations. In order to increase effectiveness of the 
system we plan to expand database in terms of diseases and 
recommendations for them. 

VII. CONCLUSION 
The development of such types of expert systems relates to 

the different issues of the data store structure, its relationships 
representations, and relevance of the appropriate rules models 
[5] that serve as a base for intelligent search and filtering.  The 
main idea is to find the relevant links between the data stored, 
special conditions (rules) and proposed solutions 
(recommendations).  Thus, further researches in this area may 
discover some new options for selection process and facilitate 
the process of choosing the essential drugs. 

During the performance of this work all the tasks have 
been achieved set of objectives. As a result of this work 
created expert system as web application(pharmaexpert.kz) in 
the sphere pharmacy, which can greatly facilitate the decision 
making process.  

It is supposed that this expert system will be actual for 
pharmacists, minimizing their efforts, time and likelihood of 
making errors during the selecting and dispending drugs to 
clients. 

In the course of performance of this work have been 
studied the ES development environments, logical rules and 
their application, also general principles of creation 
knowledge base. 

Furthermore, ES for pharmacy is developed with the 
purpose to facilitate and to automate activity of experts in 
order to avoid errors due to the human factors. Unlike the 
person, our system has a smaller probability of mistakes. Also, 
in the future we planned develop it as a mobile application and 
expand dates about diseases and symptoms.  
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EXPERT’S OPINION 
Expert #1: Development such type of system in the field of 

pharmacy is very good. But as we all know medicine is not 
staying in one place, it means, every day have been created 
new drugs and are included to the pharmaceutical market. I 
would like to, that this system has become a self-learning and 
working as experts in the future. And of course, people should 
entrust their health to this system, how they are entrusted to 
the doctors during the inspection. 

Expert #2: In my opinion, system should include not only 
such diseases in which people don’t need a doctor’s 
prescription, but also it should be able to connect with 
hospitals, in order to get doctor’s diagnosis for other diseases.  

Expert#3: You should to develop it with the help of 
experts in the field of medicine and pharmacy, because they 
know better than others. And of course in your system not 
enough drugs, symptoms and contraindications. I think if you 
develop this system with experts it will be great and people 
start to use and believe to your system.   

Expert #4: I think that you should consider that one tablet 
has a similar instruction with other tablets. So you have to deal 

with such situations, for example in case when person by his 
health reasons cannot use some kind of drugs then he cannot 
use the tablets that have the same properties. 
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Abstract—Connected health devices are used to in vivo cure and 

prevent abnormal conditions without manual intervention. This 
paper presents an intelligent agent-based method for runtime 
verification of cardiac pacemaker runtime behavior. Construct the 
agent’s knowledge base based on the Fuzzy Colored Petri Net 
(FCPN). Based on our previous experiences, the FCPN will be 
reduced the scale of our network in comparison to the Petri-net(PN). 
Compared to a simple inference engine, the FCPN can cover the 
concurrent states and in addition intelligent agent can ensure the 
accuracy of the runtime verification operation of the cardiac 
pacemaker in vital and unexpected situation. 

Index Terms — Runtime Verification, Cardiac Pacemaker, Fuzzy 
Colored Petri-net, Software agent 

I. INTRODUCTION 
A cardiac pacemaker is a device helping regulation of the heart 

beat by connecting to the cardiac vessels. It is used to cure 
arrhythmia (irregularity in the normal heart rate) and implanted 
under the skin by a physician. It is critical to make sure that the 
cardiac pacemaker functions accurately since it is set only once 
when it is implanted. Afterward, the device is assumed to be able 
to work properly for five to ten years without any physical access 
to it. 2,294 fault cases and 1,154,451 side effects cases were 
reported by Food and Drug Administration (FDA) between 2006 
and 2011[1]. 92,600 cases of these reports include injuries, and 
4,590 cases are fatal. Modern medical devices have software 
applications controlling their behavior and activities. 1,210 
(22.9%) of these faults were blamed on the medical device 
software applications[1].  

The above mentioned problems of a medical device can be 
dealt with in two ways: (1) static verification (2) runtime 
verification. In the first way, the correctness of limitations and 
needs of the users are considered. However, the software may have 
an error while running due to the possibility of error in its 
implementation. Proving the correctness of the software is 
complicated and not easily possible due to the high number of the 
running states of the software. In the second way, the software 
runtime behaviors are examined. The runtime verification studies, 
develops and implements the verification approaches which allow 
examining the user needs, goals, and limitations. Regarding the 
above mentioned items, runtime verification can be a solution to 
verify cardiac pacemaker runtime behavior.  

In this paper, runtime verification is accomplished by a 
software agent, which momentarily controls accuracy of the target 
software running, regarding the software inputs’ situations in order 
to prevent any error and unsafe state. This software agent uses a 
knowledgebase which has the accurate process of the medical 
device behavior. One of the knowledge representation techniques 
is Petri-nets (PN). Regarding the advantages of PN in software 
modeling[2]–[6], PN is used for represent the knowledgebase of 
the software agent in this paper. Regarding the experiences of 
using: 1) Fuzzy Petri-nets (FPN) to verify insulin pumps [7], 2) 
Colored Petri-nets (CPN) to verify the cardiac pacemaker [8] and 
3) Software agent with PN knowledgebase to verify the cardiac 
pacemaker [9], which we gained during the previous studies, the 
runtime behavior of the cardiac pacemaker software is examined 
by a software agent with FCPN knowledgebase in this paper. This 
is considered a developing step compared to the earlier work. 

The organization of this paper is as follows. In Section II an 
overview of backgrounds is presented. Next in Section III, the 
proposed method is discussed. Finally the two remaining sections 
contain the related work and conclusion. 

II. BACKGROUNDS 

A. Fuzzy Expert System 
The cardiac pacemaker is a fuzzy expert system as it makes 

decisions based on the input values and the knowledge existing in 
its knowledgebase and acts accordingly. In the real world, the 
variables of the cardiac pacemaker are fuzzy. The membership 
functions of input and output parameters of the cardiac 
pacemaker are described in Section III. Fuzzy knowledge base 
consists fuzzy rules in form of IF-THEN statements. This part has 
been shown as a FCPN in this paper. 

B. Fuzzy Colored Petri-nets 
PN theory provides a graphical language for describing 

software needs and limitations. It is easy to combine PN approach 
with other techniques and theories including programming, fuzzy 
theory, and neural networks [10]. A FPN is formally defined as 
8-tuple FPN = (P, T, D, I, O, f, α, β). FCPN is a special kind of 
FPN. In FCPN, tokens, places, and transitions can be colored [11]. 

In this paper, FCPN is used for presentation of the cardiac 
pacemaker knowledgebase. PN is used in a fuzzy form because of 
uncertain quantities measured by input sensors. Therefore, the 
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uncertain rules exist in decision making. The number of input 
places are decreased and decision making are made simple by 
using CPN, compared to the non-colored PNs. In this paper, FCPN 
is employed to represent the knowledgebase of the software agent, 
which will be discussed in Section III. 

C. Agents 
By definition, an agent is a computational process including 

software program or an actual robot. The agent connects with the 
environment, controls its behavior, and reacts automatically to the 
environment. The main features of the agent – e.g. autonomy and 
intelligence - make them easy for medical usages. An intelligent 
agent is capable to recognize if the cardiac pacemaker functions 
properly by collecting data from sensors and comparing them with 
its knowledgebase. The agent may put the pacemaker in safe mode 
in the case of risky and unexpected situations. Here, the agent is 
used in the form of runtime verification and its knowledgebase is 
developed by FCPN, which determines the exact state of cardiac 
pacemaker behavior 

III. PROPOSED METHOD 
A software agent was used to verify accurate function of the 

cardiac pacemaker and to decide about the data received from the 
sensors. The decision making process is based on FCPN, which 
indicates the exact state of the device. Fig. 1 illustrates diagram 
of the proposed method. Clearly, the received data from the 
sensors is fed to the agent and the cardiac pacemaker 
simultaneously and the software agent checks output of the 
pacemaker before it is applied to the heart. Runtime verification 
is featured with an agent and a knowledgebase that checks if the 
heart rate is accurate. The knowledgebase is developed based on 
the FCPN. The parameters that influence heart rate are discussed 
in the following subsections and FCPN is presented in subsection 
B. Fig. 2 pictures the pseudo-code. 

A. Input and output parameters of cardiac pacemaker 
The cardiac pacemaker does a complicated function, which can 

be studied in[12]. Five parameters of cardiac pacemaker are 
considered as the input parameters in this paper. Each of them is 
divided into a few diverse subsets for more accurate fuzzy 
estimation. In Table 1, the proposed categorization of activity level 
can be seen. The subset of the other parameters are not shown due 
to the limitations of the paper. 

 

 
Figure 1.  Diagram of the proposed method 

RuntimeVerification 
{ 
      Array SensorData[5] 
      SensorData[1]= ReadSensorAge 
      SensorData[2]= ReadSensorBMI 
      SensorData[3]= ReadSensorEmotion 
      SensorData[4]= ReadSensorActivityLevel 
      SensorData[5]= ReadSensorBloodPresure 
      PacemakerOutput=Pacemaker(SensorData) 
      Fuzzification (SensorData) 
      AgentOutput=Agent(SensorData, PacemakerOutput) 
      If  AgentOutput=true then 
 Apply_heart_rate_to_the_heart() 
      Else 
 Decide_for_the_correct_heart_rate() 
                        Apply_correct_heart_rate_to_the_heart() 
      End if 
} 
 
Agent(SensorData, PacemakerOutput) 
{ 
      PulseRate=Run_FCPN(SensorDate) 
      Defuzzification(PulseRate) 
      If PulseRate = PacemakerOutput then 
          Return true 
      Else 
         Return false 
      End if 
} 

Figure 2.  Pseudocode of proposed method 

TABLE 1. THE ACTIVITY LEVEL FOR PACEMAKER 

Support values Title 
0-15 Level 0 (Normal zone) 
10-25 Level 1 (weight management zone) 
23-50 Level 2 (Healthy hearth zone) 
45-75 Level 3 ( Aerobic zone) 
70-95 Level 4 (Anaerobic Zone) 

90-100 Level 5 (Red zone) 
 

� Age 
Age is categorized into five ranges, each transforms to a 

membership function set. The allowable age range is from 0 to 
100.  

� Body Mass Index (BMI) 
The second parameter that determines the human heart rate is 

the body mass index. This index is obtained using height and 
weight. This index is divided into 4 levels: (1) Light-weight 
(below), (2) Normal-weight (Normal), (3) Over-weight, and (4) 
Obese. 

� Activity Level 
Activity level shows the patient activity level and is between 0 

and 100, using an activity sensor referred to as Accelerometer [13] 
which is the best way to identify the activity level of a body.  

� Emotion 
Emotions are considered as effective factors in human heart 

rate. Feelings are categorized into four states.  

� Blood Pressure 
Blood pressure is one of the most effective factors in the heart 

rate.  

B. FCNP for Pacemaker 
In this Section, knowledgebase representation with FCPN is 

discussed. A FCPN is an 8-tuple, 

 FCPN= (P, T, C, D, I, O, α, β) Where 
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P= {P1, P2, …, Pk} is a finite set of places; 
T= {T1, T2, …, TL} is a finite set of transition; 

; 

C={C1,C2,…,Ci} is a finite set of linguistic variable where I is 
the number of linguistic variables where Cj={Cj1,Cj2,…,Cjk} , 
Cj C and j is a one of the linguistic variable of C. 

 DPi={(Cxy, α(Cxy))} is a finite set of token is place Pi that has 
color where DPi P and Cxy Cj 

I:P�T is an input function for mapping places to transitions.  
O:T�P is an output function for mapping from transitions to 

places.  
α:Cij�[0,1] is an association function for mapping from a 

linguistic variable to fuzzy truth values; between zero and one. 
 β:T�[0,1] is an association function for mapping from 

transitions to fuzzy truth values; between zero and one. 

In a FCPN, enabled and firing condition are important and are 
defined as: 

Enabled condition: transition t is enabled if  (i.e., 
data tokens are available in PI), then transition t is enabled. 

Firing condition: An enabled transition fires when its 
condition is met. When transition t fires, then a new color token 
D={(Cy, (Cy))} appears in PO(t�P) where 

 

C. Mapping Fuzzy rule into FCPN 
The mapping of the below fuzzy production rules into the 

FCPN is shown in Fig. 3. 
R1) IF X is C1 (α1) THEN Y is C2 (α2). (CF= β1) 

C1 represents antecedent part which is consisted of one or 
more propositions connected either by “AND” or “OR.”. C2 
denotes consequent proposition; while C1 and C2 are the terms 
including fuzzy variables (e.g. high and low). α1 and α2 are the 
validity scale antecedent and consequent term between zero and 
one. The β1 determines the certainty factor of the rule. 

For example, consider the following rule:  
Rule1: IF Age is Teenager (0.7) AND Bmi is Normal (0.5) AND 
Activity_level is level4 (0.4) THEN Pulse is Normal (CF=0.9). 
FCPN of the Rule1 is defined as follows: 
FCPN= (P, T, C, D, I, O, α, β) 

Where  
P= {PAge, PBmi, PActivity-level, PPuls}, T={TRule1},  
C= {Age, BMI, AC},  
CAge= {'Child', 'Teenager', 'Young', 'Middle-age', 'Aged'},  
CBMI= {'Below', 'Normal', 'Over', 'Obese'},  
CAC= {'Level0', 'Level1', 'Level2', 'Level3', 'Level4', 'Level5'}, 
CPulse= {'Low', 'Medium', 'Normal', 'High'},  
 I: PAge�TRule1 , PBmi�TRule1 , PActivity-level�TRule1  
O: TRule1�PPulse 

 
Figure 3.  FCPN of the rule R1 

α ('Teenager') = 0.7, α('Normal') = 0.5, α('Level4') = 0.4 
 

 
 

β(TRule1) = 0.9 
Transition TRule1 is enable since   ,  and 

.  If transition TRule1 fires, a token with color D= 
{‘Normal’, (‘Normal’)} appears in PPulse  where 

 

Each of the three propositions in premises (Age is Teenager 
(0.7) AND Bmi is Normal (0.5) AND Activity_level is Level4 
(0.4)) of the Rule1 is shown by a place in Fig. 4. Variables are 
shown as color tokens with two parts in any places. The first part 
is linguistic variable and the second part is the Certainty Factor 
(CF). In that example there are three tokens in places Age, BMI 
and Activity_Level(AC) with values Teenager, Normal and Level4 
respectively (Fig 4(a)). Transition TRule1 can be fired if the 
condition of the transition is true and also required tokens are in 
its input places. If the transition TRule1 fires, a token will move to 
the destination place. The value of that token in the destination 
place is Normal and its CF is 0.36. CF is calculated as shown in 
(1). There are 1440 rules regarding the different zone of each 
fuzzy variable, however, some fuzzy variables are irrelevant in 
some rules, so this number has been reduced to 277. Fig. 5 
represents part of these rules and part of the FCPN of cardiac 
pacemaker represented in Fig.6. To use the software agent for 
runtime verification, it is needed that the sensor values are 
fuzzificated before entrance. Also the output values are 
defuzzificated in order that the required crisp value is given to the 
heart. The following scenario is designed to evaluate the proposed 
method. We implemented the proposed method in C# and 
connected it with CPN-tools software.   

Scenario: Consider a sixty-two years old patient with body 
mass thirty, and activity level normal. He/she is anxious with 
blood pressure high. For this situation there is no path in FCPN, 
then intelligent agent can select nearest path from knowledge base 
and produce the output heart rate 124 with below rule, while if we 
used a rule based inference engine there is no output and then the 
patient will be in vital situation. 

IV. RELATER WORK 
In our previous research the FPN was used to verify the insulin 

pump behavior[7]. The insulin pump is a device used for diabetes 
patients to regulate their blood sugar. This device measures the 
blood sugar and other factors such as the insulin produced by the 

(1) 
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human body and four other parameters. Then it calculates the 
insulin which needs to be injected. 

  
Figure 4(a). Rule1 before firing 

 
Figure 4(b) Rule1 after Firing 

Figure 4.  Showing the rule1 in FCPN 

FPN was employed to examine the correctness of runtime 
function since the behavior of the insulin pump is uncertain.  In 
this study, FPN and CPN will be combined, to verify the 
pacemaker behavior. A software agent with PN is also presented 
by the authors previously in[9] that only had got three parameters. 
In this paper, these parameters increased to five, and the structure 
changed to FCPN. In [8] the pacemaker verification has been done 
using the CPN, in this paper the previous method has been 
improved and the verification has got a more accurate structure 
than the previous study. PN is used to control the system behavior 
of the insulin pumps in [14] and [15]. The accurate behavior of the 
insulin pump is modeled and its inaccurate behavior is identified 
if the system safety is not assured by employing PN. In [16] a 
method presents to examine the medical equipment behavior using 
PN to track system operational and security needs. The hardware 
implementation corresponding to the PN is presented in [17] 
which provides a fast implementation of the PN. In [18] designing 
of a rule-based system to make decision about Arteriovenous 
Shunt Stenosis diagnosis is presented. Also the identification and 
control systems in nuclear power plants are automatically 
monitored by an FCPN [11]. In [19] fault identification modeling 
using an FCPN is applied. Cardiac pacemakers are considered as 
real time systems using timed automata in [20]. Software testing 
using the agents is done in [21], and [22]. In [21] utilizes the 
advantages of agent-based systems  like modularity, 
independency, and parallel activation and establishes a multi-agent 

system for software testing. In [22] describes a technique which 
simplifies the software testing using agents. In [23] presents a 
methods of test data generation employing an agent based method 
applied on the UML diagrams. 

 
Figure 5.  Part of pacemaker rules 

 

 
Figure 6. Part of FCPN of the pacemaker 

In [24], and [25] web-based software testing describe using 
agents. application of agents is a suitable testing method due to the 
disruption and complexity of web-based software. In [26] agents 
are used to test distributed systems. Agents are automatically 
trained and are located in the distributed system and test each 
member. In [27] PN is used to test the analysis and design phases 
of a multi-agent system. Medical devices are considered as an 
agent in the multi agent system in [28]. This analogy is due to the 
ability of measurement, monitoring, detection (identification), 
response, and communication characterizing these devices. An 
algorithm is implemented using fuzzy neural networks which led 
to increased accuracy and efficiency in [29]. In [30], a hardware to 
control the adaptive rate of generated pulse by the pacemaker 
based on fuzzy logic is presented. 

IV. CONCLUSION AND FUTURE WORK 
A practical approach was proposed to monitor behavior of 

medical devices. The best approach to do this is runtime 
verification through which behavior of software is checked and 
any case of divergence from the safe mode is adjusted. With regard 
to the implanted medical devices that are assumed to function 
properly without even the slightest changes, the presence of an 
intelligent software to lead decision making by the devise is 
critical. Finally, by applying the proposed method, we can verify 
the runtime verification of medical device such as cardiac 
pacemaker using an FCPN. Compared to a simple inference 
engine, the FCPN can cover the concurrent states. This case is not 
achievable in one short running of the inference engine and the 
inference engine has to be run twice or acts in a parallel form in 
two processors for examining the concurrent states. The 
experimental studies of this paper also show the superiority of this 
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method. In this paper, five effective criteria in measuring the heart 
rate are considered. It should be noted that other parameters can be 
considered in the future works. 
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Abstract — Asbestos is a carcinogenic substance, and 
threatens human health. Malignant Mesothelioma disease is one 
of the most dangerous kind of cancer caused by asbestos mineral. 
The most common symptom of the disease, progressive shortness 
of breath and constant pain. Early treatment and diagnosis are 
necessary. Otherwise, the disease can lead people to die in a short 
period of time. In this paper, different types of artificial 
intelligence methods are compared for effective Malignant 
Mesothelioma's diseases classification. Support Vector Machine, 
Neural Network and Decision Tree methods are selected in terms 
of regular machine learning concept. Additionally, Bagging and 
Adaboost re-sampling within ensemble learning terminology is 
also adapted. Totally 324 Malignant Mesothelioma data which 
consists of 34 features is used in this study. K-fold cross-
validation technique is performed to compute the performance of 
the algorithms with different K values. 100% classification 
accuracies are obtained from three tested methods; Support 
Vector Machine, Decision Tree and Bagging. Additionally, the 
process time of methods are measured in case of using method in 
lots of data. In this sense, methods are evaluated based on 
accuracy and time complexity. The results of this paper are also 
compared with previous studies using same Malignant 
Mesothelioma's dataset. 

Keywords— Malignant Mesothelioma, Support Vector 
Machine, Decision Tree, Neural Network, Ensemble Learning 

I.  INTRODUCTION  
Malignant Mesothelioma (MM) is one of the cancer type. 

It appears on the thin layer of tissue and rapidly affects to 
various internal organs [1]. Lining parts of lungs and the chest 
wall is the most infected parts and organs in cases [2] [3]. 
Different symptoms such as difficulties in breathing, affliction 
in chest wall, cough, bloated abdomen, exhausted morality, 
extremely loss in weight etc. can be seen. Disease advances 
rapidly while the symptoms appear slowly [4].  

The asbestos mineral plays important role on 
mesothelioma disease. According to medical report, 80% of 
disease is caused by the mineral [3]. More exposure to mineral 
increase the risk of developing the disease. In this sense, 
people living in industrialized countries encounters more than 
small towns. More specifically, disease is mostly seen in 
miners and produces who deals with the asbestos mineral. 
Normally, incubation stage of the disease is around 40 years 
for [3]. The late awareness of Malignant Mesothelioma 
disease has made it impossible to diagnosis. 

The diagnosis is performed by observation of the X-ray 
images of chest and the scan findings of computed 
tomography. In both techniques, doctors mainly examine the 
fluid produced by the cancer in results or the tissue obtained 
by biopsy [4]. 

Addition to regular techniques, computerized methods are 
also utilized in few studies. Currently, computer based 
diagnosis systems, which named as Computer Assisted 
Systems (CAS) become more popular due to high accurate, 
consistent and efficient results [5]. CAS mainly employs the 
artificial intelligence methods such as Support Vector 
Machine (SVM), Decision Tree (DT), Neural Networks (NN) 
etc. on the stored numerical data. Similar to various medical 
application, MM disease diagnose is, basically, also a 
significant classification problem. Methods might conclude 
different results according to arranged data [6]. In this sense, 
in order to define the useful method for the corresponding 
data, several artificial algorithms need to be tested.  

In the study, the classification of the data for the Malignant 
Mesothelioma disease is performed and test results is 
compared. This study also provides a decision support system, 
which contributes to the doctors in their diagnosis decisions. 
Paper is organized as follow; current studies over MM disease 
diagnose are presented in Section 2. Methods used in testing 
are briefly explained in Section 3 with data information. 
Results and explanations are given in Section 4. Paper is 
concluded with future works and final decisions as last 
chapter.  

II. LITERATURE REVIEW 
Visual investigation technique on the diagnosis of medical 

images is a time-consuming and subjective procedure. 
Experiences of doctors play effective roles on decision step. In 
this sense, using the image processing algorithms and artificial 
intelligent methods prevent diagnoses from different decisions 
of doctors such as in computed tomography analyses. 
Computer based technique presented in [7] easily identifies 
the pleural contours and detects pleural thickenings with two 
steps. Firstly, they detect the thorax and then remove the air 
and trachea. In both steps, they implemented 3D 
morphological operations. According to paper, image retrieval 
system over MM diagnose is a promising method to detect the 
disease. 
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Another study published by Chen et al. [8] explains the 
implementation of the random walk-based segmentation [9] 
method. They used mesothelioma computed tomography 
image datasets and aimed to establish an automatic 
segmentation. They observed the progression of the disease by 
volumetric assessments to decide the treatments. Similar to 
this approach, Onama et al. used 3D version of random walk-
based segmentation method on PET images [10]. They aimed 
to increase success rates for the detection of Lung Tumor. 

Er et al. used numerical dataset instead of images. They 
adapted probabilistic neural networks (PNN) for using in the 
diagnosis of MM disease. They compared the results to 
multilayer and learning vector quantization neural networks. 
They reported in [11] that PNN is evaluated as best classifier 
with 96.30% accuracy. 

A different approach to MM disease diagnose is presented 
in [12] by K. Chaisaowong et al. They observed the contours 
of the pleura form in healthy and patient cases. According to 
comparison of tracing, they detected the thickenings. In this 
meaning, they formed a tissue-specific segmentation by 
implementation of the 3D Gibbs-Markov random field 
(GMRF) [13]. It is adopted to distinguish thickenings from 
thoracic tissue. Then, morphometric analyses and volumetric 
assessments are performed to 3D modeling. According to 
results of the paper, authors assure that the automated 
approach can help physicians to diagnose pleural 
mesothelioma in its early stage. 

In another study, Principal Component Analysis (PCA) 
and Brain Emotional Learning (BEL) network is employed to 
classification of gene-expression microarray data [14]. The 
proposed combination of methods are utilized for the small 
round blue cell tumors (SRBCTs), high grade gliomas (HGG), 
lung, colon and breast cancer classification. Malignant pleural 
mesothelioma records are located in the lung cancer dataset. 
According to the results, the PCA–BEL classified the data 
with an average accuracy of 100%, 96%, 98.32%, 87.40% and 
88% respectively [14]. 

III. METHODOLOGY 
Currently, several machine learning algorithms are already 

utilized for mesothelioma dataset. However, classification 
results might be increased with other methods. Hence, in this 
study, different machine learning methods tested on 
mesothelioma dataset. Methods are selected due to not applied 
on dataset before. Hereby, in case of more accurate results, 
method can be used for advanced diagnosis.  

Five fundamental classification methods are tested in this 
study. Methods are categorized into two titles: a.) Machine-
learning and b.) Ensemble-learning methods. The brief 
descriptions of the used methods and parameter arrangement 
are separately explained in following sub-sections.  

A. Machine Learning Methods  
A great deal of machine learning algorithms and their 

variation with differently selected parameters are stated in 
literature by means of classification. Majority of them are 
highly modified for biomedical datasets. Accurate results 

provide more informative and meaningful diagnosis. In that 
meaning, three fundamental methods of machine learning are 
adapted for mesothelioma dataset. 

a) Support Vector Machine (SVM) 
SVM is one of the prominent classification algorithms that 

can be used large-scale datasets and provides more accurate 
results. It can be achieved by even small size trainsets with the 
help of well-fitted cost function in kernel space [15]. 

SVM uses the core idea of kernel based learning. It aims to 
separate data in high dimensional feature space with a kernel 
function. SVM creates a decision surface between the samples 
of different classes over optimal hyperplane. 

SVM provides binary classification of two-class datasets. 
"One against one" or "one against all" are the most popular 
strategies in literature. Each strategy has own advantages and 
disadvantages mentioned in [16]. In our study, “one against 
one” strategy is used owing to 2 classes’ presence in datasets. 

In order to define well-fitted settings of SVM for 
mesothelioma dataset, different kernels, penalty and kernel 
parameters are tested at the initial part of study. Table 2 
indicates the all parameter test results.  

b) Decision Tree (DT) 
Decision Tree is known as rule based machine-learning 

method [17]. Principally, it works based on tree terminology. 
The path from root to leaf presents classification rules. The 
roots represent the most informative features and the leaves 
indicate the labels. Information gain (IG) is the rule defining 
criteria. The most widely used algorithms are entropy, twoing, 
and Gini to calculate the IG. 

Decision Tree is easy to implement. Additionally, 
interpretation of the classification is much easier than other 
methods. It is useful for some regression problems. However, 
DT results low performance on large scale datasets with few 
training samples compare to SVM [18]. Pruning process is 
another obstacle point to avoid over-fitting. According the 
results of preliminary studies on parameter settings, DT model 
is modified with pruning functionality and Gini Diversity 
Index for IG. 

c) Neural Networks -  Multi Layer Perceptron (MLP) 
Multi-Layer Perceptron (MLP) is the advanced version of 

NN [19]. Minimum two layers connected with two functions 
should be utilized. Different parameters and functions are 
tested at initial studies. According to results, MLP network is 
arranged as the weight and bias are fixed with 0.8 and 1, 
respectively.  

B. Ensemble Learning Methods  
Ensemble learning is emerged from the principles of 

machine-learning concepts. The key point behind the 
ensemble is the proper combination of several machine-
learning algorithms. Not only one learner as in regular 
methods, multi learners gather in decision step for ensemble 
methods, therefore it gives more success. Machine-learning 
classifiers such as DT, KNN etc. is named as base learner. 
Mainly two ensemble models having the same base learner 
(Decision Tree - DT) combinations but different sample 
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selection strategies are evaluated in this study. Majority voting 
is used to define final decision of base learners. 

a) Bagging with DTs  
Bagging, in other words bootstrap aggregation, is a way 

for improving the classification by the aid of well-formed train 
samples. It is also cited as re-sampling process in literature 
[20].  The idea of bagging is to distort the dataset by re-
sampling, and to train weak learners using re-sampled 
trainsets. The distortion of the samples is made by a voting 
process of weight parameters. The weights of the samples are 
fixed equally; therefore, trainsets are randomly selected. 
Consequently, different samples are used in trainset 
iteratively. It provides more diversity in the samples' 
distribution. The average of each decision of base learners 
determines the final decision. More information can be found 
in [20]. 

b) Adaptive Boosting (Adaboost) with DTs 
Boosting is another technique in re-sampling process 

similar to bootstrap. The difference is that bootstrap ignores 
the weight values of the samples and re-samples randomly, 
however boosting technique defines different weights for each 
samples after first iteration. Then, the probabilities of 
misclassified samples are boosted for the second step, and 
subsequent classifiers are trained. Likewise, other steps are 
sustained with different weight parameters. Readers are 
referred to an essential guide [21] for boosting theorem. 

Adaptive boosting is mainly outperforming other regular 
boosting techniques and more robust for over-fitting problem. 
However, it is still easily affected by noise and outliers owing 
to iteratively arranging process for weights. 

C. Dataset    
Dataset is obtained from UCI dataset repository [22]. It 

includes the patient’s records obtained from Dicle University, 
Faculty of Medicine. 324 MM patient data were recorded and 
tested by aforementioned AI methods. These data were also 
investigated by Orhan Er et al. in terms of PNN as mentioned 
in Section 2 [12].  

In the dataset, 324 samples individually have 34 features 
with multivariate variables. There is no “unidentified” or 
“missing value” presence in dataset. Details of data and 
features can be found in [12]. Decision labels provided by 
doctors as sick and healthy (2 classes). 

IV. TEST RESULTS 
Classification of mesothelioma dataset is performed by 

three regular machine learning and two ensemble learning 
methods. DT, SVM and NN methods are selected within the 
regular machine learning concept. On the other hand, Bagging 
and Adaboost with same weak learners (DT) is performed as 
ensemble idea. Accuracy and computational time are 
considered as the evolution metrics. Computational time is 
recorded to estimate efficiency of method for big data 
problems due to so many patients suffering from MM disease. 
In case of future studies with more patient record, time 

complexity become more important factor according to 
including 34 features besides plenty of patients.  

Only 10 Fold Cross validation tests are measured in terms 
of computational time. Less computational time and high 
accuracy rate are preferred to indicate the best algorithm. 
Overall results are presented in Table 1.  

TABLE 1. OVERALL RESULTS OF METHODS 

 DT SVM 
(Linear) MLP Bagging Adaboost 

10-Fold 100 100 96,87 100 70,54 

5-Fold 100 100 95,82 100 65,35 

2-Fold 100 100 94,44 100 68,82 

Time 0,019 0,095 13,89 17,52 0,25 

According to Table 1, simple DT and SVM as regular 
machine learning idea and DT with Bagging in terms of 
ensemble method outperform over other methods with 
common 100% accuracy rates. Differently formed train sets 
(2, 5 and 10 Fold) has no effect in general. However, another 
ensemble method, Adaboost using same form of DT as base 
learner but different sample selection strategy as weighed re-
sampling, stay far behind over all methods. In this sense, 
randomly selection of train samples is more effective strategy 
in the detection of mesothelioma. Selection of sample with 
weight parameter is useless due to lots of features (34 
features) using in classification. However, Bagging needs 
more computational time because of irregular sample selection 
process. In that meaning, Bagging is not preferred method 
when compare to DT and SVM because of the same accuracy 
rates. 

One of the prominent Kernel based method, SVM, is tested 
with different kernels and parameters. Obtained the highest 
results of each kernel with different parameters are 
individually registered in Table 2. Linear kernel gives the best 
result with 100% in all K values. RBF (radial basis function) 
outcome is depended on training size. It resulted 100% 
accuracy rate with more training samples, but success is 
decreased when train set reduced. Besides the inconsistent 
results of RBF, it includes exponentially operations, thus, 
needs more time to classify big data. To avoid that time 
consuming process, Linear SVM might be utilized in practice 
owing to simplicity of algorithm and less time complexity. 
Polynomial, quadratic and MLP (Multi-Layer Perceptron) 
kernels generally concluded with 97%, 88% and 90% 
respectively. These kernels are also directly related with 
training sample size. Addition to low accuracies, 
computational time analyses of kernels are not too far ahead 
from linear kernel. Therefore, SVM should be utilized with 
Linear Kernel to classify mesothelioma dataset. Results 
emphasize that it might give better results with big data over 
other methods.  

 

 

 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 839 12-14 Oct 2016, Baku, Azerbaijan



TABLE 2. SVM RESULTS ACCORDING TO USING KERNEL 

Kernels Polynomial Quadratic MLP Linear RBF 

10-Fold 97,72 88,98 90,93 100 100 

5-Fold 97,18 88,75 89,21 100 99,84 

2-Fold 92,40 84,01 86,11 100 99,07 

Time 0,186 0,385 0,089 0,095 0,286 

As a final method, MLP in Neural Network terminology is 
adapted. Normally, MLP gives higher accuracies on non-linear 
classification problems, but deals with all samples in dataset. 
In that meaning, algorithm success might be decreased easily 
by outliers and needs more computational time as it is 
emphasized in Table 1. Dataset has 34 features over 324 
observations which means 34-dimension data. In that case, 
MLP is resulted with 97% accuracy rate owing to complexity 
of data set. On the other hand, SVM focus on the samples near 
support vectors. Therefore, SVM surpasses MLP due to less 
complexity and using pre-arranged data.  

V. CONCLUSION 
In this study, different machine and ensemble learning 

methods are tested on the detection of mesothelioma disease. 
In that meaning, a prevalent dataset provided by Orhan Er et 
al. [8] is utilized to measure the methods.  

Orhan Er et al. published a study about the classification of 
their dataset with PNN before. They reported 96% success 
with 3-Fold cross validation. In this study, we also perform a 
MLP network having 0.8 weight and 1 bias parameters and 
obtained same results. This indicates the testing methodology 
is similar and analogous. In that meaning, other obtained 
results express consistent output. 

DT and SVM as regular machine learning, and Bagging as 
ensemble learning are highly compatible algorithms for 
mesothelioma dataset considering to Table 1. Methods 
successfully provide 100% accuracy rate in classification. 
However, linear kernel SVM and DT are simpler algorithm 
and require less computational time compare to Bagging. In 
this sense, Bagging is not preferably. Rule Based algorithm, 
DT, fails on big data problem according to report [14]. 
Therefore, it is also useless in practice owing to numerous 
patient suffering from Mesothelioma disease. In order to 
generalize the results, more record is necessary. In that 
condition, DT might give misleading diagnose. As a result, 
Linear SVM might be better to utilize in practice due to 
abovementioned results and reasons. 

As future works, abovementioned methods will be tested 
on more obtained data in classification. Then, more generic 
diagnose system can be improved.  
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Abstract—The possibility of an ultrasound study of the heart 
(Echocardiography, EchoCG) is widely used in modern 
cardiology. This non-invasive technology allows studying cardiac 
activity of the patient by determining the global contractility of 
the heart muscle. The methods, which used in echocardiography, 
require performing manual operations from specially trained 
medical professionals. A number of researchers are working on 
the problem of automation of this medical technology. The article 
shows the way of solving the problem of the left ventricle area 
identification in echocardiography records with machine 
learning techniques. The task of the left ventricle delineation is 
reduced to the problem of pixels classification on video frames. A 
pixel can belong to one of two classes (the background region or 
the region of the left ventricle). The possibility of solving the task 
was tested with the following �lassifiers: decision tree, gaussian 
naive Bayes, linear discriminant analysis, quadratic discriminant 
analysis, adaboost classifier, random forest classifier. The 
assessment of classification results was performed using ROC 
curves. The best performance was obtained for both algorithms: 
decision tree classifier (AUC 0.93) and random forest classifier 
(AUC 0.93). 

Index Terms—Echocardiography, left ventricle, edge detection, 
ultrasound images, apical four-chamber view. 

I. INTRODUCTION 

Ultrasonography is the non-invasive method widely used in 
various fields of medicine. In cardiology it called 
echocardiography [1] and is applied in the study of global and 
local contractility of the left ventricle (LV) of the heart.  

The apical four-chamber view is a widespread projection of 
the heart (Fig. 1). In this projection, the expert indicates the 
contour of the LV. This usually occurs manually. This 
procedure is very time consuming and requires specialists of a 
certain experience and qualifications. Experts find it difficult to 
explain clearly and objectively why they build the contour of 
the LV in a certain way. In some cases, they rely on intuition. 
Therefore, it is difficult to directly transfer their expertise in 
contouring algorithms. 

 
Fig. 1.  The ultrasound image and the contour marked by expert 

In this regard, numerous attempts to develop automatic 
algorithms for LV borders identification in echocardiographic 
images have been made [2, 11, 12]. Today there are many 
different ultrasound scanners, each of which is equipped with 
one or another tool for LV contouring (Philips, Aloka, Hitachi, 
Toshiba, Siemens, General Electric and others). Analysis of the 
commercial proposals of this companies showed that there is 
no echocardiography devices with built-in programs for LV 
contouring in fully automatic mode. In this context, the 
development of automated algorithms to delineate LV on 
echocardiographic images is important. 

II. PROBLEM STATEMENT 

From the Fig. 1 we can see that the image on the echo 
frame is a set of pixels having different brightness in the 
grayscale. Analysis of the medical experts experience have 
shown that the cardiologists use both a set of low-level features 
of each single frame and dynamics of their change in 
constructing the LV contour. In addition, they are guided by 
their own ideas about the right shape of LV. In the result, the 
expert can build the LV contour despite the presence of noise 
and artifacts on the border of the LV for each ultrasound frame. 
Even in the absence of clearly visible boundaries in some parts 
of the frame, the expert is able to identify the contour of 
the LV. 

The task of LV contouring can be formulated as the 
problem of pixel classification. It is clear that in this case the 
number of classes is equal to two — pixel can belong to either 
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region of the LV or the background region. Consequently, the 
task of the LV region identification is to classify pixels to the 
region of the LV or the rest of the region ultrasound frame 
depending on their coordinates in feature space. It means to be 
a task of binary pixel classification. Thus, the problem of the 
LV area identification on the image is formulated as following. 
Let X  be a set of pixel description, Y  — a set of pixel classes. 
There is an unknown target dependency: 
 *y X Y= → , (1)  
which values are known only on the objects of the finite 
training sample: 
 ( ) ( ){ }1 1, ,..., ,m

m mX x y x y= . (2) 

It requires to develop the algorithm: 
 : X Ya → , (3) 
which will be able to classify a random object: 
 x X∈ . (4) 

III. DESCRIPTION OF THE USED MACHINE LEARNING METHODS 

Traditionally, machine learning methods are used for 
solving the task of binary classification. Brief description of the 
applied methods is presented below. 

A. Decision tree classifier 
Decision trees [3-5] are a non-parametric supervised 

learning method used for classification. The goal is to create a 
model that predicts the value of a target variable by learning 
simple decision rules inferred from the data features. We uses 
an optimized version of the CART algorithm. 

B. Gaussian naive Bayes 
Naive Bayes methods [6] are a set of supervised learning 

algorithms based on applying Bayes’ theorem with the “naive” 
assumption of independence between every pair of features. In 
spite of their apparently over-simplified assumptions, naive 
Bayes classifiers have worked quite well in many real-world 
situations, famously document classification and spam 
filtering. They require a small amount of training data to 
estimate the necessary parameters. Naive Bayes learners and 
classifiers can be extremely fast compared to more 
sophisticated methods. We used Gaussian Naive Bayes 
algorithm for classification. The likelihood of the features is 
assumed to be Gaussian. 

C. Linear discriminant analysis and quadratic discriminant 
analysis 
A classifier with a linear decision boundary is generated by 

fitting class conditional densities to the data and using Bayes’ 
rule. The model fits a Gaussian density to each class, assuming 
that all classes share the same covariance matrix [7]. A 
classifier with a quadratic decision boundary is generated by 
fitting class conditional densities to the data and using Bayes’ 
rule. The model fits a Gaussian density to each class [7]. These 
classifiers are attractive because they have closed form 
solutions that can be easily computed, are inherently 
multiclass, have proven to work well in practice and have no 
hyperparameters to tune. 

D. AdaBoost classifier 
An AdaBoost [8] classifier is a meta-estimator that begins 

by fitting a classifier on the original dataset and then fits 
additional copies of the classifier on the same dataset but where 
the weights of incorrectly classified instances are adjusted such 
that subsequent classifiers focus more on difficult cases. We 
used implementation of the algorithm known as 
AdaBoostSAMME [9]. 

E. Random forest classifier 
In random forests [10], each tree in the ensemble is built 

from a sample drawn with replacement (i.e., a bootstrap 
sample) from the training set. In addition, when splitting a node 
during the construction of the tree, the split that is chosen is 
nolonger the best split among all features. Instead, the split that 
is picked is the best split among a random subset of the 
features. As a result of this randomness, the bias of the forest 
usually slightly increases (with respect to the bias of a single 
nonrandom tree) but, due to averaging, its variance also 
decreases, usually more than compensating for the increase in 
bias, hence yielding an overall better model. In contrast to the 
original publication [10] we used the scikit-learn 
implementation, that combines classifiers by averaging their 
probabilistic prediction, instead of letting each classifier vote 
for a single class. 

IV. EXPERIMENTAL DETAILS 

A. Dataset description 
A collection of echo records, which included a grayscale 

EchoCG images of the heart (Fig. 2, series A) and 
corresponding binary images of the LV, marked by the expert 
(Fig. 2, series B), were used for training and testing. 

The collection was received as a result of echocardiography 
studies for adult patients without pathology on the ultrasound 
machine Philips. Each video sequence contains one cardiac 
cycle. Expert segmentation was conducted manually by 
doctors. The collection contained ultrasound video of 26 
patients. The number of frames used in the videos were 
different (minimum - 20, maximum - 50). The total number of 
frames was 724. Reduction of video frames was carried out to 
reduce the required computing resources. The size of each 
image is reduced to 60×80 pixels using bicubic interpolation. 
Reducing frame size also reduces the influence of noise on the 
results of the delineation. This is due to the fact that the small 
bright region inside the LV also decrease or disappear 
completely when you decrease the frame. 

 
Fig. 2.  Source data: A - ultrasound images, B – LV regions identified 

by experts 
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B. Classification features 
The analysis of the results of the contouring performed by 

experts showed that the expert uses a set of low-level features 
of each single frame and their dynamic changes. Therefore, we 
have calculated multiple low-level features to solve the 
problem of classification of pixels. The features that 
characterize image-pixels is presented in table 1 . Features 
from 4 to 42 were converted into vector from matrix 
representation. 

Thus, 42 vectors were received after the calculation all 
features on a frame: 
 1 2, , , n

i i if f f� , (5) 

where 42n = – the number of features, 1,i p=  – number of 
pixel, p  – the total number of pixels.  

TABLE I.  FEATURES OF PIXELS 

	 Description 
1 The row number of the pixel 

2 The column number of the pixel 
3 The ratio of the number of the frame to the total number of frames 

4 The absolute difference between the first and current frame 
of the video sequence 

5 Summation of the first and current frame of the video sequence 

6 Division the first and current frame of the video sequence 

7 Multiplication of the first and the current frame sequence 
8 Matrix of corner metric (with adjusted contrast) 

9-10 Horizontal and vertical lines (applied dilation operation and 
filling holes) 

11-12 Operation of extended maximum (extended-maxima 
transform) values, H=150 and H=200 (4 connectivity) 

13 Histogram equalization (contrast-limited adaptive histogram 
equalization) 

14 Decorrelation stretching 

15-18 Contrast enhancement using histogram equalization with 20 
intervals, 10, 5 and 3 

19 Smoothing of intensity values 
20 Two-dimensional median filter 

21 Filtering based on statistics of second order (2-D order-
statistic filtering) 

22 Smoothing of intensity values 

23 Adaptive Wiener filtering 

24 Filter approximating the linear motion of the camera 
25 Rounded averaging filter 

26 Averaging filter 

27 Gaussian low pass filter 

28 Approximating the two-dimensional Laplace operator 
29 Laplacian of Gaussian filter 

30 Improving contrast filter 

31 Two-dimensional cosine transform 
32 Top-hat filter 

33 Bottom-hat filter 

34 
Addition the current matrix of the image and the result of this 
matrix after top-hat filtering, subtraction of the bottom-hat 
filtering, applied median filtering. 

35 Suppress light structures that are adjacent to the edges of the 
image and apply median filtering 

36-39 Morphological closing operations, dilation, erosion, opening 

40-42 The calculation of local entropy, amplitude and standard deviation 

Accordingly, each vector of features n
if  contained p  

elements. Then all the features were combined into a single 
matrix of features: 
 1 21 2, , , n n

i i iX f X f X f= = =� . (6) 

After that the vector iY  containing class labels (0 or 1) for 
each i pixel was formed. In this case, the pixels belonging to 
the background area had 0, the pixels belonging to the LV 
region had 1. 

Thus, the total number of pixels, which were used for 
classification, was equal to 912 964. 

C. Validation scheme 
684 723 (75%) pixels were used as training set. Evaluation 

of classification quality was conducted on the remaining 
228 241 (25%) pixels. AUC criteria was used for assessment 
the quality of classification pixels. AUC is the area enclosed by 
the ROC curve and axis of the proportion of false positive 
classifications. Note that the higher value of AUC, the better 
classifier. A value of AUC = 0.5 indicates the unsuitability of 
the chosen method of classification (corresponds to random 
divination). 

D. Testing machine learning methods 
We checked the applicability of the following methods: 
• Decision Tree Classifier (DTC); 
• Gaussian Naive Bayes (GNB); 
• Linear Discriminant Analysis (LDA); 
• Quadratic Discriminant Analysis (QDA); 
• AdaBoost Classifier (ABC); 
• Random Forest Classifier (RFC). 
Setting of methods are shown in table 2. 

TABLE II.  SETTINGS 

	 Designation Setting 

1 DTC 

The Gini criteria is used for the split quality 
measurement. The minimum number of 
samples required to split an internal node is 
equal to 2. The minimum number of 
samples required to be at a leaf node is 
equal 1. 

2 GNB The default values from the sklearn library 
[13] were used. 

3 LDA 

4 QDA 

5 ABC 
Boosted ensemble is built from decision tree 
classifier. The maximum number of is equal 
50. 

6 RFC 

The number of trees in the forest is equal to 
20. The Gini criteria is used for the split 
quality measurement. The minimum number 
of samples required to split an internal node 
is equal to 2. 

V. RESULT AND DISCUSSION 

Validation result are presented in table 3. The graphical 
representation of the validation results is presented in 
the Fig. 3. The table 3 shows that the assumption about the 
possibility of the successful application of machine learning 
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methods to solve the contouring problem is confirmed. All 
tested algorithms showed the AUC more than 0.5.  

TABLE III.  QUALITY ASSESSMENT OF PIXELS CLASSIFICATIONS 

Number Designation AUC 

1 DTC 0.93 

2 GNB 0.73 

3 LDA 0.62 

4 QDA 0.86 

5 ABC 0.82 

6 RFC 0.93 

 

 
Fig. 3.  Validation results 

This indicates that machine learning methods can detect 
poorly formalized patterns when constructing the LV contours. 
The greatest attention is attracted by decision tree classifier and 
random forest classifier. These methods demonstrate the high 
accuracy of pixel classification. 

However, the required accuracy level of the algorithm for 
automatic LV contouring has not been determined. Therefore, 
it is necessary to conduct additional research to identify the 
expert range, which includes the contours of the LV 
constructed by different experts in the ultrasound record 
frames. It is also possible to continue the search for methods 
that will demonstrate higher classification accuracy pixels. 

VI. CONCLUSION 

The results of applying decision tree classifier and random 
forest classifier in the task of automatic LV contouring in 
echocardiography records confirm their applicability. They 
have the same area under the ROC curve (it is equal to 0.93). 
Therefore, the study results show that this methods may be 
used for solving the problem of automatic LV contouring on 
the frame of the ultrasound films with a high level of 
confidence. 
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Abstract— Breast cancer is one of the most deadly type’s 
cancers worldwide. Diagnosing breast cancer always is invasive, 
costly, time-consuming and often risky. That is why many 
patients reach late stages of breast cancer without treatment, 
especially in those countries where resources are limited. 
Therefore, the early diagnosis remains vital, early detection 
strategy, particularly in developing countries, where the disease 
is diagnosed in late stages. Finding a solution for above-
mentioned problems and riding out from disadvantages became a 
strong motive to conduct this study. 

To conduct this study, in this paper, we propose automatic 
classification algorithm for breast cancer diagnosing basis on 
clinical history, physical examinations, and laboratory tests, 
which are noninvasive, cheap and save. The feature vector is 
created by using above mentioned information. The effects of 
using features to classify breast cancer with pattern recognition 
techniques are investigated.   

Index Terms—Breast Cancer, support vector machine, 
Diagnosis, Biomedical. 

I. INTRODUCTION 
Cancer is a disease in which cells grow out of control. The 

growth of these cells is called tumors which classified to (non-
cancerous (benign), pre-cancerous and cancerous 
(malignant)). Malignant type differentiates from other types of 
the tumor by its capacity to invade nearby tissues and they can 
spread to other organs by blood vessels and lymphatic 
channels [1].  

Breast Cancer considered as a malignant type of tumor that 
starts in breast cells, it is one of the most common leading 
death factor in developed countries. It usually affects the 
women and it’s rare among men (1%) [2]. Diagnosing breast 
cancer usually starts with clinical data, lab tests, imaging 
studies (mammogram, sonogram, and MRI of the breast) and 
finally biopsy (removing a piece of a breast mass and 
searching for malignant cells by microscopy).  Although 
biopsy is the standard diagnosing test, it has many 
disadvantages, such as being invasive, costly, time-consuming 
and sometimes risky. For example; when a biopsy is 
performed, the patient may face infection, the scare of surgery 
and misdiagnosis. Imaging studies (mammogram, sonogram, 
and MRI of the breast) has been used for many years to detect 

breast cancer. But using them has some limitation; more 
expressly is exposure effects of radiation. Besides being risky, 
the data provided by imaging is insufficient to diagnose breast 
cancer [3]. 

The automated diagnosis of breast cancer has attracted 
many researchers. There are several research studies has been 
conducted so far [4, 5]. Comparison of the methods and 
accuracy of previous studies and this study are summarized 
herein. The one study showed the performance of the model 
which is evaluated by using nine attributes which represent 
nine cytological characteristics of breast fine-needle aspirates 
(FNAs). The medical data for this study was taken from 
Wisconsin breast cancer database (WBCD) [6]. In another 
study, the researchers developed a system for diagnosis, 
prognosis and prediction of breast cancer by using Artificial 
Neural Network (ANN) models like MLP, RBF, LVQ, and 
Competitive learning network. These models are useful for 
performing the classification of breast cancer diagnosis by 
using 10 attributes. For the study they also obtained data from 
Wisconsin Breast Cancer Data (WBCD) [7]. In one more 
research study, the researchers proposed an approach for 
distinguishing between different classes of breast cancer. 
During the study the Differential evolution algorithm (DE) has 
been used, in order to determine the optimal value or near 
optimal value for ANN parameters [8]. In another study 
researchers used SVMs [9, 10] as a classification model for 
detecting and diagnosing malignant and benign based on MRI 
features[11], ultrasound feature [12, 13] and mammographic 
features[13].  

In this study, by using the pattern recognition techniques 
we have used cheap, simple and noninvasive tests that can be 
performed easily. Data were taken directly from patients 
therefore, we could interview the 206 subjects. They are 
divided into two groups 100 of them have features of breast 
cancer, the rest denied to have any feature of breast cancer, 
and every patient is expressed by 19 features which are 
divided into three parts clinical history, physical examination 
and lab tests. 

By this strategy, we hope to produce "downstaging" 
(increasing in the proportion of breast cancers detected at an 
early stage) of the disease to stages that are more amenable to 
curative treatment. 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 845 12-14 Oct 2016, Baku, Azerbaijan



In order to improve the accuracy of breast cancer 
classification as benign and malignant, the performance of 
Support Vector Machine (SVM) was evaluated. The SVM is a 
flexible classifier algorithm that has been proposed as an 
effective statistical learning method for pattern recognition 
[14], which is based on finding optimal hyperplane to separate 
different classes mapping input data into higher-dimensional 
feature space. The SVM has been used for many applications 
such as object recognition and face detection [15]. 

II. MATERIALS AND METHODS 

A. Data Collection 
The right diagnosis of breast cancer is one of the major 

issues in the medical field. The participants in this research 
have been classified into two groups. The first group included 
patients who had all features of the breast cancer and second 
group is opposite to the first one. In total 206 cases were 
collected. A 106 of the cases were complaining from bad 
effects of breast cancer and the rest were not. The original 
dataset contains 19 features in the dataset that are used in this 
application. The attributes represent our data resources as 
history, examination, laboratory tests. According to the 
properties of the attributes, the breast cancer was classified 
into benign (expressed by “Positive”) and malignant 
(expressed by “Negative”). All data has been taken from 
Sheen International Hospital (Oncology Department) which is 
one of the major hospitals in Erbil, Iraq.  

B. Support Vector Machine (SVM). 

The SVM is a supervised learning algorithm that is used 
for data classification and regression [14].  It searches for a 
best hyperplane which separate between classes. The best 
hyperplane is considered the one that leaves the maximum 
margin between the two classes. The margin is defined as the 
width of the hyperplane from the closest point of the two 
classes. Bounds between data sets and hyperplane are called 
support vectors [15]. The hyperplane can be found by: 

    (1) 

� “ x ” : refers data points 
� “ w ”: is a coefficient vector 
� “ b ” : is offset from the origin 

In the case of linear SVM g(x) ≥ 0 for the closest point on 
the one of the class, g(x) < 0 for the closest point belongs to 
another class. The margin between support vectors is defined 
by: 

 
 

7777777<H= 

For better separation, the margin  should be maximized. 
The data points which are called support vectors are the only 
ones which are relevant for the solution of the problem.  All 
remaining data points could be deleted from the data set and 
the same solution can be obtained. 7

C. Performance Measures 
Evaluation of the classifier to measure the quality is 

commonly evaluated using the data in the confusion matrix. 

Several standard measures have been defined for correct and 
incorrect classification results of the matrix. The most 
common practical measure to evaluate the performance is 
accuracy, which is defined as the proportion of the total 
number of instances that were classified correctly. 

Sensitivity is the mean proportion of actual positives 
which are correctly identified. Specificity is the mean 
proportion of negatives which are correctly identified. 

These performance metrics are calculated according to the 
data in the confusion matrix which are mentioned in [16]. 

D. Simulated Program WEKA 
The Waikato Environment for Knowledge Analysis 

(WEKA), which is a Java-based machine learning tool that  
contains a large number of algorithms for data preprocessing, 
feature selection, classification, clustering, and finding the 
associative rules [17]. WEKA uses a common data 
representation format, making comparisons easy. It has three 
operation modes i.e., GUI, Command Line, and Java API. 

III. RESULT AND DISCUSSION 
In this study, the 19 original features of the breast cancer 

data are used for classification. The accuracy, sensitivity, 
specificity of 19 features has been performed using 10-fold 
cross-validation. To construct the SVM classifier proper 
kernel function and its parameters has been chosen. Generally 
Sequential minimal optimization (SMO) is used for training 
SVMs, which is implemented by the popular application to 
find proper hyperplane for SVMs [18]. Such implementation 
replaces all missing values and transforms nominal features 
into binary ones. 

In the present study, the accuracy evaluation of SVM has 
been computed for linear, where the complexity parameter is 
set to 1.0. 

SVM have been tested and trained to find out maximum 
accuracy adjusting their parameter. The performance measures 
such as accuracy, sensitivity, specificity of the classifiers are 
compared to each other. The parameters of the classifiers 
which provide maximum accuracy are selected to be 
compared to the other classifiers.  

10-fold cross validation with 19 features used to compare 
the performances of the classifier. In input data of the 
classifier, and the test data are compared to the original class 
label to find out TP, TN, FP, and FN values. These values for 
classifiers are provided in the form of confusion matrix in 
Table 1. 

Sensitivity refers successfully identified malignant 
samples in cancer classification. Thus, higher sensitivity 
means the higher diagnostic capability of malignant tumors 
and it can be used to help physicians to diagnose cancerous 
mass more correctly. The accuracy, sensitivity and specificity 
measures in this study are given in Table 2 to compare the 
effect of the feature using pattern recognition tools. It should 
also be noted that, medical dataset used in this research was 
obtained from the personal resources; where in the other 
studies provided in literature review section obtained from 
different sources like UCI, WBC and Indian Pima. 
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TABLE 1. THE CONFUSION MATRICES OF THE CLASSIFIER 

 

Actual Value 

Expected Value 

Positive                      Negative 

Positive    TP = 99                         FN = 1  

Negative     FP = 6                         TN = 100 

 

TABLE 2. SUPPORT VECTOR MACHINE WITH LINEAR KERNEL 

Total 
Number 
of Folds 

Accuracy 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

Complexity 
Parameter 

(C) 

2 96.602 96.600 96.700 1.0 

3 95.631 95.600 95.700 1.0 

4 96.602 96.600 96.700 1.0 

5 96.602 96.600 96.700 1.0 

6 96.117 96.100 96.200 1.0 

7 96.117 96.100 96.200 1.0 

8 95.631 95.600 95.700 1.0 

9 96.117 96.100 96.200 1.0 

10 96.602 96.600 96.700 1.0 
 

IV. CONCLUSION 
The diagnosis of the breast cancer is a cumbersome 

problem. In the war zone the diagnosis process by using lab 
tests, imaging studies and biopsy might be a time-consuming, 
invasive, and costly. In this study, we propose automatic 
classification algorithm for breast cancer diagnosing based on 
clinical history, physical examinations, and laboratory tests, 
which are noninvasive, cheap and save. The medical data was 
taken from personal resources. The performance measures of 
SVM classifier with linear kernels have been evaluated in 
order to find sensitivity, specificity, and accuracy metrics. 
Experimental results showed that properly implemented 
classifier can reach the overall performance of 96.602%. The 
sensitivity value of SVM classifier with a linear kernel is 
96.600%. In this study, we have validated the obtained results 
with biopsy output, in order to be sure about the result. In the 
future more compact and autonomous tool can be developed 
that could be used as a screening and also diagnosing 
mechanism as compare to other mentioned aggressive 
methods.  

ACKNOWLEDGMENT 
The authors thanks, Dr. Abdulsalam Zrar for providing the 

medical data. 

REFERENCES 
[1] A. Mert, N. Kılıç, E. Bilgili, and A. Akan, "Breast cancer detection with 

reduced feature set," Computational and mathematical methods in 
medicine, vol. 2015, 2015. 

[2] A. Tartar, N. Kilic, and A. Akan, "Classification of pulmonary nodules 
by using hybrid features," Computational and mathematical methods in 
medicine, vol. 2013, 2013. 

[3] N. Brasic, D. J. Wisner, and B. N. Joe, "Breast MR imaging for extent of 
disease assessment in patients with newly diagnosed breast cancer," 
Magnetic resonance imaging clinics of North America, vol. 21, pp. 519-
532, 2013. 

[4] S. C. Bagui, S. Bagui, K. Pal, and N. R. Pal, "Breast cancer detection 
using rank nearest neighbor classification rules," Pattern recognition, 
vol. 36, pp. 25-34, 2003. 

[5] K. U. Rani, "Parallel approach for diagnosis of breast cancer using 
neural network technique," International Journal of Computer 
Applications, vol. 10, pp. 1-5, 2010. 

[6] F. Paulin and A. Santhakumaran, "Classification of breast cancer by 
comparing back propagation training algorithms," International Journal 
on Computer Science and Engineering, vol. 3, pp. 327-332, 2011. 

[7] R. Janghel, A. Shukla, R. Tiwari, and R. Kala, "Breast cancer diagnosis 
using artificial neural network models," in Information Sciences and 
Interaction Sciences (ICIS), 2010 3rd International Conference on, 2010, 
pp. 89-94. 

[8] H. T. T. Thein and K. M. M. Tun, "An Approach for Breast Cancer 
Diagnosis Classification using Neural Network," Advanced Computing, 
vol. 6, p. 1, 2015. 

[9] M. M. R. Krishnan, S. Banerjee, C. Chakraborty, C. Chakraborty, and 
A. K. Ray, "Statistical analysis of mammographic features and its 
classification using support vector machine," Expert Systems with 
Applications, vol. 37, pp. 470-478, 2010. 

[10] N. H. Sweilam, A. Tharwat, and N. A. Moniem, "Support vector 
machine for diagnosis cancer disease: A comparative study," Egyptian 
Informatics Journal, vol. 11, pp. 81-92, 2010. 

[11] J. Levman, T. Leung, P. Causer, D. Plewes, and A. L. Martel, 
"Classification of dynamic contrast-enhanced magnetic resonance breast 
lesions by support vector machines," Medical Imaging, IEEE 
Transactions on, vol. 27, pp. 688-696, 2008. 

[12] R. Liao, T. Wan, and Z. Qin, "Classification of benign and malignant 
breast tumors in ultrasound images based on multiple sonographic and 
textural features," in Intelligent Human-Machine Systems and 
Cybernetics (IHMSC), 2011 International Conference on, 2011, pp. 71-
74. 

[13] A. M. Arymurthy, "A system for computer aided diagnosis of breast 
cancer based on mass analysis," in Robotics, Biomimetics, and 
Intelligent Computational Systems (ROBIONETICS), 2013 IEEE 
International Conference on, 2013, pp. 247-253. 

[14] V. Vapnik, The nature of statistical learning theory: Springer Science & 
Business Media, 2013. 

[15] E. Gumus, N. Kilic, A. Sertbas, and O. N. Ucan, "Evaluation of face 
recognition techniques using PCA, wavelets and SVM," Expert Systems 
with Applications, vol. 37, pp. 6404-6408, 2010. 

[16] K. Tufan, "Noninvasive diagnosis of atherosclerosis by using empirical 
mode decom-position, singular spectral analysis, and support vector 
machines," Biomedical Research, vol. 24, pp. 303-313, 2013. 

[17] M. Hall, E. Frank, and G. Holmes, B. Pfahringer, P. Reutemann, and I. 
H. Witten, "The WEKA data mining software: an update," ACM 
SIGKDD explorations newsletter, vol. 11, pp. 10-18, 2009. 

[18] C.-C. Chang and C.-J. Lin, "LIBSVM: a library for support vector 
machines," ACM Transactions on Intelligent Systems and Technology 
(TIST), vol. 2, p. 27, 2011.

 

 

2016 IEEE 10th International Conference on Application of Information and Communication Technologies (AICT)

©2016 IEEE 847 12-14 Oct 2016, Baku, Azerbaijan



Sentiment Analysis for Agglutinative Languages 
Eshref Adalı 

Faculty of Computer Eng. and Informatics 
Istanbul Technical University 

Istanbul, Turkey 
adali@itu.edu.tr 

Assoc.Prof. Abzetdin Z. Adamov 
Applied Research Center for Data Analytics and Web 

Insights (CeDAWI), Qafqaz University 
Baku, Azerbaijan 

aadamov@qu.edu.az 

Abstract—Other people judgment, sentiment, opinion and think 
about actions or product or speech are important for person or 
company or institutions for decision making processes. Today 
people declare their opinions, feeling and judgment about a 
product or a service or a film or a speech on social media 
platforms. Social media are easily accessible platforms and 
provide remarkable sources for analysis and evaluation.  
Sentiment analysis find out the feeling of people on an object. The 
feeling covers attitudes, emotion and opinions. Sentiment is 
subjective impression; not facts. Sentiment analysis is basically a 
text classifying problem. Therefore, use Natural Language 
Processing (NLP), statistics, or machine learning methods to 
extract, identify, or otherwise characterize the sentiment content 
of a text.  

Index Terms—Sentiment Analysis, NLP, Parity, Semantic 
Orientation, Machine Learning, Sentient Lexical. 

I. INTRODUCTION

Everybody are curious about other people judgment, 
sentiment, opinion and think about actions or product or speech. 
These kind of information are important during decision 
making processes. Companies want to know opinion of 
customer about their product. Politician wants to know the 
effect of his or her speech. Customer service should know the 
satisfaction of customer. Customer wants to know opinion of 
other people about the product and service before buy it.  

In order to learn satisfaction of customers and performances 
of product, companies need a market researcher. These kind of 
research are very costly and time consuming; need 
comprehensive survey. Some firms collect customers 
evaluation forms and analyze them by computer or manually.  

Today people declare their opinions, feeling and judgment 
about a product or a service or a film or a speech on social media 
platforms. Social media are easily accessible platforms and 
provide remarkable sources for analysis and evaluation.  The 
data of social media can be captured and process by computer. 
Therefore, today many companies working on collection of data 
from social media and process them by using of sentiment 
analysis tools and techniques. 

Sentiment analysis find out the feeling of people on an 
object. The feeling covers attitudes, emotion and opinions. 
Sentiment is subjective impression; not facts. Generally, a 
binary opposition in opinions is assumed; good or bad, like or 
dislike or for or against, etc. These are called as “polarity” or 
“semantic orientation”.  Sentiment analysis is the process of 

determining whether a text includes sentiment or not, and 
classifying the sentiment into positive, negative and neutral 
classes. Sentiment analysis is basically a text classifying 
problem. Therefore, use Natural Language Processing (NLP), 
statistics, or machine learning methods to extract, identify, or 
otherwise characterize the sentiment content of a text. 
Sentiment analysis sometimes referred to as opinion mining. In 
other word, sentiment analysis and opinion mining aims to 
extract the embedded polarity from textual data. 

In order to extract the embedded polarity from a text, some 
features of the selected language (Turkish, English, and 
Korean) or language family (agglutinative or fusional) and 
some feature of domain (travel, hotel, movies) should be 
known. A word can get many suffixes in agglutinative language 
but one or two suffixes in fusional language. Therefore, to get 
the meaning of word in fusional language is easier than 
agglutinative language.  Knowing the characteristics of the 
language are essential for NLP and sentiment analysis because 
different languages require different preprocessing techniques. 

II. LEVEL OF SENTIMENT ANALYSIS

The sentiment analysis may be done at different level which 
are explained as blow; 

Word level: In this level, assigning a sentiment polarity to 
a word or Multi-words. The polarity of a word may be different 
in different domain or even in the same domain. (Big car, big 
house has positive polarity; big mobile phone has negative 
polarity)  

Phrase level: One sentence may have two phrases and each 
phrases has different polarity. (I liked the movie, but she did 
not.) So there is no unique polarity of this sentence. 

Sentence level: One sentences may consist of several 
polarities. In this case the overall polarity of a sentence is 
assigned to the sentence. 

Aspect level: One sentence in the same domain may 
consists of several aspects. The polarity of each aspect may be 
different then polarity of sentence. (The actor was good, but I 
did not like the scenario.) In this example, the domain of two 
aspects are the same but the polarity of each aspect are different 
the overall polarity of sentence. 

Document level: Document level sentiment analysis extract 
overall polarity of a document. It is complicated work to find 
out the polarity of a document which consists of many 
sentences.  
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Word level sentiment analysis is assumed to be fine and 
document level is assumed to be coarse analysis. Therefore, 
many research focused on word level or lexicon base sentiment 
analysis.  

III. CLASSIFICATION 
As mentioned earlier, sentiment analysis is basically a text 

classifying problem. Therefore, use NLP to extract, identify, or 
otherwise characterize the sentiment content of a text. There are 
many possibilities for what we might want to classify: 

� Users 
� Texts 
� Sentences (paragraphs, phrases, chunks of text) 
� Predetermined descriptive phrases (<ADJ N>, <N N>, 

<ADV ADJ>, etc) 
� Words (POS tag) 
� Multi-words (POS tag) 
Before classification, one text has to be parsed into 

sentences; then sentences into phrase, if there are; then into 
multi-words and finally words. 

IV. SENTIMENT LEXICON 
The lexicon based sentiment analysis approach use a pre-

determined Sentiment Lexicon (SL). While sentiment analysis 
is done, the algorithm uses the SL to find out sentiment of a 
word. Sentiment analysis does not require a detailed pre-
processing [1] work before classification for fusional languages 
like English. But it is necessary and important for agglutinative 
language like Turkish in which it is possible to add many 
suffixes to stem. These derivational and inflectional suffixes can 
change the POS tag and sentimentally polarity of the word.  

A sentiment analysis system must understand some 
linguistic markers such as negations, intensifications, and 
conditional constructions. This is necessary for better 
classifications. The linguistic markers are language-dependent. 
In order to extract these marker, language specific 
morphological analyzers and parsers required. Before given 
linguistic markers, we need to develop a sentiment lexicon with 
Semantic Orientation (SO). One sample are given in Table-1 
and Table-2. [2] 
 

TABLE I. EXAMPLES OF WORDS IN THE NOUN & VERB LEXICON FOR MOVIE 

Word SO Value 
monstrosity  ucube −5 
hate (noun and verb)  iğrenç −4 
disgust  tiksinti −3 
sham  yapay −3 
fabricate  uyduruk −2 
delay (noun and verb)  aksak −1 
determination  Kararlılık 1 
Inspire ilham verici 1 
inspiration  esinlenme 2 
endear  çekici 3 
relish (verb) zevk vermek 4 
masterpiece Başyapıt 5 

 
 
 
 
 
 
 

TABLE II. EXAMPLES FROM THE ADVERB DICTIONARY 

Adverb SO Value 
excruciatingly azap verici −5 
Inexcusably affedilemez −3 
Foolishly aptalca −2 
satisfactorily yeterli 1 
purposefully amaçlı 2 
hilariously neşeli 4 

Negation: Negation markers change the polarity of a 
predication or main verb. To negation is simply to reverse the 
polarity of the lexical item next to a negator, for example 
changing good (+3) into not good (−3). Some negators are: not, 
none, nobody, never, nothing, without. 

� Nobody gives a good performance in this movie. (nobody 
negates good)  

� Out of every one of the fourteen tracks, none of them 
approach being weak and are all stellar. (none negates 
weak)  

� Just a V-5 engine, nothing spectacular. (nothing negates 
spectacular) 

� Beğendim diyen olmadı (ma negates beğenmek)  
Intensification: Intensification markers change the level of 

polarity like stronger or weaker. Some of intensification are 
given in in Table-3 

TABLE III. INTENSIFIERS AND THEIR MODIFICATION FACTORS 

Intensifier Modifier % 
Slightly biraz −50 
Somewhat biraz −30 
Pretty oldukça −10 
Really kesinlikle 15 
Very çok 25 
Extraordinarily Sıra dışı 50 
(the) most Ençok 100 

 
Conditional: Conditional marker make an initial condition 

to polarity of sentence.  

If it was not too long, I would have given it a five stars. 

Rhetorical questions: The answer were clear but this 
answer wants to be accepted by another person.   

Can one not like this movie? 

Sarcastic: Sarcastic markers are usually adjective used to 
describe something that means the opposite tot what is literally 
implied. 

it was a great movie! 

Idiomatic: An expression whose meanings cannot be 
inferred from the meanings of the words that make it up. Some 
idiom composes of several words. 

Ball is in your court  (it is up to you to make the next 
decision or step) 

Kafayı yemek   (kafa: head; yemek: to eat; go crazy) 
Göz boyamak   (göz: eye, boyamak: to paint; sugar the 

pill) 
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V. SENTIMENT ANALYSIS PROCESSES

Several methods are used for sentiment analysis. 
Performance of some methods are sufficient but some are not. 
Some methods are time consuming some works fast. We will 
explain lexicon based sentiment analysis method. The steps of 
this method are given as follows: 

� Cleaning
� Morphological Analysis
� Morphological ambiguity
� POS (Part-of-Speech)
� Multi-words expression
� Machine Learning
� n-Gram Modelling

Cleaning Processes: Text data may have orthographic and 
grammatical problems. Especially Tweets contain 
abbreviations, missing vocals letters and many spelling errors. 
Another problem is related with alphabet. Some people do not 
use original alphabet of the language. For example, they use 
English alphabet for Turkish message. Therefore, they need 
character correction, devocalization and ungrammatical 
constructs both due to the character limitation of Twitter and 
mobile devices with limited text entry capabilities.  

Example: 
Dusunuyorum  düşünüyorum 
Gnc  genç 
Slm   selam 
Okumucam  okumayacağım 

Morphological Analysis: Agglutinative language like 
Turkish has a very productive inflectional and observational 
morphology.  

Morphological Disambiguation: Morphological analyzer 
proposes several ambiguous results; one of which will be the 
correct solution. In order to find out the correct solution a 
disambiguation tool must be used. 

Multi-words expression:  Multi-words have different 
meaning and will be interpreted together. [5] 

Example: 
Kafayı yemek go crazy 
Ayağına kurşun sıkmak shoot oneself in the foot 

The flow of algorithm is shown in Figure-1. 

Fig. 1: The algorithm of lexicon based sentiment analysis 
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