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Considering wide application of integro-differential equation, last time scientists from
different countries have actively engaged in research of approximate solutions of integro-
differential equations. Many of these scientists mainly are engaged in numerical solution of
Volterra integro-differential equations. For this purpose, quadratic method, modification of the
quadratic method, collocation method, etc. were investigated. Here we consider the use of
implicit multistep methods with constant coefficients for solving Volterra integro-differential
equations, and find sufficient conditions for its convergence.

Introduction. Consider the following initial-value problem for the integro-differential
equations of Volterra type:

Y9 =6 y)+ [K(6S Y(s)Ds, Y(%) =Y. (1)

Xo

Let’s suppose continuous functions f(X,Yy) and K(X,S,Y) are defined on some closed
domain G and the problem (1) has the unique solution defined on the segment [X,, X]. It is
known that the problem (1) can be replaced by the next problem:

Y= TN +V0,  Y(X) = Yo, 2)
V() = [K(%5 y(9)ds. 3)

For solving the system which consists of the relation (2) and (3), here we suggested
following method:

kK
Za yn+l = hZﬂl n+i + hZﬁ Vn+| 4 (4)
= i=0

k

Kk

z AV :h227|JK(Xn+J’ n+|9yn+|) (5)
j=0 i=

where the coefficients ¢«;,a/,f3,, Vi (i,j=0.,1,...,.k) are some real numbers, and

a, #0,a, #0, a constant 0 < h is a step of partitioning of the segment [X,, X] into N equal

parts, and the mesh points are defined in the form X =X, +ih (i =0,1,...,N).

Here, at the mesh points X, (mM=0,1,2,...), the approximate values of the functions

Y(X) and V(X) are denoted by Y, and v, (Mm=0,1,2,...), but exact values by Y(X,,) and
v(X,) (m=0,L2,...), respectively.

One of the important questions at researching method (4)-(5) is how much are closer the
found values of the solution of a problem (1) by scheme (4) - (5) to exact values of the solution.
Therefore consider convergence of the method (4) — (5) to the solution of the problem (1).

§1. Convergenceof k-step method with the constant coefficients.

As is known, at real use of K -step method defined by scheme (4) and (5) there arises
some round-off errors. Hence, the K -step method at real use will have the following form (see,

fe. [11-[3]):
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K k
Za Yoii = Z Bito.i +h2ﬂ. Voii 6, (1.1)
i=0 i=0 i=0
k k Kk
Zairvn-%—i :hzzyi,jK(er-Ja n+|9yn+|)+5’ (12)
i=0 j=0 i=0

Here the round-off errors for the corresponding method are designated by J,, and o, .

As the sizes Y,, and V,, (m=0,1,2,...)are the approximate values of the solution of

problem (2) and equation (3), it is natural that at replacement by their exact values in (4) and
(5), we will receive some error which usually is called an error of methods. We have:

Kk k k
Zai y(xn+i) = h2ﬂ| f (Xn+i H y(xmi )) + h2ﬂ| V(Xn+i)+ Rn’ (1-3)
ZaV(XnH) hzzyl ]K(Xr'l+j’ n+|’y(xn+l ))+ Rn (1-4)
j=0 i=0

R, and R are the errors of corresponding methods. Somebody can find the coefficients of

method (5) by the way from [4].
The convergence of method (4)-(5) can be defined by means of the following theorem.
Theorem 1. Let the following conditions be satisfied:

1. Methods (4) and (5) are stable, and o, #0, «, #0.

2. Methods (4) and (5) have degree p.
3. Continuity on totality of variables of the functions f(X,y) and K(X,S,y) are defined in

some closed domain they have partial derivatives to some p, inclusively.
4. The smallness order for the initial data y,, (M=0,1,...,K—1) has the following form

Yo = Y(%) = O(h®), v, V(%) = O(h?).
5. Round-off errors have higher order smallness, than the initial data, namely:
o, = O(h™™), o, = O(h*), h—0.
Then it holds
max((¥(x,) - ¥, 1 (V(x,)~V,)) =O(h"), h—0. (1.5)

Here the concept of stability and degree of a multistep method are defined just as in [5].
Proof. Subtracting (1.1) and (1.2) from (1.3) and (1.4), we have:

< —a, +ah+bh’ = A
= ! ! . +h . +R, 1.6
8n+k Z): ak —akh—b hz gnﬂ Zﬂlgnﬂ Rn ( )

n+k_ Z_ +_Z  Ensi (1.7)

,00{k dy izo

where

K
=p, f;(xmi 2Sni)» B =B /05{()274,] K;(Xn+j s Xosi s s ) »
=0

R-R-
Rn:hﬂkRI;/all(—i_Rn_é‘n/(ak_akh_bkh2)7
_ —  p-palla
Em = y(xm)_ ym’ €m :V(Xm)_vm= IBI = k_akl;,]_bk}:z s

& ..and 7, are between Y, . and Y(X,,.).

After some transformations, we can write relation (1.6) and (1.7) in the following form:
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k-1 k-1 k-1

a, - A
Enpk = _z_lgmi + z i Enai Z €cni t hzzligmi +Rn9 (1.8)
i=0 Xy i=0 i=0 i=0
3 Kkl gt k-1 k-1 k
gn+k = _Z_I,gmi + hZ( )gn+l + h bkz i n+| Rn (19)
i=0 Xy i=0 i=0
where
-8, +aa -ab, +ba a,
= Lk e | = B +Bay —., d, =——"+h(e +hl).
a (o —ah-bh7) o (o, —ah-bh7) o
After addition of the next identities:
Enii = €nsis En+i =&nii ( 0 1 2 k_l)

rewrite the received system of the equations by means of the following vectors
Yok = (EniioEnicin€ni)s Yok = (Eniics EnkctoEnit)

in the form:
Y. =AY +hBY_ +hBY_ ,  +hBY_  +W, (1.10)
Yn-f-k = A’ n+k 1 + hVYn+k 1 + thYn-¢—k 1 +Wn5 (111)
where
an e e &) (e . _a g
ay ay ay ay ay, o ay, ay,
A= 1 0 0 0 , A = 1 0 0 0 ,
0 0 1 0 0 0 1 0
Bk—l Bk—l Eo ekfl eku eO Ik 1 Ik 2 Io
0 0 0 0 0 0 0
B= 5 Bl = 5 Bz = 5
0 0 0 0 0 0 0 0 0
Vi Vi 0 Bk—l Ek—z . Eo ﬁn R]
0o . 0 — 0 0
V= 7V1: > Wn,k: ’ Wnk— :
0 0 0 0 0 0 0 0

v, =(b +bk6)/ak, d =(-a, +ah+bh*)/(a, —ah—b.h*).
By the vector Z,, =(Y,

n+k >

Y, Y,.«) we will write the equations (1.10) and (1.11) in the

following form:

V4

=AZ ., +hBZ +h*BZ  _ +W,, (1.12)

n+k-1 n+k-1 n+k-1

n+k
where

_ (A0 _ (B B _ (B, 0 _(w,
A= ) B= D B= ) Wn: a7 |
0 A Vo0 0V W,

On theorem conditions, characteristic numbers of a matrix A and A’ are in a unit circle
on whose border there are no multiple roots. Then there is a block matrix C such that

Ip|=|cAc|<1 (61
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In the equation (1.12) we use mplacementzm = CTm. Then, multiplying the received

equation at the left by C_l , we have:
T,=DT,, +hST,,  +h’ST, +w,. (1.13)
Here,
D=C'AC,S =C'BC, S, =C'BC, w,=C™'W,.
It is easy to show that the norm of matrices §, S, and a vector W, are limited i.e.

IS[<M..[S)|<M,, |[w,[|<M;max(R,,R,) .

Passing in norm in the equation (1.13), we have
[T < MS[Ri|+ A+ 0T,

where R =max(R ,R.), y=M,+hM,.

By means of mathematical induction, from (1.14) we will receive

T, < M3Zm:(1+ hy)™ R [+ A+ hy) ™ T, (1.15)
j=k

(1.14)

Simplifying this estimation and using the following inequality

(1+hy)™" <exp(hy(m- j)) < exp(hym)

from (1.15) we have:
[T < exp(hym(M. 3[R [T, .
j=k

It is clear that the next inequality is valid:
max(z,, ) < |2, <|CIT,|.

Hence
max(¢,, &,) < exp(ym)(M,[C[Y R | +[ClIT.. -
j=k
From here

max(e,,,€,) < exp(Xmy(M, Zm:‘ﬁj ‘ + ||C||HC"l
=k

max (&,&;)). (1.16)

0<i<k-1

Considering in (1.16) theorem conditions, we will receive
max(g,,,&,)=0(h"), h—0.

The theorem is proved.
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