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It is known that one of the most essential parameters of any optimal system is the time of  

finding an extremum, especially if the exact kind of optimized functional and the functions that 
set constraints, is not known in advance and there is no biunique correspondence between its 
values and controlled variables. 

For the construction of such systems and devices two approaches [1, 2, 3] are used most 
frequently. The first approach is the submission on the object input of any search signals with 
subsequent analysis of reaction on an output. As a result of this operation the vector grad f is 
estimated, which is used for the construction of the procedure providing an approach of y to yopt 
[4]. At the second approach in one way or another a mode of oscillations is created in the closed 
automatic system of optimization, during which the average output of the object y approaches  
yopt  [1, 2]. These methods allow solving many applied problems, and on their basis a number of 
optimizers is constructed [5]. 

Let's consider some lacks that limit a scope for using such optimizers. First of all they are 
connected with purposive introduction in the system of oscillations, undesirable for most of real 
objects. Besides this there are fundamental difficulties of the account of limitations and dynamic 
properties of processes for such systems. The technical realization of corresponding devices is 
often connected with the use of the complex equipment. 

In [6] it is offered, and in [7] another approach of construction of automatic optimization 
systems is developed. The optimized coordinate y is compared to driving influence, which is 
formed as the monotonously decreasing (increasing) function of time g(t). If we track the 
influence of y on g(t) in the tracking system y(t) will monotonously decrease down to an 
extremum, repeating g(t). Unlikely to the automatic optimizers [4], here are considered possible 
variants of change of a steepness of the extreme characteristic of the object and the speed of 
approaching an extremum are changed depending on a steepness of the extreme characteristic. 

Such approach allows increasing the rate of search at the great value of the factor 
dx
df  and 

slowing it down at the small value of 
dx
df . 

Certainly, in such system it is not supposed the direct determination of 
dx
df . In offered 

optimizer the information on the size of 
dx
df  is contained in the average value of control mvu , 

which is the an output of inertial element with a small constant of time (Fig. 1).                                     
                                                                 uuu mvmv =+ && τ ,                                                            (1) 
where, u – output variable of element 3 of formations reversing signal. Desirable character of 

dependence of searching speed of 
dx
df  will take place, if speed of decrease of driving influence 

is formulated as following: 
 
                                                                  ( )mvu−= 10ρρ .                                                         (2) 
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Fig. 1. 

 
As an inertial element (1) filters a high-frequency component of the high frequency 

control function in a sliding mode, its output value will be equal to average value of control 
mvu , that stands between 0u−  and 0u+  Movement in a sliding mode will be defined by this 

average control and because of it desirable character of dependence and speed of search from 

dx
df will take place, if the speed of increase of driving influence is formed as following: 

                                                                ( )mvug −= 10ρ&                                                             (3) 
where 00 >ρ - a constant, any value which generates the sliding mode. 

For realization of the specified dependence the block of nonlinear dynamic correction 5 
[8] is used in the optimizer. From the aforesaid it is seen, that at change of a steepness of the 
extreme characteristic, for example at its increase, the frequency of switching of an operating 
signal u increases and accordingly the output value of an inertial element 6 decreases. However 
after adding up mvu  in the adder 7 with the individual signal, submitted with element 8, the 
output value mvu−1  increases and simultaneously the output signal )1(0 mvu−= ρρ  of the 
block of multiplication on the constant coefficient 9 increases, where 00 >ρ . Thereof, the speed 
of driving influence ρ=g&  will increase, which as a result provides an increase in the speed of 
automatic optimizer.  

The application of automatic optimizers by optimization of technological objects with 
small inertia is sometimes complicated because of quite high frequency of switching of the 
output signal, especially in a vicinity of an extremum. Executive mechanisms often do not 
maintain such frequency of switching, especially if this executive mechanism – membrane, 
besides that at frequent switching of the output signal, the speed of search of an extremum is not 
at its maximum.  

These circumstances have led to the necessity of development new schemes of automatic 
optimizers [9, 10]. We will consider one of them, the block diagram of which is presented on 
fig. 2 and consists of block 1of control formation u, integrator 2 of driving influence g and the 
output integrator. The principle of work of optimizer consists in the following: The optimized 
value Y on an element 6 is compared to some variable z, equal   to: 

 

                                       
( ) ( )
( ) ( )⎩

⎨
⎧

>Δ−−<Δ−−Δ−
<Δ−−>Δ−−

=
0.  ,0  when  ,

  0,  ,0hen           w,
ygygy
ygygg

z                                   (4) 
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In (4) g - the output signal of the integrator 2 of driving influence formation and it is 
monotonously increasing function of time, 00 >ρ , Δ  - small positive value which is adjusted 
by element 8.  

 

 
Fig.2. 

 
The received signal of a mismatch yz −=ε  is used for formation of such operating signal 

u, equal to: 

                                                            
⎩
⎨
⎧

>Δ−
<

=
0,  when  ,

  0,hen           w,0
ε
ε

y
u                                                   (5) 

which influences an input of the output  integrator 3, reduces this mistake of a mismatch to zero 
and provides  the further approach of y to an extremum. In a vicinity of the extremum point 
there will be a mode of oscillations, the amplitude of which defines an error of search. Using the 
signal v, equal to: 

                                                         
( )
( )⎩

⎨
⎧

>Δ+−
<Δ+−

=
.0  when   ,1
   ,0 when  ,0

yz
yz

z                                                (6) 

The system is stabilized in a vicinity of an extremum. At such circuit realization of 
optimizer, the value of y approaches an extremum with enough high speed without a reverser of  
effector. Increase in the speed of the automatic optimizer allows reducing the time of search of 
an extremum. Above described optimizers can be applied to optimization of rather low-inertial 
objects. They are simple in realization, reliable and convenient in exploitation. 
 

References 

1. N. A. Rastrigin. Systems of extreme control. (In Russian) “Nauka” Publishing House, 
Moscow (1974) 630 p. 

2. I. S.Morosanov. Relay extreme systems. (In Russian) “Nauka” Publishing House, Moscow 
(1964) 267 p. 

3. G. A. Medvedev, V. P. Tarasenko. Likelihood methods of research of extreme systems. (In 
Russian) “Nauka” Publishing House, Moscow (1967) 456 p. 

4. A. A. Krasovski. Principle of search and dynamics of continuous systems of extreme 
regulation. In Book:  Automatic control and computer engineering.  (In Russian) “Mashgiz” 
Publishing House, Moscow (1961) p. 5-48.. 

5. T. K. Berends, T. K. Efremova, A. A. Tagaevskaia. Elements and schemes of 
pneumoautomatics. (In Russian)  “Mashinostroenie” Publishing House, Moscow (1976)   
246 p. 



 

 

The Third International Conference “Problems of Cybernetics and Informatics” 
September 6-8, 2010, Baku, Azerbaijan. Section #5 “Control and Optimization” 

www.pci2010.science.az/5/45.pdf 
 

163

6. S. K. Korovin, V. I. Utkin. Application sliding mode in problems of static optimization". (In 
Russian) “Avtomatica i telemechanika”, (1972), №4, pp. 50-60.  

7. T. Rigishvili, B. Shanshiashvili. Automatic optimizer on sliding modes. (In Russian). 
Proceedings of LEPL Archil Eliashvili institute of control systems. (2008), №12, pp.55-59.  

8. S. K. Korovin, T. R. Rigishvili. Pneumatic extreme regulator. (In Russian). Certificate of 
recognition. №811199, B. I.№9, 1981. 

9. V. A. Dervisashvili, S. K. Korovin, T. R. Rigishvili, A. N. Iurin. Optimizer. (In Russian). 
Certificate of recognition. №824132, B. I. №15, 1981. 

10. T. R. Rigishvili, S. K. Korovin, V. A. Dervisashvili, G. V. Kapanadze, R. D. Abramian. 
Optimizer. (In Russian). Certificate of recognition. №890360, B. I. №46, 1981. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


