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Problem statement. The investigation object of the present paper is optimal control
problems in systems of first order nonlinear ordinary differential equations with the boundary
conditions:

x=f(xut) xt)eR", teT=]t,t,] (1)

x(t, )+ Bx(t,)=C. )

Here f(X, u,t) is the given N - dimensional vector-function continuous in totality of
variables together with respect to X up to the second order inclusively; A, B € R™", C e R™

are constant matrices, u(t) is I' -dimensional measurable and bounded vector of controlling

effectson the segment T .
It is assumed that almost everywhere on this segment the controlling effects satisfy the
boundedness of the type of the inclusion:

ult)eU, teT, (3

where U isaopen set from the space R" .
The goal of the optimal control problem is the minimization of the functional

J(u) = p(x(t, ), x(t,)) + 1 F(x,u,t)dt (4)

determined in the solutions of boundary value problem (1), (2) for admissible control satisfying
the condition (3). Here we assume that the scalar functions (D(X, y) and F(x,u,t) are
continuous by their arguments and have continuous and bounded partial derivatives with respect
to X and Y up to the second order inclusively.

Let under some conditions the boundary value problem (1),(2) for each admissible
process u(t) eU, t €T have aunique solution X(t, u). Admissible control {u(t), X(t, u)}
being a solution of the problem (1)-(4) i.e. delivering minimum to the functional (4) under
restrictions (1)-(3) will be said to be optimal process, and u(t)-an optimal control.

2. Increment formula of the functional. We can carry out investigation of the optimal
control problem (1)-(4) with using different variants of increment formula of the aim functional
in two admissible processes {u, X} and{U =U+AU X = X+ AX}. L.T. Rozonoer's [1]
classic method of increments allows to obtain in this paper necessary optimality condition of the
Pontryagin’s maximum principle type [2]. For obtaining necessary optimality conditions of the
second order for the Cauchy problem there are methods to obtain second order increment
formulae suggested in [3,4]. In this section we' || obtain increment formulae for the second order
functional for the problem (1)-(4) based on [4]. Notice that in deriving necessary optimality
conditions, locality of the increment formula is essential, since the remainder terms are
estimated by the quantity characterizing the smallness of the degree of the variation of control.

Necessary optimality conditions for an optimal control problem described by systems of
ordinary differential equations have also been obtained in the paper [5-8].

Let {u,x=x(t,u)} and {0 =u+Au, X=x+Ax=X(t,0)} be two admissible
processes. We can define the boundary value problem in increments for the problem (1)-(2):
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Ax=Af(x,u,t), teT
AX(t, )+ BAx(t,) =0
where by
Af(x,u,t)= f(X,0,t)- f(x,u,t)
we denote a complete increment of the function f (X, u, t).
We can represent the increment of the functional in the form:
AJ(u)=3(T@)— I(u) = Ap(x(t, ), x(t,))+ [ AF(x,u,t)dt
Let’sintroduce the Pontryagin’'s function '

H(y,x,ut)=(w(t) f(xut) - F(xu,t)

Require the vector function i = l//(t) € R" and congtant vector 4 € R" be the solutions of
the following conjugation problem (stationary state condition of Lagrange function by the
state):
. oH (', x,u,t)
t)=—————=, teT
v (t) >

'//(to): af((p)"'/L

w(t)=-"2 B2

ax(t,)
L et the matrix function (D(t), t € T beasolution of the following matrix deferential equation
: of (x,u,t)
D(t)=——D(t
)= T
with initial condition
o(t,)=E

where E isaunit matrix of dimension Nx N.
For the increment of the functional we get the terminal formula

A(u)= j<—aH("Véx ut >dt—— [ < —8 Hiy.xut) Au(t)>dt

T

- <Au(t)' HAwxut) 1 0H.xub) u’t),Ax(t)>dt +

oxXou 2 x>

+%<M<to>' 00w 0O Ax<t0>>+

o SR
] T2 ) 20 ai))om
Lt et 28 ) o

3. Necessary optimality conditions. Let's Au(t) = sdu(t). Then Ax(t)= &(t)+ole),

and 5x(t)—so|ution of variation equation corresponding (1)-(3). We can rewrite increment
formula of functional in the form

AJ(u)= g&](u)+%5252\](u)+o(52)
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Theoreml. Let {u* , X } be an optimal process in the problem (1)-(4). Then this process
satisfies almost everywhereon T the condition
H, (v (0).x"(0)u(6).0)<0 (5)
foral e [to ,tl] isan arbitrary tame point of the control u(t).

Inequality (5) is the first order necessary optimality condition. This condition gives
restricted information on controls that are suspicious for optimality. There are cases when
condition (5) isfulfilled in atrivial way, i.e. it degenerates. In these cases it is desirable to have
new optimality conditions alowing revealing non-optimality of those admissible controls for
which the Pontryagin’ s maximum principle degenerates.

Definition. The admissible control U(t) is said to be singular in the classical sense, if for
al geltyt,]

H,((0).x(0),u(0).0)=0 . (6)

Now let’s get second order necessary optimality condition, when degenerates.
Wei ntroduce the function

R, =0 (Jfolt, (E+ Boft, )| -2 oft, (E+ Boft, ) "o () +

o)’

2 _(E+Boft,) Boft, o (9)+

)
+o (D E+ Baft, ) Boft)| — 22—l E+BO() o (s)+

oty )ox(t,)

/

+o () E+ Baft, ) BOf,)

v (e + Bl o) — 02 aft,(E+ Baft,)) Bo(9)+

ox(t, Jox(t,)
+o ()(E + Bof, ) *BO,)] *
y ltb’(t)w ft)ck(E + Baft, ) Bt Jo () +
i) | @’(t)wcm)d@‘l(s)—

ma»(r s)

!

o (oot o - mnt ) ot o 19
—qu(r)[(as@(tl»-l mat | fore M X gy

Theorem?2. For the optimality of the singular control u(t) in the problem (1)-(4) the
inequality should be fulfilled
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523(u) = {j J (00 75 R 9 T ) s
o <5’u(f)w 5u(t)>dt+
+2j [ <5u (t)%aij‘”)cp(t)(a BO(t,)) ® ()af("” .S) 5u(s)>dtds+

+ <j5u (r )ﬂ(w—aﬁl”)mr)d@-l(t)w,w@dt} >0

Theorem 3. For the optimality of the singular control u(t) in the prablem (1)-(4) inequality
should fulfilled

v'{ 1 l <—8f ()a‘b“’t) R(t,g), I 6U:S) (’g’u U S)>dtds+

+2f| <W®0)(E . Bq’(tl))—l@_l(s),w>dtds+

% 02H (v, x,u,t) s Of (xut)
+l< Wcp(r)ohcp (t),T>dt}v <0

foral veU.
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