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1 Let X, X,,..., X, beasample of independent observations of a non-negative random
value X with a distribution function F(x). In problems of the theory of censored observations
the sample values are pairs of random values Y, :(Xi /\ti) and Z, :I(Yi = Xi), i=1n,
where t; are given numbers (t; #t; for I # ] ) or random values independent of X, i :ﬁ.

Throughout the paper | () denotes the indicator of the set A.

We will consider here several different cases. the observer has an access only to random

values & =1(X; <t,), t, =cF2iz—;1, i=1n, c. =inf{x: F(x)=1}<c0.

The problem consists in estimating distribution functions F(x) by the sample
&:6,,...,¢, . Such a problem arises, for example, in corrosion investigations (see [1] where an

experiment connected with corrosion is described).
We will consider estimates for F (x) that are analogous to regression curve estimates of
Nadaraya-Watson type and have the form

0= Fub0Fad Fu)=SK( 50 R (5L

where K(x) is some weight function (kernel), {h = h(n)} is a sequence of positive numbers
converging to zero.

L emma. Assume that
1° K(x) is some distribution density with bounded variation and K(x)=K(-x),
xe R=(=,). If nh— o0, then
n X—t. “ -
iz KM = F"b—l(tj): iJ‘Kml_l(qunb_l(u)du_}_o(ij (2)
nh 4= h chyg h nh
uniformly with respect to XE[O,CF], m,, m, arenatural.
Without loss of generality we assume below that the interval [0,c, ]=[0,].

Theorem 1. Let F(x) be continuous and the conditions of the lemma be fulfilled. Then
the estimate Ifn (x) is asymptotically unbiased and consistent at all points x < [0,1]. Moreover,
IEn (X) is distributed asymptotically normally, i.e.
Y, (x)- EF, (o (x) > N(02),
a?(x)= F(x)1- F(x))J' K2(u)du,

where d denotes convergence in distribution, and N(O,l) a random value having a normal
distribution with mean 0 and variance 1.
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2. Uniform consistency. We define the conditions under which the estimate Ifn(x)
converges uniformly in probability (almost surely) to atrue F(X).
Following E. Parzen [2], we introduce the Fourier transform of K(X)

t)= .[e“XK(x)dx
and assume that h

2°. p(t) is absolutely integrable. Then Fnl( ) can be written in the form
=— Ie cf ei hdu.
Thus
Ful)- R =5 Te_iuﬁ‘/’(“) " ,Zn;'(eﬂ ) o

Denote
d, =
Xe

F.(X)-EF(x}, @, =["1-h"] 0<a<1.

Theorem 2. Let K(x) satisfy conditions 1° and 2°.
1
(@) Let F(x) be continuous and n*h(n) — oo, then

D, = sup|F, (x)— F(x)(—F’)O;

xeQ,

o _P
(0 1f >_n *h(n)<w, p>4,then D, — 0 almost surely.

Proof. We have
11 _hul
sup 1-—| K K(u)du+ |K(u)du—0 1
XEQp( h 0 ( j ] J. haj‘l ( )

This and thislemmaimply
sup| F.(x)-1-0 @)

i.e., due to uniform convergence, for any &, >0, O0< ¢, <1, and sufficiently large n>n, we
have Fnz(x)zl— &, uniformly with respectto xe Q.

Denote
ueg{nth ’ j:.fj—F(tj).
Then
— ~P 2 P
dnpé(l(z%)lﬁ\f 'ﬂ(p(u)|du , p>4. ?3)
Note that
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From this, by the inequality

< q‘lzn:‘aj‘q, q>
j=1
we have
P
by P Py
EAP <= E{Z ZT 2 i { jz +C 4)
B = B (T e (A 2 MTien| =G Coz-
m=0
Let usestimate C, and C,,
B—1 B_l
22 n 22 n 1
Cou < P ZE‘”i‘p e, Z[(l—F(tj))pF(tj)+Fp(tj)(1—F(tj))]gc2 B ©)
n2 h? ' n2 h? ' nzh®
Further, using Whittle' sinequality [3] for moments of quadratic form, we obtain
ot 4 o
angzz((A i EZU ,7]+m ,
m: n+l
thus
P
n-|m 2 »
= Z”innm < C(p)(n_|n1)4 )
j=1
where C( p) depends only on p and E‘nj‘p <1
Thus
p p p
Z E Zn M| < 20( D)Zmz =O[n4+l]
m=—n+1 m=1
m=0
and
1
Cra =0 5— | ®)
nh®

After combining the relations (3), (4), (5) and (6), we obtain
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Ed" =0 1 , p>4.

n

n*h®
Therefore
o anlf (0 6, (0] e« ”
XeQ, P anh p
Further we obtain
Sup|EF, (x)-F (x)( <1 [SUIO|EFn1(X)— F (x) + supj1 - FnZ(X)J : ®
xeQ, 1- &g \ xe, xeQ,

The second summand in the right-hand part of (8) tends, by virtue of (2), to zero, while the first
summand is estimated as follows:

SUp[EF,,(x)- F(x} < S, +S,, + o(n—lhj , )

xeQ,

and, by virtue of (1),
S, —>0. (10)

Now let us consider S ;. Note that

SnlswpﬂF F(x)= K( _yjdy sup“Fx u)-F(x)= K(hjd u<

0x<1g h Osxsl 'y
< sup .ﬂF X—U)— F(x)|1 K[E]du : (11)
0<x<1* h h
Assume that ¢ >0 and divide the integration domain in (11) into two domains |u| <o
and |u|> & . Then

S, < puJ;§| (x—u)-F(x)= K(hjdu+sup j| (x—u)-F(x)= K(hjdlK

O<X<l‘ 0<X<1‘U‘ s

< supsup|F (x—u)— F(x)+ 2 _[K (12)
xeR |ulss
M>,
By a choice of ¢ >0 the first summand in the right-hand part of (12) can be made
arbitrarily small. After choosing ¢ > 0 and making n tend to infinity, we obtain that the second
summand tends to zero.

Thus
limS, =0. (13)
n—w

Finally, the proof of the theorem follows from the relations (7)-(10) and (13).

Remar ks

DIf K(x)=0,|q>1and & =1,i.e, Q, =[n1-h] then S, =0.
2) Under the conditions of Theorem 2,
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sup
xe[a,b]

in probability (almost surely) for any fixed interval [a, b] c [0,1] since there exists n, such that
[ablcQ,, n>n,.

F.(x)- F(xj -0

Let usassumethat h=n"", y > 0. The conditions of Theorem 2 are fulfilled:
: . 1
n*h, —> oo if y <Z

and
v _P
Zn ‘h P <o if )/<1—1, p>4.
n=1 4 p

3. Estimation of moments. In the considered problem there naturally arises the question
of estimation of integral functional of F(x), for example, of moments z,,, m>1:

i =t F(D)ck.

Asestimates for 1, we will consider the statistics

. nooate (=t
i, =1—%Z§jE [t 1K£T’an21(t)dt.
h

Theorem 3. Let K(x) satisfy condition 1° and, in addition to this, K(x)=0 outside the
interval [—l,l]. If nh—>o as n—oo, then 4, is an asymptotically unbiased, consistent
estimate for g, and, moreover,

~ A~ 1
\/ﬁ(:unm — Elunm) d > N(O,]_), 0'2 = mzj.tzm_zF(t)(l— F(t))dt .
0

(e}
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