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1. Let  be a sequence of indepenedent, equally distributed random 
variables with values in a Euclidean p-dimensional space , , which have the 

distribution density 
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We consider the verification test of the hypothesis , based on the statistics 0H
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where  is a kernel estimate of the Wolverton-Wagner probability density,  ( )xfn
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KK ,,,, 21 naaa  is a sequence of positive numbers monotonically converging to infinity.  
Let us formulate the conjectures concerning ( )xK  and ( )xf .  
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where ; ∗  is the convolution operator.  jjj KKK ∗=0

20. The distribution density ( )xf  is bounded and has bounded partial derivatives up to 
second order.  

We have proved the following theorem ([1]-[3]).  

Theorem 1. Let  and  satisfy conjectures 10 and 20, respectively, and, besides, 
let the second order partial derivatives of the function 
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Theorem 1 allows us to construct a goodness-of-fit test of asymptotic level α  for 
checking the hypothesis  by which 0H ( ) ( )xfxf 0= . After that we calculate  and reject the 
hypothesis  if  

nU
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where αλ  is a quantile of level α  of a standard normal distribution. 

2. Now we will investigate the asymptotic property of test (2) (i.e. the behavior of the 
power function as ).  ∞→n

The following statement is true.  

Theorem 2. Let all the conditions of Theorem 1 be fulfilled. Then  
( ) ( ){ } 1

11 →≥=Π αnnHn dUPf  

as , i.e. the test defined in (2) is consistent against any alternative : , ∞→n 1H ( ) ( )xfxf 01 ≠

( ) ( )( ) ( )∫ >−=Δ 02
01 dxxrxfxf . 

Thus for any fixed alternative the power of a test based on  tends to 1 as nU ∞→n . 
However, if with a change of n the alternative changes so that it tends to the basic hypothesis 

, then the power of the goodness-of-fit test will not necessarily tend to 1. This certainly 
depends on the convergence of the tendency of the alternative to the zero hypothesis.  

0H

Let us assume now that the hypothesis  we are checking is not true; actually, we have 
the hypothesis  

0H
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Theorem 3. Let  and ( )xK ( )xf n1  satisfy the conditions of Theorem 1. If  and δnan =
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Remark 1. If the smoothness parameter nk aa ≡ , K,2,1=k , and , then by 
Theorem 2 we obtain an analogous limit power function for the alternative  of the 
Rosenblatt-Bickel goodness-of-fit test [4]: 
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where  is an estimate of the Rosenblatt-Parzen density,  ( )xfn
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If , then inequality (1) implies that , ( ) 2
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Therefore, for 11 ≠γ , goodness-of-fit tests based on  are more powerful than this based on 
, moreover, they are asymptotically equivalent for 

nU

1nT 1=γ .  

3. Let us now introduce into the consideration the alternatives we call “singular” ([5]-[7]):  
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where , , the function 0↓nα 0↓nγ ( )xϕ  is bounded and has bounded derivatives up to 

second order,  and ( ) ( )∈2 Lx ( )∞∞− ,1ϕ ( ) 0=∫ dxxϕ , l is some continuity point of  such 

that .  
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Theorem 4. Let  and ( )xK ( )xf n1  satisfy the conditions of Theorem 1. If  
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The conditions of Theorem 4 for , na nα , nγ  are fulfilled if, say, we assume that  
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while the conditions imposed on α , β  and δ  are fulfilled, for example, for  
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Remark 2. If the smoothness parameter nk aa ≡ , K,2,1=k

nT
, then by Theorem 4 we 

obtain the limit power for alternative  of the goodness-of-fit test  ([5]-[7]) nH
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Therefore, for 11 ≠γ , goodness-of-fit tests based on  are more powerful than those based on 
. Moreover, integrating , we establish that the alternatives differ from the zero 

hypothesis by a value of order 
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difference between empirical distribution functions like for example, tests  and 
Kholmogorov-Smirnov type tests cannot differentiate between “singular” hypotheses and the 
basic one. Hence, by virtue of Theorem 4, for “singular” alternatives the tests based on  are 
more powerful than those of the type mentioned above. 
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