
The Second International Conference “Problems of Cybernetics and Informatics” 
September 10-12, 2008, Baku, Azerbaijan. The plenary paper    

www.pci2008.science.az/3/02.pdf 
 

THE RESAMPLING APPROACH APPLICATION TO 
COMPLEX SYSTEMS ANALYSIS AND FORECASTING 

 
Alexander Andronov 

 
Riga Technical University, Riga, Latvia, Aleksandrs.Andronovs@rtu.lv 

 
One can say about resampling methods by citation of Ph.Good from [17]: “The 

resampling methods – permutation, cross-validation, and the bootstrap – are easy to learn and 
easy to apply.” And further:  “Introduced in the 1930s, the numerous, albeit straightforward, 
calculations resampling methods require were beyond the capabilities of primitive calculators 
then to use. … Today, with a powerful computer on every desktop, resampling methods have 
resumed their dominant role ….”. 

We see that resampling methods include many of numerical statistical approaches. We 
restrict ourselves by the situation which can be described in the simplest manner by the 
following way.  

Let us suppose that a considered task is to estimate an expectation θ of a function f of 
independent random variables ).,...,X,X(XEfθ,...,X,XX mm 2121  : =  This function describes 
performance characteristics of a complex system. For independent variables , 
sample populations  are available as the primary data. 

m21 X,...,X,X

mHHH ,...,, 21

The traditional parametrical approach supposes three stages. 1) Hypotheses about 
distributions of random variables are made. 2) Unknown parameters of these distributions 
are estimated on the basis of observations . 3) The estimated distributions are used for the 
expectation θ estimation. For complex systems it is difficult to get an analytical solution, so 
usually a simulation is used. For that, the random variables  are generated using estimated 
distributions and the function f values are calculated. An average of the calculated values is used 
as the expectation θ estimate.  
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An alternate approach is based on the resampling. It supposes the following. 1) The first 
and the second stages are absent and the probabilistic distributions are not estimated. 2) At the 
third stage, immediate simulation of the function f is realised by means of the sample data direct 
usage. Here, the simulation procedure coincides with the traditional one with the only 
difference: random variables are not generated by random number generators in accordance 
with the estimated probabilistic distributions but extracted from the present samples at random. 

Further, we will interpret the resampling method as the above described approach and its 
modifications. It is possible to distinguish resampling methods varieties via two directions: the 
technique of a resampling application and the aim of a statistical procedure. In the first case, 
there exists a resampling with and without replacement. In the second case, the problems of 
point (as above) or interval estimation, hypothesis testing, classification and so on can be 
considered.  

A practical usage of the resampling methods is very simple and intuitive. The book [17] 
can be used as an excellent manual here. On the other hand, a theoretical investigation of the 
resampling methods properties is a complex problem [12, 13, 15]. Below some results of the 
author for the case of small samples will be reviewed.  

 
Firstly, we consider a problem of the point estimation. One of the earliest works on the 

application of the simple resampling to system reliability point estimation belongs to 
V.Ivnitsky. The hierarchical resampling has been introduced in [4] for the case when a tree 
presents the function f. The resampling procedure includes k trials. During the v-th 
trial, , some element  is extracted (with or without replacement) from sample 

 at random, i =1, 2, …, m. After k trials we calculate empirical mean as 
k  ,...,2,1=ν ),( vijX

iH
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The main problem is to calculate a variance of the corresponding estimate and to compare 
it with those of traditional estimates. The authors introduce a notion of ω - pair that turns out to 
be very useful. Let M = {1, 2, …, m}be the set of integers, ω ⊂ M – a subset of M, X = (X1, X2, 
..., Xm ) and X’ = (X’1, X’2, ..., X’m ), where Xi,  X’i ∈ Hi, i = 1, 2, …, m, be two sub-samples.  
The sub-samples X and X’ are said to be a ω-pair if Xi = X’i for i ∈ ω and Xi ≠ X’i otherwise. Let 
cov(f(X), f(X’)⎜ω) be the conditional covariance for f(X) and f(X’) given the condition that X 
and X’ union the ω-pair, p(ω) be a probability to union the ω-pair. Then, 
                                   ( ) ( ) )()'(),()'(),( ωω

ω

pXfXfCovXfXfCov ∑= ,                        (2) 

where a sum is taken over a set of all ω-pairs. 
Now, to calculate this covariance (and therefore, the variance of the estimate (1)) it is 

necessary to calculate the probability p(ω) for all possible ω. The corresponding technique 
depends on the used resampling procedure. 

Above, each random variable  had its unique sample population . Later, a more 
general case has been considered, when some different random variables {  have the same 
sample population . Another generalisation of considered positing concerns dependence in 
the sample data [9] and control of the extraction procedure [2].  
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Secondly, we consider a problem of the interval estimation for expectation θ = Ef(X1, …, 

Xm), that corresponds confidence probability . This problem is a main subject of the 
mathematical statistics and reliability theory. Often the bootstrap approach is applied for 
confidence interval construction [13], [14], [15]. In the papers [5, 7] the resampling method is 
used. One makes use of the following procedure. Series of experiments are produced. Each 
experiment includes k trials, which have been described above. After k trials we calculate 
empirical mean 

γ

lθ for the current, for instance the l-th, experiment. Then, we return all extracted 
elements into the corresponding sample populations and repeat the described experiment r 
times, getting a sequence of the estimates rθθθ ,...,2,1 . It gives us the order statistics 

)()2()1( ,...,, rθθθ  and corresponding α -quantile ( )rαθ of estimate θ~ distribution (it is supposed 

r α  is whole number). We set γ−=α 1  and accept ( ∞,)( rαθ ) as -confidence upper interval 
for the original value

γ
θ . 

In the paper [5] a two-dimensional simple case is considered when f(X1, X2) is the 
indicator function of the random event {X1 < X2}. For instance, X1 means a value of shock, X2  
means a strength of a construction or X1 means a term of the exploitation, X2  means a lifetime of 
a construction. Our aim is to construct upper confidence interval ( )1,)( rαθ for =P{X1 < X2} 

and to calculate a true probability of covering

θ

( ){ }θθ α ≤= rPR . For that purpose a notion of 

protocol is used. Let { }nxxxH (
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are an order 
presentation of initial samples and . The value is named as the i-th point of a 
protocol, i = 0, 1, …, n + 1, = - ∞, = ∞. Let  be a number of values  which 

satisfy the inequalities . Then, the (n+1)–dimensional vectorC  
is said to be a protocol. Using the protocols simplifies a calculation of the covering 
probabilities. The following sequence of elements is used in the corresponding numerical 
procedure: 
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 -  the algorithm of enumeration of all protocols, 
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 -  the probability PC to have fixed protocol  C, 
 -  the conditional probability qC of event {f(X1, X2) = 1} by condition that protocol C is fixed, 
-  the conditional probability ρC of the event {θl < θ} for the l-th experiment given C, 
-  the conditional covering probability RC by condition that protocol C is fixed. 

Finally, the unconditional probability of the covering is calculated as 

C
C

C RPR ∑= . 

The numerical results show that true probability of covering is close to appointee value.  
A dissemination of this approach on multivariate case is described in the paper [7]. Here 

the function f(x1, ..., xm) describes an efficiency of a logical system, when f is a predicate (with 
value 0 or 1), that contains real numbers as arguments x1, ..., xm, operations over them (such as 
minimum, maximum, order statistics), the sub-predicates < , >, = and so on.  

In the paper [6] the resampling approach is used to statistical inferences of order statistics, 
those have an important role in various applications: insurance, reliability theory, storage 
control and so on. It is sufficient, for example, to refer to the well known k-out-of-n-system [16]. 
In fact, an elaborated method allows calculating the distributions of order statistic estimates and 
on this basis calculating the confidence intervals for quintiles of order statistics.  
 

Thirdly, it is necessary to say about an application of the resampling method to a 
statistical analysis of stochastic processes. The total approach is here the same as earlier 
mentioned. To simulate one trajectory of a considered process, we extract (without a 
replacement) necessary random variables from the given samples at random and calculate the 
efficiency characteristics of interest lθ  (it corresponds to one trial). Then, we return all 
extracted values into the initial samples and repeat this procedure many times. As a result, the 
estimate sequence rθθθ ,...,, 21 gives a base for various statistical inferences. In a case of the 
multiple linear regressions [1], an estimate of unknown coefficients during one trial is 
performed using a part of the given observations. Now, to get a robustness estimate, we can take 
the median of getting coefficient estimates. Numerical results [1] testify an advantage of such an 
approach. A case of a nonparametric interval estimation of the regression function is considered 
in the paper [10]. 

Such successful results have place for an analogous application to the estimates of the 
renewal function [8], system reliability [11], efficiency characteristics of queuing systems and 
so on. Specifically it was showed that resampling estimates of the renewal function have less 
bias in comparison with usual estimates that use the empirical distribution function of time 
between renewals and its successive convolution [8]. In the paper [11] the following known 
reliability problem [16] was considered. The model supposes two types of failures – initial and 
terminal failures. Initial failures (or damages) appear according to homogeneous Poisson 
process with the rate λ. Each initial failure degenerates into a terminal failure after a random 
time B. So if an initial failure appears at time iτ  then a terminal failure appears at the 

instant iiB τ+ . The terminal failure and the corresponding initial failure are eliminated 
instantly. We assume that { } is mutually independent identical distributed random variables, 
independent on {

iB

iτ }. We take an interest in the number of initial failures Y(t) at time t (which 
have not degenerated to the terminal failures) and the number of terminal failures Z(t) that have 
occurred till time t. Let  and  be the corresponding 
expectations, , 

)(tEY
{)( Pt

)(tEZ
}({( itYP ) =)t =Pi }(tZRi ) i==  be the corresponding probability 

distributions, i = 0, 1, … . Our aim is to estimate these characteristics on the basis of the 
sample { }nXX )2(

1 ,...,
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 of the intervals between initial failures appearances and the 

sample of .  
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The authors testify that the proposed resampling-approach is a good alternative to the 
traditional plug-in estimation. It is especially remarkable increasing the size of the given 
samples.  
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