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 Problem statement.  The investigation object of the present paper is optimal control 
problems in systems of first order nonlinear ordinary differential equations with the boundary 
conditions: 

( ) ( ) [ ],,,,,, 10 ttTtRtxtuxfx n =∈∈=&                             (1) 
( ) ( ) CtBxtAx =+ 10 .                                                  (2) 

 Here (  is the given  - dimensional vector-function continuous in totality of 
variables together with respect to 

)tuxf ,, n
x  up to the second order inclusively;  

are constant matrices,  is 

1,, ×× ∈∈ nnn RCRBA
( )tu r -dimensional measurable and bounded vector of  controlling 

effects on the segment T  . 
 It is assumed that almost everywhere on this segment the controlling effects satisfy the 
boundedness of the type of the inclusion: 

( ) TtUtu ∈∈ , ,                                                           (3) 
where U is a compact from the space rR . 
 The goal of the optimal control problem is the minimization of the functional 

( ) ( ) ( )( ) ( )∫+=
T

dttuxFtxtxuJ ,,, 10ϕ                                      (4) 

determined in the solutions of  boundary value problem (1), (2) for admissible control satisfying 
the condition (30. Here we assume that the scalar functions ( )yx,ϕ  and  are 
continuous by their arguments and have continuous and bounded partial derivatives with respect 
to 

( tuxF ,, )

x   and  up to the second order inclusively. y
 Let under some conditions the boundary value problem (1), (2) for each admissible 
process  have a unique solution  ( ) TtUtu ∈∈ , ( )utx , . Admissible control , 
being a solution of the problem (1)-(4) i.e. delivering minimum to the functional (4) under  
restrictions (1)-(3) will be said to be optimal process, and 

( ) ( ){ }utxtu ,,

( )tu -an optimal control. 
 2. Increment formula of the functional.  We can carry  out investigation of the optimal 
control problem (1)-(4) with using different variants of increment formula of the aim functional 
in two admissible processes {  and }xu, { }xxxuuu Δ+=Δ+= ~,~ . L.T. Rozonoer’s [1] classic 
method of increments allows to obtain in this paper necessary optimality condition of the 
Pontryagin’s maximum principle type [2].  For obtaining necessary optimality conditions of the 
second  order for the Cauchy problem there are methods to obtain second order increment 
formulae suggested in [3,4]. In this section we’ll obtain increment formulae for the second order 
functional for the problem (1)-(4) based on [4]. Notice that in deriving necessary optimality 
conditions, locality of the increment formula is essential, since the remainder terms are 
estimated by the quantity characterizing the smallness of the degree of the nedle-shaped 
variation of control. 
 Necessary optimality conditions for an optimal control problem described by systems of 
ordinary differential equations have also been obtained in the paper [5-8]. 
 Since non-local conditions (2) are present in the considered problem (1)-(4), more subtle 
approach for obtaining increment formula is required to prove this fact. 

Let  and ( ){ }utxxu ,, = ( ){ }utxxxxuuu ~,~,~ =Δ+=Δ+=  be two admissible processes. 
We can define the boundary value problem in increments for the problem (1)-(2): 
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where by 
( ) ( ) ( )tuxftuxftuxf ,,,~,~,, −=Δ  

we denote a complete increment of the function ( )tuxf ,, . 
We can represent the increment of the functional in the form: 

( ) ( ) ( ) ( ) ( )( ) ( )∫Δ+Δ=−=Δ
T

dttuxFtxtxuJuJuJ ,,,~
10ϕ  

 Let’s introduce the Pontryagin’s function 
( ) ( ) ( ) ( )tuxFtuxfttuxH ,,,,,,,, −= ψψ  

Require the vector function ( ) nRt ∈=ψψ  and constant vector  be the solutions of the 
following conjugation problem (stationary state condition of Lagrange function by the state): 
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Let the matrix function  be a solution of the following matrix deferential equation ( ) Ttt ∈Φ ,

( ) ( ) ( )t
x

tuxft Φ
∂

∂
=ΦΦ

,,&  

with initial condition 
( ) Et =Φ 0 , 

where E  is a unit matrix of dimension nn× . 
For the increment of the functional we get the terminal formula 
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here ( uu Δ,η  is an expression that linearly depends on ( ) 61−=itiη . (Because of its 
awkwardness we don’t cite this expression). 
 3. Necessary optimality conditions. Let’s consider an increment formula of the aim 
functional on needle-shaped variation of admissible control. As variation parameters we choose 
the point ( ]10 , tt∈θ , the number ( ]0,0 t−∈ θε , the vector Vv∈ . Variation interval ( ]θεθ ,−  
wholly lies in T. We give the needle-shaped control variation ( )tuu =  in the form: 

( ) ( ) ( ]
( ) ( ]⎩

⎨
⎧

−∈
>⊂−∈∈

==
θεθ

εθεθ
ε ,/,

0,,,~
Tttu

TtVv
tutu  

 By we denote  the solution of problem (1), (2) corresponding to the control 
.  

( )txε
( ) TtUtu ∈∈ ,ε
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 Theorem. (Pontryagin’s maximum principles). Let  { }∗∗ xu ,  be an optimal process in 
the problem (1)-(4). Then this process satisfies almost everywhere on T  the condition 

( ) ( ) ( )( ) 0,,, ≤Δ ∗∗∗ θθθθψ uxHv                                          (5) 
for all [ 10 ,, ttVv ∈∈ ]θ  is an arbitrary tame point of the control ( )tu . 
 Inequality (5) is Pontryagin’s maximum principle for the optimal control problem (1)-(4) 
and is the first order necessary optimality condition. This condition gives restricted information 
on controls that are suspicious for optimality. There are cases when condition (5) is fulfilled in a 
trivial way, i.e. it degenerates. In these cases it is desirable to have new optimality conditions 
allowing to reveal non-optimality of those admissible controls for which the Pontryagin’s 
maximum principle degenerates. 
 Definition. The admissible control  is said to be singular in the Pontryagin’s 
maximum principle sense, if for all 

)(tu
[ ]1,, tVv 0t∈∈ θ  
( ) ( ) ( )( ) 0,,, =Δ θθθθψ uxHv                                         (6) 

Fulfillment of (6) makes necessary to get second order optimality conditions. 
Now let’s get second order necessary optimality condition when Pontryagin’s maximum 
principle degenerates. 
 Teorem 2. For the optimality of the singular control  in the problem (1-4) the 
inequality should be fulfilled 
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