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Classical Sobolev inequalities usually  state  that if a 

function f defined on 
n

R  and  its first (weak) derivatives 

belong to class )(
n

RLp  , then f  also belongs to )( n
q RL  

for some pq  , particularly for 
111

)(


 npq  if 

q . On the other hand, Sobolev-type inequalities exp-

lains how can one control the size of a function in terms of 
the size of its gradient. On the real line, the answer is given 
by a simple and yet extremely useful calculus inequality (see 

[2]): for any smooth function f  on the line with compact 

support  

         


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|)('|
2

1
|)(|

R
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(if f is smooth, but no other restriction is imposed, the 

inequality above may fail). As concerns to a 
multidimensional case a question of the existence of such 
estimates was first studied by Sobolev in [1]. In this case one 
has:  

     
)(0

n
RCf


 : pq fCf | || || || |              (2) 

for any integer 2n  and a real p , np 1 , where 

)/( pnnpq  and ),( pnCC   is a constant. 

This inequality is called the Sobolev inequality although 
the case 1p  is not contained in [1]. As it turned out, when 

1p , (2) has a very simple proof based on (1) and Holder’s  

inequality, which was independently discovered by E. Ga-
gliardo and L. Nirenberg. Moreover, the case 1p  follows 

from the case 1p  by a simple trick.  

Note that, if (2) holds for all )(0
n

RCf


 , it obviously 

also holds for a larger class of functions including for in-

stance all 
1

C  functions with compact support or even Lips-

chitz functions vanishing at infinity. In fact, (2) holds for all 
functions vanishing at infinity whose gradient in the sense of 

distributions is in )(
n

RLp . On the other side, (2) restricted 

to non-negative functions in )(0
n

RCf


  suffices to prove 

(2) in its full generality. Indeed, the correctness of (2) for 
such functions implies that it also holds for non-negative 
Lipschitz functions with compact support and, if 

)(0
n

RCf


 , || f  is Lipschitz
 

and satisfies  

|||||| ff   almost everywhere. It then follows that (2) 

holds for )(0
n

RCf


 .  

           Further, for the Gaussian measure   on nR , it is 

well known the so called logarithmic Sobolev inequality:  
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where pf | || |  denotes the )(PL  norm of f . 

Logarithmic Sobolev (or Log-Sobolev) inequalities were 
introduced by L. Gross in 1975 as an attempt of isolating 
smoothing properties of Markov semigroups in infinite-
dimensional settings. It can be used to obtain quantitative 
bounds on the convergence of finite Markov chains to sta-
tionary. Given an irreducible finite Markov chain  K  with 
invariant probability , consider the Dirichlet form 

 gfKIgf ,)(),( . 

In general, a logarithmic Sobolev inequalities are inequa-

lities of the type ),()( ffCf  holding for all functions 

f , where the entropy-like quantity )( f is defined by  



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x
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Log-Sobolev inequalities are one of the essential tools for 
proving concentration phenomena, not only because they 
require in some sense less understanding about the 
underlying geometry of the measured space, but also because 
they yield sharper results for concentration, i.e., Gaussian 
rather than exponential. They are particularly well-suited for 
infinite-dimensional analysis.  

Let ),,( dX  be a metric measure space in which the 

log-Sobolev inequality holds. Then (see [3]) every K -
Lipschits function is integrable and if RXF :  is such a 

function, we have: 

)}2/(exp{})(:{ 22 CKrrFdxFx    . 

Moreover, if   satisfies the Log-Sobolev inequality, 

then the Poincare inequality is satisfaied: 

)( n
b RCf  :    dfCfVar 2|| .    

Next we present a weighted Poincare inequality (see [4]) 
which looks similar to but is weaker than the Sobolev inequ-
ality. It seems weaker because there is no gain in the integra-
bility of a function over the integrability of its gradient. 
However, even a non-weighted Poincare inequality actually 
implies a Sobolev inequality under the doubling condition on 
the metric balls of the ambient space. Let g  be a non-ne-

gative, continuous function in 
n

R , with compact support 

D , 1)( 
D

dxxg  and the super level set }{ kg   is convex 

for all 0k . Write r  as the diameter of D  and 

1)()(  
D

dxxgxuL . Then for all )(,1 DWu p , 1p , 

there exists 0)(  nCC  such that  


n

p

R

dxxgLxu )(|)(|

  

n

ppn

R

dxxgxurgnC )(|)(|| || |)( . 

A more technical but very important fact is the equi-
valence between strong forms and weak forms of Sobolev 
inequalities. An example of this phenomenon is that it is 
enough to have the weak Sobolev inequality  

)(0 DCf


 , p
q

s

fCsxfxs | || |}})|)(:|({{sup /1

0




  

with qp 1  to conclude that the strong inequality (2) 

holds. Another example is the equivalence between the Nash 
inequality  
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and the Sobolev inequality 

            
)(0 DCf


 ,    2)2/(2 |||||||| fCf rr   

when 2r . The Nash inequality is weaker in the sense 
that it is easily deduced from the Sobolev inequality above 
and Holder’s inequality. The equivalence between weak and 
strong forms of Sobolev-type inequalities turns out to be 
extremely useful when it comes to prove that a certain mani-
fold satisfies a Sobolev inequality. A basic tool used here is 
the notion of pseudo-Poincare inequality. Given a smooth 

function f , let )(xfr  denote the mean off over the ball 

with center x  and radius r . One says that D  satisfies an 

PL -pseudo-Poincare inequality if, for all )(0 DCf


  and 

all 0r  ,  
      

           ppr fCff | || || || |  . 

In the case when np   (see [2]) there exists a constant 

),( pnCC   such that for any set D  of finite volume we 

have  

  
)(0 DCf


 : pf

pn
DCf ||||

/1/1
)}({|||| 


  .    (4) 

One crucial difference between the last statement and 
Sobolev inequality (2) for np 1  is that the right-side of 

(4) depends on the set D  on which the function f is sup-

ported. As the measure of D  tends to infinity, the term 
pnD /1/1)}({   also tends to infinity since np  . In fact, 

when pn  , there is no way to control the size of f  purely 

in terms pf | || | .           

In mathematical analysis a class of Sobolev inequalities, 
is relating norms including those of Sobolev spaces. These 
are used the Sobolev embedding theorem, giving inclusions 
between certain Sobolev spaces, and the Rellich Kondrachov 
theorem showing that under slightly stronger conditions 
some Sobolev spaces are compactly embedded in others. 
They are named after Sergei Lvovich Sobolev. On the other 
hand, the fundamental role that Sobolev inequalities have 
played in the study of elliptic differential operators is well 
known.  

The theory of partial differential equations provides a 
most of important applications of Sobolev inequalities. Con-
sider, for instance, divergence form, uniformly elliptic equat-

ion in nR : 

0)}()(,{

1 1










 

n

i

n

j ii

xu
x

xjia
x

, 

where the coefficient jia ,  are real measurable functions 

such that ca ji | || | ,  and  



 

 

 

 

 

                                                                                                                                     Baku, Azerbaijan 

IV International Conference “Problems of Cybernetics and Informatics” (PCI'2012), September 12-14, 2012 
www.pci2012.science.az/6/10.pdf 

 

3 

nRx , nR : 
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i
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i
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j
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1 1

, )(  . 

Moser’s elliptic Harnak inequality (which a striking 
application of Sobolev  inequalities) states that any positive 
weak solution u  of this equation in an Euclidian ball B  sati-

sfies }{inf}{sup
2/2/

uCu
BB

 , where C  depends neither on u  nor 

on B  but only on the constants c , 
 
above and the dim-

ension n .           

One might approach the problem of finding infinite di-
mensional versions of Sobolev’s inequalities from an intri-
nsic point of view. In this case one should note that the equ-

ation 111 )(   npq  implies pq   as the dimension n  

goes to infinity, and consequently there is a loss of infor-
mation in the usual form of Sobolev’s inequality as the dim-
ension gets larger. Moreover, Lebesgue measure in infinite 
dimensional space is meaning-less. The inequality (3), on the 
other hand, has a simple meaning in infinite dimensions and 
is valid there because the coefficients in (3) are independent 
of dimension.                                                  

Because, Sobolev inequalities relate the size of f  to the 

size of f , in order to prove such inequalities, one may try to 

express f in terms of its gradient.  Let E  and F  be 

separable Banach spaces, and let FEf :  be a given, 

possibly nonlinear, function. There are several ways to 

approach the notion of derivative )(' xf . The first notion of 

a derivative of a function on a vector space is that of the 
Frechet derivative. The second and weaker notion of deri-
vative is the Gateaux derivative. But these two notions of 
differentiability are too strong for many purposes. Many 
pathologies arise when dealing with infinite dimensional 
spaces that are not present in finite dimensional ones. If we 
suppose that Banach space E  supports a Gaussian measure 

 , and EH   is the associated reproducing kernel 

Hilbert space, then the Malliavin calculus concerns functions 

on E  that are differentiable in the directions of H . It turns 

out that a function may be differentiable in this weak sense, 
and yet not even be continuous on E ! 

The Malliavin derivative is a linear map from a space of 
random variables to a space of processses indexed be a Hil-
bert space. Being a derivative, it is not surprising that this 
operator is unbounded. If the random variable   is diffe-

rentiable (in Malliavin sense), the Clark-Ocone formula 
allows one to explicitly compute the integrand in the martin-
gale representation in terms of the Malliavin derivative of   

(see [5]). In turn,  the Clark-Ocone formula allow one to pro-
ve the Sobolev-Poincare type inequalities in Wiener case. A 
further generalization of Clark-Ocone formula belongs to 
Ma, Protter and Martin (see [6]) for the so-called normal 

martingales classes (i.e. tMM t  , ) according to which if 

MD 2,1 , then the Clark-Haussmann-Ocone representation 

      

.).()(

],0(

saPdMDE

T

t
M
t

p   
               (5) 

is valid, where 
MD 2,1 denotes the space of square 

integrable functional having a stochastic derivative of the 

first order, while )( M
t

p D  denotes the predictable 

projection of the stochastic derivative M
tD  of the 

functional  .  

Let n
 
be an increasing simplex of nR : 

}0:),...,{( 11 n
n

nn ttRtt   , and extend  a 

function f  defined on n  by making f  symmetric on 

nR . Let }0;{  tM t  be the  -algebra generated by a 

normal martingale M . Let nH   be the n -th homogeneous 

chaos, )( fIH nn  , where f  ranges over all )(2 nL   and 

)( fIn  denotes the multiple stochastic integral: 






n

nttnn dMdMttfnfI
1

),...,(!:)( 1 . 

If n
n

HPL





0
2 ),( , then we say that M  possesses the 

chaos representation property (CRP). 

Let ),}{,,( 0 Ptt   be a filtered probability space 

satisfying the usual conditions. We assume that a normal 
martingale M  with the CRP is given on it and that   is 

generated by M . Thus, for any random variable 

),(2 PL  , we have by virtue of the CRP that there exists 

a sequence of functions )]1,0([2 n
sn Lf   (={ )]1,0([2

nLh : 

h  is symmetric in all variables}), ,...2,1n , such that 








0

)(

n

nn fI . Consider the following subset  

),(22,1 PLDM  :  

}| || |!:)({

1

2

)]1,0([
0

2,1
2

 






 n
L

n

n

nn
M

n
fnnfID  . 

Definition 1 (see [6]).  The derivative operator is defined 

as a linear operator MD  from space 
MD 2,1  into the space 

)]1,0([2 L  by the relation:   
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




 

1

1 )),((:

n

nn
M
t tfnID  , ]1,0[t , 

whenever 






0

)(

n

nn fI . 

As is well-known there are two ways to describe the 
variational derivative (also known as the Malliavin derivative 
in the Brownian case), and they are equivalent in the Bro-
wnian case but not in the martngale case. In the martingale 
case one cannot define the derivative operator in the usual 

way to obtain the Sobolev space structure for the space  
MD 2,1  

(in [4] an example is given, which shows that the two 
definitions -- Sobolev space and chaos expansion -- are 

compatible if and only if tMM ],[
 
is deterministic). There-

fore in martingale case the space 
M
qD ,1  ( 21  q ) cannot be 

defined in the usual way (i.e., by closing the class of smooth 
functional with respect to the corresponding norm). 

Later, in [7] the Sobolev type spaces 
M
qD ,1 , where 

21  q , were introduced and a generalization of Clark-Ha-

ussmann-Ocone representation was obtained for functionals 
from these spaces. 

Definition 2 (see [7]).   Fix 21  q  and introduce the 

norm 

qTL
M

qq D | || || || || || |:| || | ]),0([,1 2
 

 

on 
MD 2,1 , and denote by 

M
qD ,1  ( 21  q ) the Banach 

space which is the closure of 
MD 2,1 under the norm q,1| || | . 

Note that the stochastic derivative MD   is well-defined 

on 
M
qD ,1  )21(  q

 
 by the closure. Given 

M
qD ,1  

)21(  q
 
we can find a measurable stochastic process 

)(),(  M
tDt 

 
such that for a.e.  , the equality 

))(()( tDD MM
t    holds for almost all  ],0[ Tt  

(more precisely,
 

)(M
tDt   is in the equivalence class 

from ]),0([2 TL  defined by )(MD ). )(M
tD  is 

defined uniquely on ],0[ T  up to sets of measure zero (in 

general, if  ]),0([: 2 TL  is measurable random 

element, then there exists a ]),0([ TB -measurable 

stochastic process, }],0[),();,({  Ttt  , such that 

)(),(    holds almost surely. In this case, we shall 

identify ))(( t
 
with ),(  t ). 

If now M
 
is a normal martingale with the chaos 

representation property and 
M
qq DL ,1)(  ( 21  q ), 

then the representation (5) is true (see Theorem 2.1 [7]).  

On the other hand, an explicit construction of the stoc-
hastic derivative operator for compensated Poisson functi-
onals, which was introduced by us in [8] and which is not 
based on the chaos expansion of functionals as it is in Ma, 
Protter and Martin’s work, allow us to receive the Clark-
Haussmann-Ocone explicit formula in Poisson cases. Our 
aims, using the above-mentioned Clark-Haussmann-Ocone 
representations on the one hand to prove the  Sobolev-
Poincare  type inequalities in general case for a class of  
normal martingales and on the other hand to give more 
explicit estimations in special case for Poisson functionals.  

Theorem 1. Let  M
 
be a normal martingale with the 

chaos representation property and 
M
qq DL ,1)(   

)21(  q , then there exists a constant )(qCC   such that 

2
2

)],0([
| |}| |)({| || || || |

2
nTL

Mp
q DCE   . 

Let  ),}{,,( 0 Ptt   be a filtered probability space 

satisfying the usual conditions. Let tN  be the standard Pois-

son process ( !/)( ketkNP tk
t

 , ,...2,1,0k ) and  t  is 

generated by N  ( N
tt  ), T . Let tM  be the com-

pensated Poisson process ( tNM tt  ). Let us denote: 

)()1(:)( xfxfxfx  ; 

TMxxTx xfMf  |)(:)( ;  

  :|)]([:)( s

M
tMx

n
x

n
s

M
t MDxMD

T  

)(|)]([: ],0[ tIx sMx
n

x T
   

and 

 
 







n

k

n

kiii k
iiitttm

M
t

kiii

n xxxMMMPD

1 1,...,2,1
21

2121
:),...,,(

)()()(),...,,( ],0[],0[],0[
2121

ttIttIttIMMMP
kn iiitttm 

 

for any polynomial function ),...,,( 21 nm xxxP (as we 

see, if 1n , then the stochastic derivative for Wiener and 

Poisson processes formally are the same. The difference 
begins from 2n . Indeed, if we take here 2n , we obtain 

that  

),(],0[)12(|)]
2

([
2

)( tsIsMsM
M

tD
sMxxxsM

M

tD 

  

whereas in the Wiener process cases   
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)(2|)()( ],0[
22 tIwwDxwD sss

w
twxs

w
t s





  .  

This fact can be explained as follows: in the Wiener case 
in the definition of stochastic derivative the main component 
is a usual (classical) derivative, whereas in the Poisson case 
the main component is the operator   and if 1n  we have 

1'  xx , while if 2n , then 

12)(2 2'2  xxxx ). 

We denote by 
MW 2,1  the Hilbert space of real random va-

riables   in the domain of 
M

D such that  

  )| |(| |)( 2
]),0([

2

2 TL

M
DEE  , 

with corresponding scalar product.  

Theorem 2. For every random variable   from the space
 

MW 2,1  we have the relation 

)| |(| |)()( 2
]),0([

22

2 TL

M
DEEE   .         

Theorem 3. For every random variable
MW 2,1 , with 

0)(2   ,  the following inequality holds 

 })(ln{)()}ln({ 2222  EEE

 

)| |(| |)
1

4( 2
]),0([2 TL

M
DE 


 . 
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