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The modern world develops fast rates. It is aready impossible for itself to present a
reality without an information technology. They extend practically everywhere also participate
almost in all spheres of human activity.

One of the most important characteristics of a network of datatransmission isthe size of a
delay necessary for delivery of the message from a source to destination which in networks of
casua accessisirregular.

In real-world systems, there often occurs to effect of retrial attempts to get service, and
collisions require consideration of models that are beyond the framework of classical queueing
systems. Therefore, there is growing interest to the analysis of such real-word systems. An
aternative approach is applying the asymptotic analysis method to such systems, which allows
one to find the asymptotic probability distribution if the number of requestsin aretrial pool.

By the asymptotic analysis method in queueing theory, we call solving equations that
describe certain characteristics of a system under certain limiting condition; the form of such a
condition should be specified for particular models and investigation problems.

In the present paper we consider aretrial system with a conflict of notifications and input
MAP-flow; to study it, we propose a method of asymptotic semiinvariants of an third order.

As a mathematical model of this system, we consider single-server queueing system with
retrial pool (RQ) fed by a MAP-flow of requests, controlled by Markov chain, given the matrix
Q of infinitesimal characteristics q,, a set of nonnegative variables A, >0 and set of

probabilities d,, for k = v . If arequest finds the server is free, it occupiesit for a service time,
which is exponentialy distributed with parameter . If the server is busy, then the arriving

request and request under service collide and are sent to aretrial pool. The requests stay in the

retrial pool for a delay time, which is exponentially distributed with parameter o. After a

random delay, each request from the retrial pool makes aretrial attempt to capture the server.
Let i(t) be the number of requests in the retrial pool, and let |(t) define the state of the

server asfollows:
I( )_ 0, if the server is free,
|1 if the server is busy.

Denote by
P{I(t)=1,k(t) =k,i(t)=i}=P(,k,i,t)
the probability that the server at time t isin state |, controlled Markov chain isin state k and
thereare i requestsin retrial pool.
The state change process {l(t),k(t),i(t)} of the described system is aMarkov process.

For probability distribution P(l,k,i,t) of state {I,k,i} of described RQ-system find
system of Kolmogorov's differential equations for the stationary regime:
—(h +ic)P(0,K,i)+ uP(L K, i)+ A P(LK,i —2) + (i —)oPL k,i —1) +
+ 2 AP, v, )AL~ dy ) + P v,i ~2)d\ Jd =0,
— (A +n+ic)P@K,i)+ 1 PO, k,i)+o(i +1)P(0, k,i +1)+
+ 3 {P@ v, i) (A~ dy) + PO, v,i)d\y iy =0.
From the above system, we obtain a system of equations for the function
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H(Lk,u) =Y el P(l,k,i), )
i
which can be rewritten in a matrix form:
. OH(u) ., . .
JGWA(JU)ZH(U)B(JU), ©)
where denoting the row vector H(u)={H (0,u),H(Lu)}, and the block matrices
A(ju), B(ju) are
. -1 el : Q-Y Y
ACju)=| . ,  B(ju)= : ) 4
(v [e“‘l —|] (W [ul+e2‘“Y Q—Y—plj @

The matrices admit the following expansions:
. x (ju)’ . © (ju)¥
A =399 B(ju-3U g,
v=0 V: v=0 V:
The obtained equality (3) calls the basic equation for the mathematical model in question.

First-Order Asymptotic
To find the first-order asymptotic, we make the following changes of variables in the

basic equations (3):

c=¢, U=egw, H(Uu)=F(we),
then equation (3) takes the form

. OF;(w, e . .

j Fi(W.e) A(jew) = Fy (w,g) B(jew) . (5)
Passing the limit as € — 0 in equation (5), wefind

8 - Ry B, ®)

where Fj(w)=IlimF;(w,g).
e—0

We seek for asolution F;(w) to the system (6) in the form of a product
F1(wW) = RO(W). (7
The vector R as the meaning of the probability distribution of values of the process I(t)
as ¢ > 0. To find scalar function ®,(w), we add together all equations of system (5) and
multiply this equality by the al-one vector E. Then, expanding the matrices A(jew),
B(jew) in the small parameter and substituting into the obtained equality the product (7), we get
nonlinear equation

. 0D(W,
122 raE — 0, )RB,E ®
whose solution @, (w) satisfying theinitial condition ®,(0) =1, isof theform
@, () = exp{jwicy | ©)

where «, can be found as follows.

By substituting (9) into (7), and then into (6), we obtain an nonlinear scalar system of
equations

R(Bg +k1A9) =0, (10)
which definesavector R=R(k;), satisfying the normalizing condition RE =1.
By substituting (9) into equation (8), we obtain an nonlinear scalar equation with respect
tox,

Rk )(By + k1 A)E=0. (11)
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Second-Order Asymptotic
To find the second-order asymptotic in the equation (3) we make the changes
ju
H(U)=H, (u) exp{’g Kl} .

for unknown vector function H,(u), we obtain an equation
OH, (u)

o= A(ju) = H2 (W{B(ju) + < AG)}, (12)
in which we make the change of variables
o=¢?, u=sw, H,(u)=F,(wze). (13)
For equation (12) we find
. oF,(w,e . . .
jo 25 o) = P (we) BCew) + g AW} 14
Passing the limit as € — 0 in this equation, where Iirrg F,(w,€) = F,(w), wefind
£
F2(W)(Bo + 1A )=0. (15)

We seek for asolution F,(w) to this system in the form

.
Fp (W) = Rb (W) = R exp{“vzv) Kz} , (16)

where R is vector is solution of the system (10) and normalizing condition RE =1, and scalar
function @, (w) isobtained from (16), where «, can be found as follows.

Taking the power series expansions of the matrices A(jew), B(jew)in the parameter ¢,

we rewrite the system (14) with accuracy to infinitesimal terms of order ¢ asfollows:
. oF,(w,e .
’8% Ao =Fo(W,e){By + 11 Ag + jew(B, + 1A )} + O(e?) . (17)
We represent the solution F, (w, €) to this system in the form

F,(w,e) = exp{%Kz}{R+ jewf, (W)} + O(e?) . (18)

Substituting the product (18) into previous equation, we obtain a non-uniform system of
equations

f1(W)(By + k1 A9) + R(Bl +ir A+ Kon): 0
with respect to vector function f;(w). From this system we can rewrite vector function f;(w)
as expansion
fi(W) =G (W)R+hy, (19
where G; (w) isany scalar function, and vector h; isthe decision of system
hy (By + 11 A) + R(Bl +rg A+ Kon): 0.
Let'spresent h, in the form of decomposition
h =g, +x,9,
where
91(Bo + k1 Ag) + R(B; + 1,4 )=0,
9(By + k14Ay) + RA; =0. (20)
To find the scalar parameter «,, we sum up al equations of system (14), right
multiplying it by the all-one vector E , we obtain

js%axlv’g) A(jeW)E = F, (W, £){B(jew) + k; A(jew) |E . (21)
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Expanding the matrices A(jew), B(jew)into (21) in the parameter ¢ and considering
R(B; + k;A)E =0 and (20), we obtain the solution «, in the form

91(51 + KlAl)E + ; R(Bz + KlAQ)E
RAE + Q(Bl+‘<1A1)E

N (2

Third-Order Asymptotic
To find the third-order asymptotic in the equation (12) we make the changes
H,(u) = H,(u) exp{%lcz},6=83, u=sgw, Hs(u)=F;(w,e). (23)
Rewrite equation (12) in the form
je? %av"vv’g) A(jew) = F53(w, £){B(jew) + 1 A jew) + 1, jewA(jew)}. (24)

Further, operating similar as in the second-order asymptotic, we receive the equality
defining parameter «:

(B + s+ 2AJE + 5By + AJE + B+ iy + 3 E
RAE+g(B+1A)E

K3:

where
h1{Bo + Klpb}Jf R{Kon +B + KlAl} =0,
02 (Bo + k1A9) + R(By + 1A + 2, A1)+ 20y (By + 1A + K549 = 0,
9(Bp + k1 Ay) + RA, =0.
Thus, in work the method asymptotic semiinvariants for research of mathematical model
of RQ-system is offered. The mathematical model of the given system for a stationary case is

offered and considered. The method asymptotic semiinvariants in a condition of a growing
delay timein retrial pool to the third order is applied.
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