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1. Introduction. An important element of a probabilistic model is a description of
considered random variable distributions. It is usually supposed that all random variables are
independent. But numerous statistical data prove the opposite. For example, it has been
experimentally stated that characteristics of Internet flows are the dependent ones [3].
Analogously, flows of insurance claims for damages have a dependent structure [2]. In the first
case, a correlation between interarrivals of the claims is described by the so called Markov-
Additive Processes of Arrivals [5]. In the second case, copulas are usually used for a description
of the dependence [1, 2, 4]. Lately, the copulas have been used in the reliability theory [7].

Joint distribution function C(uy,uy,...,u,,) :P{Ul <u,Upy fuy,...,U, Sun} is called a
copula if the marginal distributions of all components U,,U,,...,U, are uniform on [0, 1]. The
following fact is basic [6]: any multivariate continuous distribution function G(xy,x5,...,X,)=
:P{X 15x1,X9 £x9,.,X, < xn} can be presented uniquely via cumulative distribution
functions of its components F;(x;)= P{X i < x,-} by the -corresponding copula C:
G(X1, X200y %) = C(FL (x1), Fa (X2 )y, Fp (3)).

In our paper we wish to use a natural and direct way to describe the dependence between
continue random variables X;, X{,.... We suppose that the last ones correspond to a Markov

chain with continue state space Q = (0, 1). To describe transit probability per one step we
consider a family V¥ = { fo(x):x,0€ Q}of triangular distributions that is determined by a
probability density function

2% 0<x<6,
fo=4 ¢ )

2-7r p<x<l.
1-0

The corresponding cumulative distribution function is calculated as

lxz, 0<x<0,

Fyp(x)= 2

2
1—u, f<x<l.
1-6

Further, let X, X>,...,X,,... be a random variable sequence that forms Markov chain:
if X, =x, then X

for this a Markov chain: marginal stationary distribution G(x) =P{X < x}, two-dimensional

.+ has a distribution from family ¥ with parameter &= x. Our aim is to find

stationary distribution F(x,y) = P{X nSx,X, 00 < y} and its moments, a corresponding
copula. This copula allows us to form a corresponding Frechet family and to consider some new
distributions.

2. Stationary marginal distribution. Let g(x) = G(x)' be the probability density function
for the stationary marginal distribution. Then, a consideration of two consecutive terms of a
stationary Markov chain gives:

2 2 2 2

M}m + } 2(0)2—do = G(x) - )f 2= 40+ }g(@)x—dﬁ.
1-6 x % 0 1-0 x 7

G(x) = fg(e)ll -
0
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0=—(1-x) (f)g(0)1_0d49+x ig(@)gd@. 3)

x 1 x Voo
0 do = 0)—dao. 4
&)= (l_xj I£0) )
Taking a derivative form (3) with respect to x and using (4), we have:

21— [ e(0)— a0 — (1 - x>
0=2(1 x)(j)g(é’)l_edQ 1-x) g(x)1

1
! +2xjg(9)ld9—x2g(x)l,
-Xx o 0 X

21 1
0=22" [ ¢(0)=d0 (1 - X)g(x) + 2x] g(6)~dB - xg(),
I-x 0 0

X

1
g(x)= ﬂfg(ewe g(x)—x . Jg(e)ﬁde

Taking a derivative form of the last equation with respect to x, we get

g g )(—L}—g(x)—
2x

l-x 1 1 2] g@_ 1-2

2x —2g(x){x2 x} g(x) x(1-x)’

In(g(x))=c+] xl(l__zi)dx =c+ (I%dx} | " _1 dx = c +In(x) + In(1 - x).
g(x)=cx(1-x), O0<x<Il.

An unknown constant ¢ is determined by the normalization property:

1= }g(x)dx = c}x(l—x)dx = c{l—l} = cl
0 0 2 3] 6

Therefore, ¢ = 6 and finally

g(x)=6x(1-x), 0<x<l. ®)]
Stationary cumulative function is calculated as
G(x) = x> (3-2x). (6)

3. Two-dimensional stationary marginal distribution. Further the two-dimensional case
will be considered when (X,Y)=(X;, X, ). Taking into account formulas (5) and (2), we get for

a cumulative distribution function of (X, Y):

I6z(1 - 2){1 3?2 }dz +T 62(1- z)( 1=y’ sz for y<x,
z —Zz
F(x,y)=

J.6z(1 (1 —(ll—y)j 'z for y<x.

—Z

After some simpliﬁcatlons, we get a final formula

3 2x(2—x)—2 3, <x,
Frp)=1""] Yo @)
3xTy2-y)-2x",y>x.
It allows us to write the two-dimensional probability density function:
12y(1-x), y<ux,
fxy)= ®)
12x(1-y),y > x.
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4. Momentsand Kendall’s 7. From (5) we get the marginal expectation, second moment,

variance and standard deviation: E(X) = 1/2,E(X2) =3/10,D(X)=1/20,0 =+/1/20. The
second mixed moment is calculated from (8):

1(x 1
E(XY)= j(j'xyl,’Zy(l —x)dy + [xy12x(1 - y)ddex = %,
0\0 X

Cov=E(XV) - E(x)> =+ _L1_1
15 4 60
It allows us calculating the correlation coefficient:
Cov 20 1
P=Dx)y 60 3
Now we wish to calculate Kendall’s7 that is defined for two independent copies of (X, ¥) and (X,
Y’)as [4]:

r=4P{X < XY <Y'}-1.
From (7) and (8) we have

PX<X,Y<Y'= ﬁuy(l —x)[3y2x(2 —x) —2y3]dydx + lex(l —y)[3x2y(2 -5) —2x3]dydx =

- 36j.(1 — X2 - x)j V3 dydy - 24j (1- x)]i Vi dydx + ﬁlzx(l — B’y y) - 2x ixdy =

p , 1, 1 1 . 903
=2 36jx(2—3x+x )—x dx—24j(1—x)—x dx | = ——.
) 4 ) 5 2940

Therefore,

P dP(X < XY <V)olmd 002 02 50
2940 2940 2940 245

5. Copula and Frechet family. To find a copula for our distribution, we must express
cumulative distribution function (7) through its marginal distribution function (6). For that

purpose, it is necessary to know quantile u = G_l( p) of probability p, 0 < p <I. Therefore, we
have a cubic equation
x2(3-2x)-p=0, 0<x<I. (9)
A standard analysis shows that for each p € (0, 1) this equation has a unique root in
interval (0, 1), namely,
u=0.5 —cos[%(Arccos(l -2p) —2;;)} 0<p<l. (10)

From (7) we have for 0 <v <u < 1:
Fxp) =322 -2 257 =322 - 1) + [p2(3-2y)|- 392 =
=3y [x2 - x) - 1]+ G(») = G(») -3y (1 - x)*.

Now from (10) we have the following copula for 0 <v <u < 1:
2

2
Cu,v)=v-— 3B - cos(% (Arecos(1-2v) - 27z)ﬂ G + cosG(Arc cos(l - 2u) — 27z)D . (1D

An expression for 0 <u <v <1 has the same view with the replacement of u by v and on the
contrary. Now, our two-dimensional cumulative distribution function can be presented as

F(x,y) = C(G(x),G(y)) Vx,y. (12)
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But we can use arbitrary marginal distribution G,(x),G,(»)as an argument of the copula,
receiving Frechet family of distributions {F(x, y)}:
F(x,y) = C(G1(x), G2 (y)) Vx,y. (13)
6. Example. Let us find a distribution for a sum of two consecutive terms of our
stationary Markov chain: H(x) = P{X +Y< x}, x> 0. Obviously

)fcg(e)Fe(x—H)dH, 0<x<l,
H() =1’ | (14)
G(x-1D)+ [g(@)Fy(x—0)d, 1<x<2.
x—1

We wish to compare it with a case when random variables X and Y are independent and
have distribution (5), (6). Here,

H*(x) = f 2(0)G(x—0)do = f69(1 - 9)[(x ~0)>(3-2(x- .9)]:1.9, x> 0.
0 0

Table 1 contains the corresponding values. A comparison of the presented results shows
that the dependence between terms of the sum influences remarkably on the sum’s distribution
function.

Table 1
Cumulative distribution functions H(x) and H*(x) of the sum X + Y

X 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

H(x) | 0.005 | 0.029 | 0.092 | 0.196 | 0417 | 0.709 | 0916 | 0.993 | 1.000

H*x) | 0.027 | 0.110 | 0.274 | 0.500 | 0.726 | 0.890 | 0.973 | 0.998 | 1.000

Now we consider a distribution from Frechet family (13) when marginal cumulative
distribution function U(x) is uniformly distributed on the interval(O.S —%\/3/ 5,05+ %\/3/ 5} .

Such a distribution has the same values of the expectation and the variance. In this case a two-
dimensional cumulative distribution function is

H(x,y) = C(Ux),U(»)).
Some function values are presented in Table 2. We can see again a difference between the
compared cases.
Table 2

Cumulative distribution functions F(x, y) and H (x,»)

X 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

F(x,0.5) | 0.093 | 0.192 | 0.309 0.432 | 0.551 | 0.652 | 0.725 | 0.769 | 0.784

I-7(x,0.5) 0.099 | 0.210 | 0.318 0.423 | 0.523 | 0.616 | 0.698 | 0.758 | 0.758

F(x,0.7) | 0.074 | 0.149 | 0.232 0.313 | 0380 | 0.432 | 0.470 | 0.492 | 0.500

]_N](x,()j) 0.080 | 0.165 | 0.243 0.313 | 0372 | 0.423 | 0.467 | 0.500 | 0.500
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