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Speech recognition stands as a medium, or a communications Ambassador between 

machines and people, ever promising to deliver “natural speech.” As a result, Speech 
Recognition has the ability of unifying or incorporating many other current technologies, 
ultimately fusing many features and functions granted by today’s technologies. 

In the past few years, Speech Recognition has experienced many improvements that have 
enabled its machines, specifically computers, to perform elaborate tasks such as Dictation, and 
Command Recognition. Thanks to superior ways to capture and analyze sound files, even 
personal accents and speech impediments can now be taken into account. As Speech 
Recognition improves and advances, it is inevitably poised to directly compete with an old 
technology warrior, the keyboard.  

Nonetheless, the keyboard and its means to communicate, typing, are not natural ways for 
people to convey information and ideas. The primarily vehicle for people to communicate is in 
fact language, or better said, speech itself.  Therefore, the very moment that machines and 
humans can effectively communicate naturally, the keyboard will inevitable find a secondary 
role as a communications Ambassador. The promise of naturally speaking and naturally 
listening machines is an ever growing and exciting reality. 

In view of the possible misinterpretations that natural language bestows, scientific fields 
such as Natural Language Processing (NLP) and Artificial Intelligence (AI) are increasingly 
being incorporated into Speech Recognition in hopes of overcoming this language paradox.  
NLP and AI sciences are simultaneously growing, evolving and experiencing many changes and 
improvements. 

One of the most obvious and natural applications for speech technology is in providing a 
gateway to information services over the telephone network. Already a significant growth is 
occurring the provision of information from a centralized computing system using stored 
messages or synthetic speech derived from text files.  

Most of these systems however currently rely on the use of touch tone input for selection of 
the information. The ability to recognize a small number of words or even the digits without the 
user requiring to train the system therefore has widespread application. As the scope of the 
information service expands so also does the need for more intelligent dialogues with much 
larger vocabularies for speech understanding. 

Our computer systems will enable users to maintain telephone conversations about specific 
topics such as flight arrivals, schedules and reservations. The systems are planned to support a 
speaker independent vocabulary of up to 100 - 200 words in Azeri language. 

The systems have been defined as computer systems with which humans interact on a turn-
by-turn basis are called spoken dialogue systems. The main purpose of a spoken dialogue 
system is to provide an interface between a user and a computer-based application. 

A common architecture of the system has 4 modules: Speech pattern processing, Linguistic 
processing, Dialogue management, Oral message generation. 

Speech Pattern processing.  This module carries out the acoustic-phonetic decoding of the  
incoming speech signal and produces a lattice or graph of word hypotheses. Techniques for 
handling the variable quality of telephone speech, mostly due to the use of different handsets 
and varying handset positions between calls, are also included in this module. 

Particular objectives in the speech pattern processing module include: 
• refinement of the acoustic/phonetic units used, in line with requirements for easy extension of 

the vocabulary, rapid speaker adaptation and handling fluent speech (the co articulation 
problem). 
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• improvement of speaker-independent phonetic rules and classification techniques. 
• improvements in speech recognition over the telephone.  
• fast lexical access. 
• improvements in speech pattern processing techniques based on Artificial Neural Network. 

The main part of this module is speech recognition of the uttered speech.  The computing 
algorithms of speech features being the main part of speech recognition system are analyzed in 
the paper. From this point of view the determination algorithms of Mel Frequency Cepstral 
Coefficients (MFCC) and Linear Predictive Coding (LPC) coefficients expressing the basic 
speech features are developed. Combined use of cepstrals of MFCC and LPC in speech 
recognition system is suggested to improve the reliability of speech recognition system [1]. To 
this end the recognition system is divided into MFCC and LPC-based recognition subsystems. 
The training and recognition processes are realized in both subsystems separately, and 
recognition system gets the decision being the  same results of each subsystems. This results in 
decrease of error rate during recognition.  

The recognition process. One of main requirements in speech recognition system is 
reliability of recognition. To improve reliability of the system is offered combine using different 
structured or different features systems. This recognition systems can be work independently in 
one system and we called them conditionally subsystems of the main system.  

Speech signal is trained by different mathematical models in each subsystem separately. 
The recognition results of the subsystems passed to decision making block in during recognition  

As the subsystems of the our system are taken the neural networks trained from the 
different initial points. The results of the subsystems are compared in the decision making block 
and  ASUS accepts this decision. 

Linguistic processing. The major objectives of the linguistic processing module are: 
• the modification of linguistic processing algorithms to meet the characteristics of spoken 

language such as hesitations and ill-formed or incomplete utterances. This may require, for 
example, the partial analysis of complete utterances; 

• the development of analysis algorithms to handle indeterminacy within the linguistic analysis 
stage;  

• the study and modelling of the spoken language sub-set used in the selected applications; 
• exchange and evaluation of different parsing algorithms;  
• development and evaluation of stochastic grammars in relation to rule based systems, with 

particular reference to computational efficiency, coverage, performance and extensibility; 
• investigation and comparison of ways of integrating linguistic knowledge with pattern 

processing and with dialogue management;  
• use of predictions from the linguistic processing module to improve hypotheses at the front 

end; 
Dialogue management. Human-human dialogue is capable of robust handling of adverse 

conditions and recovery from communication failure. In human-machine communication which 
is speech based, it becomes necessary to repair recognition failure. Knowledge from a variety of 
sources: syntactic, semantic and pragmatic, and knowledge of the application domain, may be 
brought to bear both in understanding and recovery [3]. 

A major goal of the article is the development of an intelligent co-operative dialogue 
system. Most of the work done to date in the area of dialogue management has been in text 
based systems. Whilst speech-based systems can learn much from this work, particularly in the 
areas of architectures and the use of dialogue histories, oral dialogue contains specific 
phenomena not seen in text, such as hesitations and false starts. Knowledge is also used 
differently, for instance pragmatic knowledge is not only used to solve ambiguities but also to 
strengthen or weaken hypotheses generated from potentially error-prone acoustic-phonetic 
decoding. To progress in the modelling of oral dialogue, extensive use is being made of 
simulations and real applications in the selected information service domains such as flight 
enquiries, intercity train times and hotel information. A substantial amount of analysis is already 
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complete on a large corpus of spoken dialogues for the Azeri language. This analysis is 
providing information on: 
• user requirements; 
• oral dialogue strategies; trade-offs between user and system initiative in terms of user 

acceptability and constraining the domain (necessary to avoid over ambitious questions),  
confirmation and repair strategies; 

• oral language requirements (grammar, lexicon, specific phenomena of spoken dialogue); 
• the complexity of the semantic space of the domains chosen; 
• generic rules for dialogue for information services domains where these can be abstracted 

from particular applications, including cross-language differences in dialogue strategies. 
Oral message generation. Whilst research on natural language generation is more recent 

than natural language parsing and understanding, computer based language generators are 
rapidly expanding in response to growing needs for intelligent human-machine interaction. The 
emphasis hitherto has again been on written language.  

The particular requirements of oral output in the course of a dialogue (intelligibility, 
reduced length, enumeration and requests for repetition etc) is being taken into account in the 
message generation component. Prosody (stress on words and melodic contour of an utterance) 
is affected by both linguistic and pragmatic constraints. A suitable symbolic description of the 
effects of these constraints on a particular utterance is passed, along with the text, to the Text to 
Speech Synthesis (TTS) system [4]. 

Speech synthesis. The two fundamental processes are performed by all TTS systems: text 
analysis and speech synthesis. The text analysis must determine from the input text following 
features: 
1. Pronunciation of the text string: the text analysis process must decide on the set of phonemes, 

the degree of stress in speaking, the intonation of the speech, and the duration of each of the 
sounds in the utterance; 

2. Syntactic structure of the sentence to be spoken: the text analysis process must determine 
where to place pauses, what rate of speaking is most appropriate for the text and how much 
emphasis should be given to individual words and phrases within the speech; 

3. Semantic focus and ambiguity resolution: the text analysis process must resolve homographs 
and also must use rules to determine word etymology to decide on how best to pronounce 
foreign words and phrases. 

The input data for the analysis is Azerbaijan text. The first stage of processing does text 
processing operations, including detecting the structure of the document containing the text, 
normalizing the text and performing a linguistic analysis. The text processing benefits from an 
online dictionary of word pronunciations along with rules for determining word etymology. The 
output of the basic text processing step is tagged text, where the tags denote the linguistic 
properties of the words of the input text string. 

One other text normalization problem concerns the pronunciation of proper names of 
foreign languages. 

The third step in the basic text processing block is a linguistic analysis of the input text, 
with the goal of determining the following linguistic properties [5]: 
• The part of speech of the word 
• The sense in which each word is used in the current context 
• The location where a pause in speaking might be appropriate 
• The word (or words) on which emphasis are to be placed, for prominence in the sentence 
• The style of speaking, e.g., irate, emotional, relaxed, etc. 

Ultimately, the tagged text obtained from the basic text processing block of a TTS system 
has to be converted to a sequence of tagged phones. The phonetic analysis block enables the 
TTS system to perform this conversion, with the help of a pronunciation dictionary. That is why 
the following operations are performed. 

The homograph disambiguation operation must resolve the correct pronunciation of each 
word in the input string that has more than one pronunciation.  
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The second step of phonetic analysis is the process of grapheme-to-phoneme conversion, 
namely conversion from the text to speech sounds. Although there are a variety of ways of 
performing this analysis, the most straightforward method is to rely on a standard pronunciation 
dictionary, along with a set of letter-to-sound rules for words outside the dictionary. 

Each individual word in the text string is searched separately. If the word exists, in its 
entirety, in the word dictionary, the conversion to sounds is straightforward and the dictionary 
search begins on the next word. If not the word is separate to the “root form” and affixes and the 
base search attempts to find both of them. If the “root form” or affixes are not present in the 
dictionary, a set of letter-to-sound rules is used to determine the best pronunciation of the root 
form or affixes of the word, again followed by reattachment of stripped out affixes. On the 
paper the edit distance method is applied for finding the roots of the words.  
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