The Second International Conference ““Problems of Cybernetics and Informatics”™
September 10-12, 2008, Baku, Azerbaijan. The plenary paper
www.pci2008.science.az/4/05.pdf

STORAGE PROCESSES IN POISSON APPROXIMATION SCHEME
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Discrete storage processes, given by a sum of random variables on Markov and semi-Markov
processes, are approximated by the Poisson compound processes on increasing time intervals.

Introduction. Renewal storage process (RSP) defined by a sum of independent
identically distributed random variables ¢, N =1 taking values in Euclidean space R¢

v(t)
p(t)=u+Zan, t>0,
n=1

where the counting renewal process
v(t)=max{n: 7, <t}, t>0,

is defined by renewal moments 7, n=0, (To = 0) onreal line R, = [0, + oo).

RSP has various interpretations in applications [1-3].

The main problem is to investigate the behavior of the RSP on increasing time intervals
ast—> .

An effective method is to introduce the parameter series & — 0 (8 > O) in such a way
that the limit theorems for stochastic processes may be used [1-5].

Asymptotic analysis of random evolution process is the most effective approach to get
limit result for RSP in the series scheme.

The theorem of Poisson approximation for RSP is realized under different assumptions

for the renewal process v(t), t>0, droved by Markov or semi-Markov processess.

1.1.  Renewal processes with Poisson jumps.
Storage processes (SP) in the series scheme with small parameter series

£ —0 (&> 0) are given by relation

v(t/e)
(1.1) Pl =u+ D af, t>0,
n=1

where the counting process

V(t):max{n:rnst}, rn:iﬁk, n>0, r,=0,

k=1
defined by iid. random variables 6,, k>0 with the distribution function
G(t)=P(6, <t), G(0)=0.

The random variables @, N>1, take values at the real line (or in R¢ ,d >1). The
Poisson approximation conditions (PAC) (see [1, Ch. 7]) are given for the distribution functions
®°(U) =P} <u(, ueR.

PAC 1: Approximation of distribution functions:

[owas @y =elo, +6:] gw)cc,(R).
R

C, (R) is the measure determining class:

@, = [gU)d(du):;
R
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PAC 2: Approximation of mean values:
J.UCDS (du) = g[a +6! ] Iu *®°(du) = g[c +6¢ ]
R R

The negligible terms

07| >0 when &—0.

Theorem 1. Under the conditions PAC 1-2 the weak convergence
pfM)=p’t), €0
takes place.

The limit compound Poisson process
)

(1.2) p't)=u+bt+ > a), t>0.
n=1

The distribution functions @, (U) = P(a,? < u) of i.i.d. random variables o

n, N1,

defined by the relation

(1.3) Eglet )= [’ (du) =@, /a(R).
R
The counting Poisson process v’ (t), t >0, is given by the intensity
(1.4) Evi(t)=qet, g, =q®(R)=qA, q=1/Ef, A:=d(R).
The parameter of counting drift
(1.5) bzq(a—Aa"), a’ =Ea, .
Remark 1. The limit compound Poisson process (1.2) can be represented as follows

0

ve(t)
(1.6) p’ty=u+gat+ > a,, &, =a,-a’.

n=1

e\, du=a’,

Eaf =elAa’ +a, |+ 07
l1-eA du=¢, ( 0) ¢

Example 1. ®° (au) :{

a=a,+ha’, ©,=Agla’) @'(g)=(g)/A, af=a’,
b= q(a—AEar?): q(a—AaO): qa, .
Remark 2. The intensity , = A is proportional to average intensity of the renewal

moments and the intensity A of big jumps of the sum (1.1).
Remark 3. Under the conditions PAC 1-2 the small jumps (&3,) are transformed into

continuous drift, and the big jumps (a°) are get as jumps of the limit compound Poisson

process.

1.2. Predictable characteristics of storage process (see [1, Ch. 7; 4]).
It is easy to calculate the predictable characteristics of the storage process (1.1) [4]

B (t) = gv(t/g)la +67 J
Cot) = ev(t/e)c+6¢ |,
O (t) = evlt/e D, + 0% |
According to renewal theorem [7, Ch. 9].
evit/e)=qt, e >0, q=1/Ef.
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Under the conditions of Theorem 1 we have the following limit results for & — 0
B(t)=>gat, C*(t)=>qct, @(t)=> qd t=gAdjt.

®; (t) = q@ t = g g(W)P(duk = gA [ g(u)@° (du)t.

Here ®°(du) = ®(du)/®(R); A = d(R).
Now the predictable characteristics B®(t)=qat, C°(t)=qct, d)g 1) = qA(Dgt
define the limit compound Poisson process with the drift:

o)
p’(t)y=u+agt+ > (a,? —ao), t>0
n=1

or, another view, is (1.2) with
b= q(a—AaO) a’ =Ea! = '[ucbo(du)
R

2.1. Storage process at Markov process.
Markov storage process (MSP) in a series scheme is defined as follows

v(t/e)
2.1 pft)=u+ Z at(x,), t>0,

n=1

where Markov process K(t), t >0, at a standard phase space (E, & j is given by a

generator [1, Ch. 1]

(22) Qe(x) = g00[ P(x. dy e (y) - ¢(x)].
Counting process j
(2.3) v(t) = max{n T, < t}, T, =7,+6,,, N=0,
and renewal moments @, are defined by conditional distribution functions
(2.4) G, (1) =P(6, <t)=P{f,, <tlx, =x}=1-e", t>0, xeE.
The embedded Markov chain (EMC) x,, N =0 is defined by a stochastic kernel
(2.5) P(x,B)=P(x,, €Bjx, =X), xeE, Be&.

We suppose that the EMC is uniformly ergodic with the stationary distribution p(B), Be&.

The family of random variables « (X), X€E, n>1 is defined by a family of
distribution functions

2.6) ®f () =Plaf () <u). ueR, x<E.
The conditions of Poisson approximation are also supposed [1, Ch. 7]:
PACI: [g@s (duy = o, (0 +6: (0] g eCy(R)
R
PAC2: Juo: du) = ela(+6: 0] [uds(du) = efo(x) +67 ()]
R R

with the negligible terms sup

xeE

0: ()| >0, £0.

Theorem 2. Under the conditions PAC 1-2 the storage process (2.1) converges weakly
to a compound Poisson process
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W)
2.7) Pl =u+bt+ > oy, t>0.

n=1
Distribution function ®°(u)= O(u)/Dd(R) = P(a,? < u) of ii.d. random variables

a,, N2=1,isdefined as

O(U) = qf p(A)D,(U), Dy(¥) =[gUP,(du), geC;i(R).
E R

The compound Poisson process v°(t), t>0 is given by the intensity
Evi(t)=qet, g, =Q0A, A:=®d(R).
The velocity of continuous drift
b= q(a—AaOl a’ =Ea, .
The average intensity of Markov process

= [7(d)ax), z(dx)a(x) = gn(dx),
E
where 7(B), B € ¢ is the stationary distribution of Markov process x(t), t>0.

2.2. Predictable characteristics of Markov storage process (MSP).
According to the theorem about the representation of semimartingale (see [4, Ch. 2]),
predictable characteristics of MSP are given as:

v[t/e]
B(t)—ZE[ Ky ot
v[t/g]
3) Cot= Y Elod (x, JFos )
n1
v[t/e]
o= 5 Elglas(x,))F.
n=1

where F_, = O'{K‘r , r<n- 1}, N >1 is a family of o -algebras.

According to the main assumptions PAC 1-2, the predictable characteristics of MSP
have the following view

2.9) BS(H)=BS(M+6 (1), C°(H)=CiM+65(®).
L) =D (1) + O ().

Jle TOJIOBHI YaCTHHU € HOPMAaJTi30BaHUMH TIPOIIECaMU IIPUPOCTIB

t/g V(t/g) t/g
(2.10) Bi(t)=¢ Z ) Ci=¢)clx,) ®it)=¢ Z D (i)
n=1

Now the weak convergence of predictable characteristics (2.8) is equlvalent to the weak
convergence of normalized processes with increments (2.10) that follows from the Theorem 3.2
[1]. Limit predictable characteristics are the following:

(2.11) B’(t)=a"t, C°(t)=c’t, @j(t)=dit,

where

(2.12) a’=qga, c'=qc, ®;=qd,, O, =DA.

2.13) a= j p(dx)a(x), c= j p(dx)c(x), @ = j P(AX)D 4 (X).
E E

Predictable characteristics (2.11)-(2.13) define the limit compound Poisson process (2.7).
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3.1.  Semi-Markov storage process (SMSP).

SMSP in a series scheme is defined by a correlation (as in (2.1))
v(t/e)

3.1 pft)y=u+ Z at(x,), t>0

with semi-Markov switching process x(t), t >0, thatis defined by a semi-Markov kernel
[1,Ch. 1]
(3.2) Q(x,B,t)=P(x,B)F (), xcE, Be&, t>0/

Stochastic kemnel P(x,B), XxeE, Be& defines the transition probabilities of
embedded Markov chain x,, n=0.

Counting process

(3.3) v(t)=max{n: 7, <t}, n>0
is defined by renewal moments
Toy =0, +6,,, N20
where the times between renewing 6,,,, N =0 are defined by conditional distribution
functions
(3.4) Fy (0 = P(6,,, <tx, = x)=P(6, <t).

The main assumption is that SMP x(t), t>0 is uniformly ergodic with stationary
distribution 7Z'(B), B € &£, that satisfies the correlation

(3.5) #(d)A() = gp(dx), q=[7(d)ax) ,
where the averaged intensity j
(3.6) 400 =1/m(x), m(x) = [F0dt; F 1) :=1-F, .

Stationary distribution p(dx) of EMC x,, N =0 satisfies the correlation
p(B)=[p(d0P(x,B), Be&, p(E)=1.
E

The family of random variables «;(X), X€E, n>1 that are independent in

general, is defined by the distribution function @3 (du) = P(arf (X) e du).
Theorem 3. The conditions of Poisson approximation are the following:

PAC 1: j u®? (du) = [a(x) + 07 (x)], j w2®¢ (du) = gle(x) + 07 (x)].
PAC 2: jg(u)cp (du) = &l () + 6 (x)l g(u) e C4(R)

®,(x) = [g(U)P, (du).
R

Under the conditions PAC 1-2 the following weak convergence

p M= p'(1), €0
takes place.
The limit compound Poisson process p° (t) is defined by its predictable characteristics

(3.7) B(t)=b", C’(t)=c’t, @(t)=qd,t
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CDgzj'p(dx)CI)g(x):A(DO, b =gb, c’=qc

E
(3.8) b= jp(dx)a(x) c= jp(dx)c(x), A=®(R), @, =jg(u)cpg(du).
E E R
3.2. Predictable characteristics of SMSP (3.1) have the following view:
v(t/e)
B*(t) = E[a Fn_l]

n= 1

v(t/e) )
(3.9) city= E[(aﬁ (x,)) Fn_l}

n=1

v(t/e)

O (1) = ] E[g ]F
n=
According to the assumptions PAC 1-2 predictable characteristics (3.9) are the
following
(3.10)
B*(t)=Bj (1) + 65 (1), C()=Cq®)+6; (1), Dg(t)=g,(t)+05(1),
ne
v(t/e) , v(t/e) . v(t/e)
(3.11) Bi(t)=¢ Z ) Citty=¢ D clx,) @t)=¢) ®,(x,
n=l1 n=l1

and negligible terms — 0 when € > 0.

Now the process of increments (3.11) at Markov chain x,, N =0 converges weakly
at &€ — 0 according to Theorem 3.2. [1, Ch. 1]
(3.12) Bj()=at, Cot)=Ct, Dg(t)=> Dyt

Under the conditions PAC 1-2 and main assumptions the following weak
convergence of predictable characteristics takes place:

B*(t)=b"(t), C°()=c"t, ®(t)=> Dt
where b, ¢’ and @, are defined in (3.7)~(3.8).

The limit predictable characteristics define the limit compound Poisson process p° (t)
in Theorem 3 with predictable characteristics (3.7).

4, Storage processes at superposition of two renewal processes.

4.1. The superposition of two renewal processes is given by two sequences of sums (see
[2, Ch. 1])
n
4.1) " =>6", nx1, z’=0, i=12
k=1
of i.i.d. positive random variables 6?k(i), k>1, i=12, defined by distribution functions

P(t)=P{o" <t}, P0)=0, i=12.

The superposition of two renewal processes is defined by a sum
42) V(1) =, (0 + v, (1),
where v, (t) = max{n: < t}, i=12.
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The superposition of two renewal processes (4.2) may be described using a semi-
Markov process x(t), t >0 ataphase space

E={ix, i=12, x>0}, 6,=60" Ax.
The first integer component i stands for an index of renewal moment, the second
continuous component X > 0 stands for the time left till the moment of renewing with another

index. The embedded Markov process k|, = K‘(Tn ), N>0, is defined by a transition
probability matrix (see [2, Par. 1.2.4])
{ Pl (X - dy) Pl (X + dy)}
P, (x+dy) P, (x-dy)]
The distinguishing specialty of embedded Markov chain x,,, N =0, with transition

(4.3) P=

probabilities (4.3) is its ergodicity with the stationary distribution

(4.4) P (dX) = p, P;(X)dX, P, (dX) = p, Pl* (X)dx
where by the definition
R ()=R)/m, R(X):=1-R(x),

P :pmza P> ZMU p:(m1 +m2)71 5
here m, = EG" = [P, (x)dx.
0

The storage process at superposition of two renewal processes is defined in an ordinary

way
v(t/e)

(4.5) Pty =u+ > ai(x,). t=0,
n=1

i.i.d. random variables @ (X), X € E are defined by distribution functions
O (du) = Pl (ix) e duf, i=12
that satisfy Poisson approximation conditions:

PACI: Juos @du) = ela, 0 +050] =12,
Jures @du) = ele, 0+ 050} T=12.

PAC2: [gas (du) = elo, 0+ 6500] =12,
R

where

@ (iX) = [ g(U)D;, (du), g(u) € C4(R).
R

Corollary 1. Under the conditions PAC 1-2 the weak convergence
p. = p' 1), €0
takes place.
The limit compound Poisson process po(t), t >0, is defined by its predictable
characteristics

By () =dbyt, Co(t)=acet, @7 (t)=qdyt,

be = pEa (‘9; )"‘ P Ea, (191*), ¢y = PEC,(6;) + p,EcC, (6)),
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@ = p, j P, ()@ 4 (1x)dx + p, j P (X)® 4 (2X)dx
0 0

Conclusions

1) Asymptotic behavior of stochastic storage processes with critical jumps in random media,
described by Markov or semi-Markov processes, at increasing time intervals are approximated
by compound Poisson process with continuous drift.

2) Critical stochastic events like catastrophes, large payments, etc. take place by an exponential
distribution of event’s time. Thus, in the models of stochastic storage processes studied here the
forecast of critical events is impossible. Only statistical estimation of the intensity of critical
events is possible.
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